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Abstract 
Head Related Transfer Functions (HRTFs) describe the changes in the sound wave as it propagates from a spatial sound 

source to the human eardrum. One possible representation of HRTF data is the use of Principal Component Analysis (PCA), 
which decomposes data to principal components and corresponding weights. We applied PCA to MIT Media Lab non-
individualized HRTF library. The linear amplitudes of elevation 0º were decomposed to four principal components and four 
weights per amplitude. The aim of our experiment was to find some mathematical regularity in the weights for different 
azimuths. It has been established that the variation of each weight can be approximated with a suitable mathematical 
function (sinus functions or polynomial). Such representation of weight variation enables the reconstruction of HRTF 
amplitudes for non-measured positions and reduces the amount of necessary data. Our model was tested on 25 subjects and 
proved to be very efficient. 
Introduction
The human brain together with the sense of hearing is 

capable of determining the position of an arbitrary sound 
source with a high precision. All the factors that 
influence the localization of the spatial sound source are 
contained in Head Related Transfer Functions (HRTF), 
which describe the changes in the sound wave as it 
propagates from the sound source to the human eardrum 
[3]. HRTF presented in time domain are called Head 
Related Impulse Responses (HRIR), which can be 
measured directly as impulse responses of the appointed 
system (the propagation path between the sound source 
and the human eardrum) [1],[5]. If the impulse response 
is time limited, its samples can be used as Finite Impulse 
Response (FIR) filter coefficients. Such FIR filters can be 
used to generate virtual sound sources played through the 
headphones.  In order to create a virtual sound source in 
arbitrary spatial positions, impulse responses are needed 
for all the required spatial positions. 

Several experiments have already been carried out in 
order to find a simpler and more effective way to create 
spatial sound for headphones. Some researchers tried to 
substitute FIR filters with Infinite Impulse Response 
(IIR) filters, which contain fewer coefficients [7]. Others 
tried to model and analyze HRTFs with the common-
acoustical-pole-zero model and defined the direction 
dependent information in HRTF spectra [6]. One possible 
way of modeling HRTF spectra is the use of resonators 
which have to be amplified or attenuated properly [4], 
[15]. 

A very effective way of describing HRTFs with less 
data was proposed by Martens [12], who applied 
Principal Component Analysis (PCA) on HRTFs. PCA 
describes the original data set with only a few orthogonal 
components and corresponding weights. Martens 
modeled the functions for 35 spatial positions with four 
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ipal components and weights. He noted a systematic 
tion of the weights for azimuth changes from left to 
 and from front to rear. 
istler and Wightman [9], on the other hand, applied 
 on 10 people’s HRTFs. Each set with the data for 
spatial positions was decomposed to five principal 
ponents and corresponding weights. In their second 
riment, they used hearing tests to try and validate 
 model, reconstructed from a different number of 
ipal components (1-5). The input data for their 
sis consisted of the log-magnitudes of HRTFs. 
third experiment, where they applied PCA to 

Fs, was the search for some common properties in 
F data sets of large numbers of people [8],[11]. 
uthors reported very effective data compression as 
portant result of their experiments. 
ur research focused on the study of PCA weight 
tions. Our main goal was to find some regularity in 
 variations for different spatial positions. The 
tions were described with simple mathematical 
tions and reconstruction of original data was 
rmed. We focused on the sets of HRTFs at fixed 
tions at the front side of the head, noting only the 
tion of the weights for different azimuths. 
he input data of our analysis were the linear 

litudes at elevation 0º. MIT Media Lab HRTF library 
used in the experiment [5]. The second phase 
ded the reconstruction of the data with our proposed 
el and its validation with several localization tests. 
test subjects were asked to determine virtual sound 
ce positions for spatial sounds played through 
phones. The test environment was developed in 
ab programming language and it contained a special 
gation panel which enabled the playback of spatial 
d at a specific position by clicking on the selected 
dinates. 



Head Related Impulse Response 
(HRIR) library 

The HRIR library used in our experiment was the 
MIT Media Lab public library [5]. It includes the 
measurements for 710 spatial positions. The impulse 
responses were measured using the Kemar artificial head. 
Each impulse response consists of 128 samples and can 
be used as FIR filter to generate spatial sound. For each 
position, two filters are needed - for the left and right ear 
separately. In our experiment, we used measurements at 
the elevation 0º. At elevation 0º, 37 impulse responses 
are available for the front side of the head (azimuths from 
-90º to 90º). 

The HRTF library was calculated from the HRIR 
library using the Fourier transform. The spectrum of each 
function consisted of 64 samples. The set of input data 
for PCA was presented with the matrix of 64x37 samples 
(for 37 different azimuths). 

MIT Media Lab library, used in the experiment, 
consisted of non-personified or general HRTFs. The 
consequence was somewhat higher inaccuracy of 
elevation localization and strong front-back confusion 
[15]. As mentioned before, we used functions at fixed 
elevations  and for the front side only. 

Principal Component Analysis 
(PCA)

PCA is, according to Calvo [2], "a useful technique 
for reducing the dimensionality of datasets for 
compression or recognition purposes". It is also, 
according to Shlens [14], "a simple, non-parametric 
method of extracting relevant information from confusing 
data sets. With minimal additional effort PCA provides a 
roadmap for how to reduce a complex data set to 
simplified dynamics that often underlie it. " 

Input data S can be interpreted as follows. Each row 
of S corresponds to all measurements of a particular type 
( iS ). 
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Each column of S corresponds to a set of measurements 
from a particular trial. Covariance matrix K from input 
data S can therefore be defined as: 
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In order to find the directions of maximum variance, the 
eigenvalues of autocorrelation matrix and the 
corresponding eigenvectors are calculated. To extract 
most of the variation, linear transformation matrix P is 
prepared from biggest eigenvectors. 
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elements of PC are the so-called principal 
ponents of S. The projection of the original data S 
eigenspace is necessary to obtain the matrix of 

opriate weights: 

)(SPCw i
T

i 4

n our experiment, the input matrix S consisted of the 
r amplitudes of HRTF (64 x 37samples). Phase 
tra were not included in the analysis, but were 
ed in the course of the reconstruction from the 

litude spectra using Hilbert transform [13]. Based on 
east mean square error and subjective criteria when 
ning to reconstructed signals, we decided to use four 
st eigenvalues or eigenvectors ( 41 pcpc ). That 

ns that all amplitudes at any given elevation can be 
ribed with four PCs for all azimuths and four weights 

4w ) per azimuth. During the reconstruction, each 
e four weights is multiplied by a corresponding 
ipal component. 
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n this way, the w matrix specifies the contribution of 
 pc  to the reconstruction of data values. 

thematical formulation of PCA 
ight variations 
s explained before we aimed to find some hidden 
ematical regularities in HRTF data which can not be 
 in the original set. Principal components 

4pc ) which were derived from HRTFs are 
gonal and do not have anything in common. 
efore we focused on weight ( 41 ww ) variations, 
h have simple courses and can be described or 
tituted by simple mathematical functions. 
he variation of the first and most important weight 
which is derived from the largest eigenvalue, can be 
rately described with a half period of the sinus 
tion (the amplitude and the phase): 
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he suitable sinus function can be determined using a 
ial algorithm which is based on the least mean square 
 between the original and reconstructed data.  
he variations of the other three w  do not have such 
ple course, but can nevertheless be described with a 

ess coefficients. We decided to use the polynomial 
oximation with different polynomial degrees. 
estingly, each further w  variation requires a higher 
nomial degree. The degrees of specific polynomial 
e found by using the least mean square error criteria 



(the

degr

,
,

(aw

40
46

2

,
,

(aw

91
12

3

,
,
(aw

10
11

4

All 
(-901

I
Figu

Da
tes

A
mini
betw
Thes
soun
This
(ITD
deter
posi
store
the c
reco
into 
corre

I
0º is

-80 -60 -40 -20 0 20 40 60 80

6

4

2

0

-2

-4

-6

1
st

w
ei

g
h

t

Azimuth

Original

Interpolation

-80 -60 -40 -20 0 20 40 60 80

Azimuth

3

2

1

0

-1

-2

-3

2
n
d

w
ei

g
h
t

-4

Original

Interpolation

-80 -60 -40 -20 0 20 40 60 80

Azimuth

3

2.5

2

1.5

0.5

0

-0.5

3
rd

w
ei

g
h
t

-1

1

Original

Interpolation

-80 -60 -40 -20 0 20 40 60 80

Azimuth

0.8

4
th

w
ei

g
h

t

0.6

0.4

0.2

0

-0.2

-0.4

-0.6

-0.8

Original

Interpolation

Figures 1-4. PCA weights at elevation 0º and azimuth 
from -90º to 90º 
2w  requires the 8th degree, the 3w  requires the 9th 

ee and 4w  requires the 10th polynomial degree). 
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res 1-4. 

ta reconstruction and model 
ting 
 set of original HRIR can be dealt with as a 

mum-phase system [9] on condition that time delays 
een separate impulse responses are eliminated. 
e delays describe the time difference between the 
d wave impact to the left and to the right eardrum. 
 phenomenon is called Inter-aural Time Difference 
) [10] and it is a very important clue for the 
mination of the azimuth of virtual sound source 

tion. In the frequency space, the ITD information is 
d as phase. The latter was not taken into account in 
ourse of our experiment, although it is vital for the 

nstruction of the data. Before transforming HRIR 
HRTF, ITD was calculated with the use of the cross-
lation function [13]: 
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TD course for azimuths from -90º to 90º at elevation 
 shown on Fig. 5: 
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Figure 5. Interaural time difference for horizontal 
plane 

After the reconstruction of the amplitude spectra 
based on functional presentations of 41 ww , the impulse 
responses were calculated using the inverse Fourier 
transform and minimum-phase reconstruction. 

The mathematical formulation of PCA weights 
enables the reading of specific values with arbitrary 
precision. In this way, new HRTFs can be constructed for 
non-measured spatial positions. The result is not only the 
representation of data with fewer coefficients, but also an 
effective interpolation mechanism. Beside interpolating 
HRTF amplitude, ITD must also be interpolated for each 
new HRTF. It can be interpolated by using simple linear 
interpolation, as the ITD course is almost linear (Fig. 5). 

The new data was tested on 25 subjects. Using the 
Matlab programming language, we developed a test 
environment enabling the generation of spatial sound 
played through the headphones. The sound source 
positions could be chosen with a mouse click on a special 
navigation panel. The test consisted of measuring the 
average localization time needed for the determination of 
a specific azimuth by the test subjects. Each azimuth had 
to be indicated with the precision of 5º. All test subjects 
performed five localization tests. All tests were carried 
out both with the original HRIR data and the data 
reconstructed from w functions and PCs.

Localization test results 
The results of our test on the test subjects demonstrate 

a high accuracy of our model. The ability of spatial sound 
source localization is almost as good as with the use of 
the original HRIR data. Tab. 1 and Fig. 6 represent mean 
localization time in seconds. Each number is the average 
of five measurements for each test subject. The most 
important result is approximately the same localization 
time when using our model if compared to the original 
HRIR data set (2nd and 3rd column in Tab. 1). 
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Table 1.  Results of localization tests 

Mean localization time 
Test

subject 
Our PCA 

model
Orig. HRIR 

data set 
1 5,4 5,4 
2 3,2 3,3 
3 3,7 3,9 
4 4,6 4,3 
5 9,2 8,5 
6 6,3 6,3 
7 5,4 6,1 
8 6 5,8 
9 12,3 12,4 
10 4,4 4,4 
11 6,1 6,2 
12 5,4 5,3 
13 7,3 7,1 
14 10,2 10,4 
15 8,2 8,1 
16 7,1 7,1 
17 6,2 6,2 
18 5,4 5,5 
19 8,9 9,1 
20 4,2 4,0 
21 3,8 3,9 
22 5,2 5,5 
23 9,4 9,1 
24 10,1 11,0 
25 7,4 7,2 
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Figure 6. Comparison of test results for PCA model 
and original HRIR 

 quick overview of the results presented above 
s much variance in mean localization times for 
rent test subjects. Some of them oriented well in the 
al sound world and performed their localization test 
 quickly. Others were somewhat confused and 
ed more time for localization. 



Generally, a relatively strong front-back confusion 
was present. It is the consequence of the use of non-
personified HRTFs. 

Discussion and conclusion  
The weight variations described with suitable 

functions allow a very effective presentation of the HRTF 
data with fewer coefficients. They also enable the 
generation of spatial sound for arbitrary non-measured 
positions, as each weight variation is described with a 
continuous function whose value can be read for any 
azimuth position. 

In the future, it would be useful to test our model on 
individualized HRTF data. We expect similar functions 
for the description of the weight variations. 
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