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ABSTRACT 

In this paper, a nonminimum-phase secondary path measured inside a car is analysed and its influence on noise 
reduction is discussed. To improve control performance, a new nonlinear algorithm using a configuration with a 
bilinear filter and trigonometric expansions is proposed for a control system with a nonminimum-phase secondary 
path. Within the controller of an adaptive feedforward control system, the proposed algorithm achieves high-order 
nonlinearities and has a better ability to predict a non-Gaussian signal. The application of this algorithm in re-
ducing the interior road noise of a car is illustrated through simulations. Since road noise is complicated, six ac-
celeration signals from a car’s body are adopted as reference signals and one loudspeaker is used as an actuator 
to reduce noise near one microphone. The simulation results show that the proposed algorithm achieves better 
results than a traditional linear algorithm. 

1 INTRODUCTION 
Active noise control (ANC) techniques have been widely used for cancelling low-frequency noise and most ANC 
systems adopt a filtered-x least mean square (FXLMS) algorithm for its simplicity (Widrow, 1990; Kuo and Morgan, 
1995). Unfortunately, the performance of the FXLMS algorithm relies heavily on the secondary path characteris-
tics. To improve control results, we must increase the modelling accuracy of the secondary path by using effective 
offline and even online modelling algorithms (Hansen et al., 2012; Akhtar et al., 2006; Yang et al., 2018). However, 
if the secondary path is a nonminimum-phase system, then even perfect modelling cannot lead to a satisfactory 
result (Strauch and Mulgrew, 1998). 

A nonminimum-phase secondary path has at least one zero on the right side of complex plane for a continuous 
system or at least one zero outside the unit circle for a discrete system (Oppenheim et al., 1996). It is usually 
caused by low-pass filtering of a controller, a time delay between actuators and sensors, and so on. A nonmin-
imum-phase characteristic has a significance influence on the control system and is the main limitation for im-
proving the control performance of both the FXLMS algorithm (Milani et al., 2010) and the robust control algorithm 
(Loiseau et al., 2015). In this paper, we will analyse the influence of the nonminimum phase for designing a con-
troller and propose a new control algorithm to improve control performance for a control system with a nonmin-
imum-phase secondary path. 

The organisation of this paper is as follows. In Section 2, a nonminimum-phase secondary path measured in a car 
is analysed and its impact on controller design is discussed. A new nonlinear controller and control structure is 
proposed theoretically in Section 3. In Section 4, some simulations are conducted and conclusions are presented 
in Section 5. 

2 ANALYSIS OF A NONMINIMUM-PHASE SECONDARY PATH 
A secondary path is the signal transmission path from the output of a controller to the input of the controller. It 
includes a D/A converter, actuators, sensors, low-pass filter, and an A/D converter. We need to identify the 
secondary path before noise control is applied. In our experiment, the frequency band of interest is below 200 Hz. 
Therefore, we identified a secondary path with a bandlimited noise of 0–230 Hz using a least mean square method 
(Kuo and Morgan, 1995). The sampling frequency is 1600 Hz. 

The frequency response of the identified secondary path is shown in Figure 1(a). It can be seen that the working 
range of the secondary path is 20–210 Hz and that out of that range the response is very low and the actuator has 
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no ability to reduce the corresponding frequency components. The zeros and poles distribution of the secondary 
path is shown in Figure 1(b). Since we only care about the frequency range 0–230 Hz, which is located in the 
sector indicated by the double-headed arrow in Figure 1(b), we can ignore the other zeros and poles outside of 
this frequency band. The reason zeros outside of the frequency band of interest are located almost on the unit 
circle is because we did not model that frequency range and the response of the secondary path is very low, which 
is equal to all zeros located on the unit circle. It can be seen that the secondary path has three pairs of conjugate 
zeros outside the unit circle in the frequency range of interest. Therefore, it is a nonminimum-phase system. 

 
(a)                                                                                      (b) 

Figure 1: Characteristics of the secondary path: (a) frequency response and (b) distribution of zeros (crosses) and 
poles (circles). 

A block diagram of a control system based on the FXLMS algorithm is shown in Figure 2(a) (Strauch and Mulgrew 

1998), where ( )P z  and ( )S z  are the primary and secondary paths, ( )W z  is the controller, ( )d n  and ˆ( )d n  are 

undesired signal and output signal of an actuator. The ideal controller has the following expression: 

( )
( )

( )

P z
W z

S z
= . (1) 

  
Figure 2: The principles of the ANC system: (a) block diagram of the FXLMS algorithm and (b) the equivalent form 

of the FXLMS algorithm with a nonminimum-phase secondary path. 

If the secondary path ( )S z  is a nonminimum-phase system, then the secondary path ( )S z  and its causal ap-

proximated inverse ( )A z  satisfy following formulation (Widrow 1990): 

( ) ( ) kS z A z z−= . (2) 
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Thus, the optimal controller has the expression ( ) ( ) ( )kW z z A z P z=  and its equivalent control diagram is as 

shown in Figure 2(b). It is assumed that ( ) ( ) ( )H z P z A z=  and the impulse response of ( )H z  is 

, 0, , 1ih i N= − . According to Figure 2(b), the undesired signal is: 

1 1 1

0 0

( ) ( ) ( ) ( )
N k N

i i i

i i i k

d n k h x n k i h x n k i h x n k i
− − −

= = =

+ = + − = + − + + −   . (3) 

The first part of the above equation is a linear combination of the future input signal with the system impulse 
response and the second part is a linear combination of the current and past inputs with the system impulse 

response. For the controller ( )W z , its output signal ˆ( )d n k+  is based on the past input signal ( )ref nx  and can be 

expressed as: 

ˆ( ) [ ( ) | ( )]refd n k E d n k n+ = + x . (4) 

Thus, the controller ( )W z  is a predictor to predict the future undesired signal ( )d n k+  based on the past input 

signal ( )ref nx . From Eq. (3), we know that the second part of the undesired signal can be predicted by a linear 

control filter using the past input signal. Meanwhile, to predict the first part, it needs the future input, which is 

impossible for the controller to obtain. If the input signal ( )x n  is a sinusoidal signal, then it is easy to predict the 

two parts of the undesired noise with a linear filter. However, if the input signal is non-Gaussian and is not in-
dependent from sample to sample, then, based on Eq. (3), we know that a linear filter can only predict the second 
part of the undesired noise and the first part cannot be predicted. Under this situation, a nonlinear filter will be 
required. 

3 CONTROLLER DESIGN 
In this part, we design a nonlinear controller to reduce the interior noise of a car. The structure of the controller is 

shown in Figure 3, where ( )f  is defined as  ( ( )) ( ),sin( ( )), cos( ( ))f x n x n x n x n =  to yield high-order nonlinear-

ities, and ( )S z  and ˆ( )S z  denote respectively the secondary path and the identified secondary path filter. The 

adaptive filter ( )W z  has a bilinear filter structure and the input–output cross terms are added into the reference 

signal, so that the proposed bilinear filtered trigonometric expansions least mean square (BFTLMS) algorithm  can 
achieve a satisfactory result with a short memory length. 

 
Figure 3: The structure of the proposed nonlinear controller. 

Based on Figure 3, the output of the adaptive filter is: 

1 1( ) ( ) ( ) ( ) ( ) ( 1) ( )T T T T T T

s s c c y crossy n n n n n n n= = + + + − +x w x w x w x w y w c w  (5) 

where 1( ) [ ( ); ( ); ( ); ( 1); ( )]s cn n n n n n= −x x x x y c  and 1[ ; ; ; ; ]s c y cross=w w w w w w . Each term of ( )nx  is de-

fined as follows: 
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1( ) [ ( ), ( 1), , ( 1)]Tn x n x n x n N= − − +x , (6a) 

( ) [sin( ( )), sin( ( 1)), ,sin( ( 1))]T

s n x n x n x n N  = − − +x , (6b) 

( ) [cos( ( )), cos( ( 1)), ,cos( ( 1))]T

c n x n x n x n N  = − − +x , (6c) 

( 1) [ ( 1), , ( )]Tn y n y n L− = − −y , and (6d) 

( ) [ ( 1)sin( ( ), , ( 1)cos( ( 1)), ( 2)sin( ( ), , ( )cos( ( 1))]Tn y n x n y n x n L y n x n y n L x n L   = − − − + − − − +c . (6e) 

It should be noted that, for acquiring the reference vectors ( )nx , the first four vectors are easy to obtain by 

shifting and adding new values. In contrast, for computing the cross terms in ( )nc , it is difficult to update using 

the same approach. To reduce the complexity, only the first L  terms of ( )s nx  and ( )c nx  are used and the 

matrix ( )nc  is decomposed into the following two matrixes: 

( 1)sin( ( )) ( 1)sin( ( 1)) ( 1)sin( ( 1))

( 2)sin( ( )) ( 2)sin( ( 1)) ( 2)sin( ( 1)

( )sin( ( )) ( )sin( ( 1)) ( )sin( ( 1)

y n x n y n x n y n x n L

y n x n y n x n y n x n L

y n L x n y n L x n y n L x n L

  

  

  

− − − − − + 
 

− − − − − +
 
 
 

− − − − − + 

 and (7a) 

( 1)cos( ( )) ( 1)cos( ( 1)) ( 1)cos( ( 1))

( 2)cos( ( )) ( 2)cos( ( 1)) ( 2)cos( ( 1)

( )cos( ( )) ( )cos( ( 1)) ( )cos( ( 1)

y n x n y n x n y n x n L

y n x n y n x n y n x n L

y n L x n y n L x n y n L x n L

  

  

  

− − − − − + 
 

− − − − − +
 
 
 

− − − − − + 

. (7b) 

At each time n, the new data sin( ( ))x n , cos( ( ))x n , and ( 1)y n −  are acquired and the new reference ma-

trixes are obtained by shifting the original elements of the matrixes by one unit from the top left corner to the 
bottom right corner along the main diagonal and the first rows and first columns of the new matrixes are filled with 

the computation results of the new data. In this way, the ( )nc  terms are updated with less computational effort. 

As we know, the sound field inside a car is complicated and is caused by many excitation sources (Samarasinghe 
et al., 2016). If we adopt the vibrational signals of a car’s body as reference signals to control the interior noise, 
then multiple reference signals are required to increase the coherence between the reference signals and the 
noise (Sutton et al., 1994, Cheer and Elliott, 2013). In this paper, we use six reference signals to reduce noise at 
one error microphone with one loudspeaker as an actuator. The diagram of the ANC system is displayed in Figure 

4. All the controllers , i =1, , 6iW , have the structure shown in Figure 3. The resultant error signal of this control 

system is derived as: 

6

1

ˆ( ) = ( ) ( ) = ( ) ( ) ( )ii
e n d n d n d n s n y n

=
− −   (8) 

where   denotes convolution. By taking the square of the above instantaneous error as a cost function and using 
the steepest descent method (Haykin, 2002), the update equation of each adaptive filter is obtained as: 

( 1) ( ) + / [ ( )] ( ) ( ), 1, 2, , 6i i if ifn+ n norm e n n i = + =w w x x
 (9)
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where ( )i nw  is the ith control filter (z)iW  in the time domain and   is a step size for updating the control filter, 

and ( )if nx  is the ith filtered reference signal vector as 1( ) [ ( ); ( ); ( ); ( 1); ( )]if i f isf icf if ifn n n n n n= −x x x x y c . 

Normalisation is applied here by dividing  with the norm of the filtered reference vector plus a constant  . The 

terms 1 ( )i f nx , ( )isf nx , ( )icf nx , and ( 1)if n−y  at each time n can be readily obtained through a shift opera-

tion and adding new values. For the computation of the filtered cross terms ( )if nc , the same method as used for 

updating ( )nc  is used. 

 
Figure 4: Diagram of the ANC system with six channels. 

4 SIMULATIONS 
In this section, simulations are conducted using data measured from a car driving at a third gear of 60 km/h over a 
coarse road with a sampling frequency of 1600 Hz. Six vibrational signals were adopted as reference signals to 
increase the coherence of the calculations. They were the vibrations in the x, y, and z directions of the front 
chassis; in the y and z directions of the middle chassis; and in the x direction of the rear chassis, where x, y, and z 
represent the front–rear, right–left, and vertical directions, respectively. 

Here, the control performance of the proposed BFTLMS algorithm is compared with that of the traditional FXLMS 

algorithm. The parameters for the BFTLMS algorithm are 100N = , 50L = , 0.1 = , and 0.0003u = . For the 

FXLMS algorithm, the parameters for each controller are 128N = , 0.1 = , and 0.0002u = . The simulation re-

sults in the time and frequency domains are shown in Figure 5 and Figure 6, respectively. 

In Figure 5, the red line denotes the undesired noise, which is the noise before control. The green line and blue 
line show the resulting noises after control using the FXLMS and BFTLMS algorithms, respectively. It can be 
observed that, after running for 0.5 s, the controller starts to work and the noise is reduced from then on under both 
algorithms. Comparing the blue curve with the green curve, we also find that, in most cases, the amplitude of the 
blue curve is smaller than that of the green line, which means the proposed BFTLMS algorithm has better noise 
reduction performance. 

The control results in the frequency domain are shown in Figure 6, which shows the noise level in the range 10–
150 Hz without A-weighting. The noise reduction is defined as: 

2 2=10lg( (n) / (n))Reduction d e  (10) 

In Figure 6 (a), the red line denotes the undesired noise. The peaks between 25 Hz and 35 Hz are caused by the 
resonance of the car and the peak at 87 Hz is caused by the engine. After control, the noise corresponding to 
engine frequency is distinctly reduced for both algorithms and the reduction is 7dB, which can be observed from 
Figure 6 (b). This is because engine noise is a sinusoidal noise, which can be predicted using both linear and 
nonlinear controllers. For the noise between 25 Hz and 35 Hz, the BFTLMS algorithm reduces it more clearly than 
the linear FXLMS algorithm with the maximal reduction of 14 dB. While the linear FXLMS algorithm only achieves 
6 dB reduction. Therefore, the main advantage of the BFTLMS algorithm is reducing the resonance frequencies of 
the car. 
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Figure 5: Control results in the time domain. 

  
(a)                                                                             (b) 

Figure 6: Control results in the frequency domain: (a) amplitudes of noise before and after control and (b) noise 
reductions of two algorithms. 

5 CONCLUSIONS 
This paper analysed the specific impact and limitations of a nonminimum-phase secondary path on control per-
formance. To improve the noise reduction performance, a nonlinear controller was proposed using a bilinear filter 
and trigonometric expansions. A six-channel control structure was designed to reduce road noise inside a car 
using six vibrational signals as reference signals. The proposed bilinear filtered trigonometric expansions least 
mean square (BFTLMS) algorithm was verified by simulations and the control results were compared with those of 
a linear filtered-x least mean square (FXLMS) algorithm in the time and frequency domains. The simulation results 
showed that the proposed BFTLMS algorithm outperforms the linear FXLMS algorithm, especially for reducing the 
noise caused by the resonance of a car. 
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