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Preface 
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Director 
National Acoustic Laboratories 
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Senior Technical Officer 
Aeronautical Research Laboratories 
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Senior Principal Research Scientist 
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National Standards Laboratory 
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W. R. Raymond 
Product Marketing Manager 
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General Radio 
Concord, USA 

Finally, mention should be made of the Works~op on Co~es, Specification and ~ractice in 
Vibration which was managed by Mr. T. Silverson w1th th~ ~ss1stan~e of Mr. J. A. Macmante and 
Dr. H. Nolle; and of the displays of books, texts and b1bl1ograph1cs mounted. by the Hargrave 
Library of Monash University, by the Monash Bookshop on be~alf of many publishers, and by the 
Shock & Vibration Centre, Naval Research Laboratory, Washmgton, D.C. 
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PROTECTION OF THE PUBLIC HEALTH AND WELFARE FROM 
THE EFFECTS OF ENVIRONMENTAL NOISE 

l. L. Beranek 
Bolt Beranek and Newman Inc. 
Cambridge, Mass., 
U.S.A. 

SUMMARY - Noise of sufficiently high level may impair hearing, affect speech 
communication and interfere with various human activities such as sleep and 
thought. An "equivalent noise level, Leq" in decibels is defined to rate noises. 
By imposing a ten-decibel penalty on nighttime noise a day/night equivalent 
noise level, Ldn is used to rate community annoyance to regularly occurring 
noise. Workers are exposed to 8-hour long levels which are labeled Leq(8)· The 
findings are: 

1. Complete protection of workers' hearing after many years of exposure to 
noise requires that Leq( 8) not exceed 75 dB(eq-8). 

2. Protection of workers' ability to understand speech satisfactorily after 
many years of exposure to noise requires that Leq( 8) not exceed 90 dB(eq-8). 

3. Protection of inhabitants' ability to converse and listen to radio and 
television comfortably in their homes with open windows requires that Leq 
not exceed 55 dB(eq) outdoors. 

4. The dividing level between "no overt community reaction" to noise and 
"sporadic complaints about the noise to someone in power" is about 
55 dB(dn). 

INTRODUCTION 

The international definition of noise is "unwanted sound". But, who is to make the judgment 
of unwantedness? An old French proverb says, "I do not like noise unless I make it myself". Thus, 
the airlines, the trucking ( Jerry) operators, the drop-forge industry and children on the play­
ground fail to appreciate the complaints of people whose sleep, thinking, or enjoyment of 
television is shattered by their racket. Unfortunately, a person who is affected by noise doesn't 
have very much power to control it. Transportation is authorized by national government; industry 
is authorized by municipal government; and playgrounds are concomitants of neighborhood schools. 
Only if the people of a nation rise up together against an ever-increasing din will a reversal of 
the scourge of noise on their lives be brought about. 

In many countries lawmakers have seriously begun to wrestle with the problem of environmental 
noise. In the United States of America several large cities and states have led the way to 
lower noise levels by passing laws that primarily limit transportation and recreational vehicle 
noise . About six years ago the United States Department of Labor appended a safety regulation 
on industrial noise exposure to an earlier general safety act that applied only to Federal 
contractor's. Four years ago, this hearing safety regulation was extended to all industr·i es 
through the Occupational Safety and Health Act of 1970. Two years ago, the Noise Control Act of 
1972 was passed in the United States with the general requirement that limits to noise levels 
should be set which "protect the Prublic health and welfare with an adequate margin of safe ty". 
By "health and welfare" is me ,J.nt 'complete physical. , ment a l and social well being, not merely 
absence of disease and infirmity". By "public" i s meant 11 all parts of the population including 
that wh i .eh is medically su~ceptible to noise". 
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We must emphasize that large-scale studies of the population at large are needed to give 
us more accurate information on the relations between cumulative noise exposure of individuals 
and the effects on their health. This statement is even true for the effects of noise on hearing 
acuity, about which a great body of knowledge exists. We are hardly informed at all on the 
effects of long exposures of noise on the general well-being of individuals. I shall attempt 
today to survey what is known on these subjects. 

SOME DEFINITIONS 

Many of those at this conference likely are not specialists in the human aspects of n~i~e 
and its control. Thus, some definitions are in order. 

Noise induced hearing impairment: Any person's hearing should be protected so that he can con­
verse socially and enjoy music, drama, motion pictures, radio, television, assemblies and sports, 
both in auditoriums and at home. A person's hearing may degenerate because of age, disease, 
accident, or it may degenerate because of exposure to noise levels. If the noise is very intense, 
such as a nearby explosion, noise-induced hearing impairment may result instantaneously. 
Industrial-type noises, if intense enough, may result in noise-induced permanent hearing impair­
ment in a matter of a few months or after many years of exposure. Obviously noise induced hearing 
impairment is a degradation in the 11health and welfare" of those affected. 

Annoyance: The phrase "effects of noise on health and welfare" also includes an understanding 
of how noise causes "annoyance". Annoyance relates to a person's mental anguish, personal com­
fort, and well being. In the courts of law of most countries, "annoyance" per se is not a 
recognized legal concept. Annoyance is a subjective human reaction to something, like noise, 
that interferes with a desired human activity. Common law has recognized only interference with 
a personal right or a property right. By contrast, hearing damage has been recognized legally 
because a person has a right to hear and the amount of his hearing degradation and its effect 
on his ability to understand speech can be measured at any time. If annoyance can be related 
directly to interference with some human activity like work performance, ability to understand 
speech, or ability to drive an automobile, there probably is no fundamental difficulty in encom­
passing it as part of the common law. 

Environmental noise: The term "environmental noise" means "the intensity, duration, and 
character of sounds from all sources". This definition is embodied in Section 3(11) of the U.S. 
Noise Control Act of 1972. 

DOMINANT CHARACTERISTICS OF NOISE 

We need a rating system for condensing all of the characteristics of environmental noise 
into one number which can be used to judge the effects of noise on human beings -- one glorified 
type of decibel, if you please. Let us tabulate the dominant characteristics of environmental 
noise that must be squeezed into such a single-number indicator. There are three characteristics: 

1. Magnitude of the noise: The primary factor in the physical description of environmental 
noise is its magnitude. A physical measurement of magnitude should be based on: (a) 
satisfactory correlation with the human responses of hearing loss, speech interference, 
annoyance and loss of sleep owing to noise; (b) cumulative effects of all noise exposures 
over long periods of time; (c) satisfactory application to all commonly experienced noise 
environments; (d) measurability by available and simple instruments; and (e) predictability 
from knowledge of those physical events that produce the noise. 

2. Frequency compositon: A second dominant characteristic is the combination of low-pitched, 
medium-pitched and high-pitched sounds (frequency components) in the overall noise. People 
distinguish not only high-frequency components from low-frequency components in a complex 
noise, but they find high frequency noises much more annoying than low frequency noises of 
the same physical magnitude. 

3. Fluctuation of the noise both in short term and in longer periods: The third dominant 
charact eristic of noise is that it is not steady. To describe the property of f~u~tuati~n 
in noise requires a statistical approach, yielding the magnitude both as a funct1on of t1me 
and as a function of f-requency. 

BASIC NOISE DOSE SITUATIONS 

An ideal approach to specifying acceptable nOise levels,in.terms of thei:: effect.on.p~lic 
health and welfare would be to start with an analysis of the no1se doses rece1ved by 1n<;hv1duals · 
Each noise dose, however, is a function of.the recipient's life style. For example, exposures 
to noise vary greatly among factory workers, office workers, housewives and school children. 
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(See Figs. 1 - 5). Even two individuals working in the same office might accumulate different 
total noise doses if they use different modes of transportation, live in different areas and 
have different television habits. To bring the array of possible alternatives into some kind of 
perspective, we list three basic situations: 

A. Defined areas and conditions in which people are exposed to environmental noise for limited 
periods of time, such as work situations, school classrooms, or vehicles. 

B. Defined areas and conditions in which people are exposed to environmental noise for extended 
periods of time, such as residential dwellings in urban areas, or near airports, highways 
or factories. 

C. Total noise exposure dose of an individual, irrespective of area or condition. 

DEVELOPMENT OF EQUIVALENT SOUND LEVEL (L ) 
q-

The three dominant characteristics of noise described above (Nos. 1 to 3) are now to be 
developed into one unit of measurement (See Fig. 6). 

Magnitude: When a sound wave travels through the air it causes a fluctuation in the pressure in 
the air which can be measured in Newtons per square meter (or pounds per square inch). However, 
the rarige between the faintest audible sounds and the crash of thunder can be a ratio of 
1,000,000,000,000 to 1, so that some means of compressing the scale must be sought. International 
standards express the magnitude of sound logarithmically as sound pressure level, defined as 
twenty times the common logarithm of the _ratio of the sound pressure in question to a reference 
sound pressure of 0.00002 Newton per square meter. The unit is the decibel. 

Frequency Characteristics: It is well known that the higher frequencies in noise affect the 
intelligibility of speech and are more annoying than the lower frequencies. Many schemes, some 
of them very elaborate, have been devised to take account of this fact. For most types of noise, 
however, the "A-weighted sound level", LA, a quantity whose units are "A-weighted decibels, i.e., 
dB(A)" has already found wide acceptance internationally in describing the noise of transport­
ation and urban activities as well as relating to the loudness level of a noise. This quantity, 
A-weighted sound level in dB(A), can be read directly from all standard sound level (noise) 
meters. In these meters an electrical network is used partially to suppress the frequencies 
below 500 Hz and above 5,000 Hz. 

Time Characteristics: A method for averaging continuously fluctuating or more slowly changing 
A-weighted sound levels over a long period of time has been accepted by a number of nations. The 
procedure res ults in an "Equivalent Sound Level, (Leq)" measuredin units of db(eq). It is 
d2fined as the equivalent steady sound level Leq' that, in a stated period of time, contains the 
same s ound energy as the time-varying noise under measurement contains in that same period of 
t ime. This quan tity has been found to correlate well with the subjective reaction of people to 
traffic n o ise of all kinds. Commercial instrumentation is currently becoming available for 
me asuring Leq directly. 

·The concept of representing a fluctuating sound (noise) level in terms of an equivalent 
steady s ound level , Leq ' has been satisfactorily validated as a procedure to describe the onset 
and progression of permanent noise-induced hearing loss. There is also considerable evidence to 
show t hat i t applies to the prediction of annoyance in various community noise situations· 

As an example , if the1 : • -r a~~: a sound of 80 dB(A) present in a location for half an hour which 
then decreased to a sound l e-<' el of 74 dB( A) in the next half hour, what would be the equivalent 
sound leve l Leq? A sound that has a level 6 dB( A) lower than another, has one-fourth the 
A-weighted energy. Hence the energy in the two half-hours averaged over the hour would be 
(1 + 0·25) divided by 2, or 0·625 of the energy in the larger sound. A decrease in sound energy 
by a factor of 0·625, means a decrease of 2 decibels. Hence, the equivalent A-weighted sound 
level L = 80 - 2 = 78 dB(eq) would be the "average" for the hour. eq 

Daytime/Nighttime Equivalent Sound Levels: It is well known that to the vast majority of people 
(those who s leep, approximately between the hours 10:00 p.m. and 7:00a.m.) nighttime noise is 
more annoying than daytime noise of the same energy. Most nations have come to the conclusion 
that nightt ime noise levels must be about 10 decibels lower than daytime levels to be judged as 
having the same annoyance as daytime levels. 

By intepnational.agreement, daytime extends from 7:00 a.m. to 10:00 p.m. (0700 to 2200) and 
nighttime extends from 10:00 p.m. to 7:00 a.m·. (2200 ~o 0700) the next day. The sy~ol fc;r the 
15-hour, daytime , A-weighted , equivalent sound levt. l lS Ld and that for the 9-hour nlghttlme 
leyel is 1n. The units ;for !\-we i~hted noise leve l s i n t.h ,:;se periods respectively are dB(d) and 
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dB(n). 

The measure for a 24-hour day is the Day/Night Sound Level (LdJ2.). It is defined as the 
A-weighted, equivalent sound level during the 24 ... .hour ti-me period wJ...th. a 10 dB penalty applied to 
nighttime sound levels. (See Fig. 7). The unit is dB(dn). 

Twenty-Four-Hour Equivalent Sound Level: This level is simply the equivalent noise level over a 
24-hour period without any nighttime penalty. It is called the A-weighted, 24-hour, equivalent 
sound level (Leq(24)) in units dB (eq-24). 

Eight-Hour Equivalent Sound Level: The typical worker spends 8 hours per day, 5 days a week at 
his jOb. The equivalent, A-weighted noise level associated with his occupation is Leq(S) in 
units of dB(eq-8). 

MAXIMUM EXPOSURE LEVELS TO AVOID SIGNIFICANT ADVERSE EFFECTS ON HEARING 

If one looks at those daily functions related to hearing that are necessary to economic and 
social survival in our complex civilization, it seems reasonable to conclude that communication 
by speech is by far the most important. Thus, at least in the United States and some other 
countries, maximum permissible noise levels for workers, called damage-risk criteria for workers.! 
have been chosen to protect exposed persons against loss of hearing for everyday speech. This 
loss, by agreement, relates specifically to the arithmetic average of the hearing losses for an 
individual at the three frequencies, 500, 1000 and 2000 Hz. By hearing loss we mean the amount 
by which a person's hearing is worse than the standardized normal for young persons as measured 
by a standardized audiometer (ISO Standards/R-384-1964). We must point out that the hearing loss 
induced by noise at 4000 Hz is much greater than that at any of the three frequencies just men­
tioned. For example, tests on a group of 500 people showed that, after 20 years of exposure to 
a noise of about 95 dB(A), the average of their hearing losses was 50 dB at 4000Hz, and only 
20 dB for the average of the losses at 500, 1000 and 2000 Hz. This study also confirmed that 
people differ greatly in their susceptibility to hearing loss. After 10 years of exposure, the 
spread in hearing loss among individuals at frequencies of 3000 Hz or more was about 15 dB. 
After 2 5 years , the spread increased to about 30 dB. 

Obviously, one doesn't need the "perfect" hearing of the young to understand speech satis­
factorily. For practical purposes, a hearing loss (as defined above) of up to 25 decibels will 
permit speech to be understood satisfactorily. In the United States a person whose hearing loss 
is in excess of 25 dB is said to be handicapped or damaged. As the loss of hearing increases 
above 25 dB, the degree of handicap increases. By definition, in the United States, the degree 
of hearing handicap, also called the ercenta e im airment of hearin begins from a hearing loss 
of 25 dB (average , at · 500, 1000 and 2000 Hz which is called "zero hearing handicap", and 
increases at the rate of 1·5 percentage points for each decibel of average hearing loss until a 
loss of 92 dB is achieved (called "100% hearing handicap".) 

Let us now investigate the risk of a person's experiencing a hearing handicap by continuous 
exposure to various noise levels, 8 hours a day at work, for various number of years. Reference 
should be made to Table 1. Here we see the percentage risk of developing a hearing handicap. 
For each noise exposure level in dB(A), two rows of percentages are given. The upper row, 
labeled "total", gives the percentage of people who have hearing impairment owing to the .5:,2!!­
bination of noise and age, as a function of years of exposure. The lower row, labeled "due to 
noise", takes out the effects of normal aging. 

It is obvious that if we are to assume no risk of hearing handicap owing to noise for speech 
whatsoever, the noise exposure levels must be 80 dBA or lower. A noise level of 90 dBA, for 
example, is expected to cause a hearing handicap, owing to the noise alone, after 30 years of 
exposure, in about 15 per cent of workers. Actually, because of the effects of age, about one­
fourth of the noise-exposed workers will suffer a hearing handicap. Remember, that "no hearing 
handicap" means no more than 25 dB hearing loss, averaged at the frequencies 500, 1000 and 2000Hz. 

There are a number of ways to view the question of allowable noise exposure levels to pro­
tect hearing. One viewpoint is that 97 per cent of the population should be protected from any 
measurable noise-induced permanent shift in hearing threshold at all frequencies even after 40 
years of exposure, 8 hours a day, 250 days a year. We also observe-that hearing losses at or 
near 4000 Hz owing to noise are greater than at any other frequency. 

If one assumes that for about 10% of each 8-hour working day, the worker is out of the '.· ·1 

of maximum noise (owing to visits to other areas) and fl ·rther that if he or she is exposed to 
noise levels which are over 5 decibels lower during the remaining~, hours of the day, then 
studi_es . worldwide show that for 97% protection at all frequencies: 
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Leq(8) must not exceed 75 db(eq-8) 

If the workers were to be exposed to the noise level 24 hours per day, then the permissible 
level would haye to be 5 decibels lower to provide the same protection for his hearing, that is 
to say: 

Leq( 24 ) must not exceed 70 dB(eq-'24). 

The U.S. Occupational Safety and Health Agency (OSHA) permits companies to have greater 
noise levels in their working areas, namely up to 90 dB(eq-8) because that regulation permits 
noise-induced hearing loss to reach 25 dB as determined by averaging the hearing loss of an 
individual at 500, 1000 and 2000Hz. As we said before, losses at these frequencies are con­
siderably less than at 4000 Hz which is where the ear is most susceptible to noise-induced 
damage. Full protection at 4000 Hz requires that Leq(8) not exceed 75 dB(eq-8). To protect 92% 
of the people from having 25 dB or more loss averaged at the three frequencies above after 40 
years of exposure, 8 hours a day, 250 days a year, with 10% of workers' time spent in lower 
noise levels : 

Leq(S) must not exceed 90 dB(eq-8) 

EFFECTS OF NOISE ON LISTENING, THINKING, RELAXATION AND SLEEP 

When two people converse outdoors or in an acoustically "dead" space, three factors deter­
mine how well they understand each other: (1) the noise level; (2) their distance apart; and 
(3) their voice level. Other factors may also be of importance, for example, whether the noise 
fluctuates, whether the persons do some l±p reading, whether they anticipate what is about to be 
said, or whether their accents are bothersome. 

Under the conditions that the noise is steady, the talkers have average voice strengths, 
accents play no part and there is no lip reading, voice communication will be acceptable (95% 
sentence intelligibility) for each A-weighted noise level Leq given in the body of Table 2, 
provided the voice level and distance apart are appropriate. For example, two people may con­
verse satisfactorily at normal voice level in a 60 dB(A) noise if they are 2 meters or less apart 
(mouth to ear separation), facing each other. If the noise level were to increase 6 dB(A), the 
talkers would either have to raise their voice levels or reduce their separation to 1 meter or 
less. 

Fluctuating noise of the same equivalent noise level Leq makes speech easier to understand, 
because one can hear in the lulls between the peaks of the noise. If one assumes normal voices 
at 2 meters separation, the permissible equivalent noise level, Leq' for aircraft or urban noises 
may be up to 5 dB(eq) greater than for a steady noise. 

Many countries have sponsored s tudies of acceptable noise levels for listening to radio and 
television i n dwellings . The results indicate that for satisfactory listening by the average 
person the indoors Le must not exceed 45 to 50 dB(eq) -- the lower level applying to steady 
noise. Of course, in~oor noise levels that are 5 dB(eq) or more lower are more comfortable and 
are desirable wher e possible. Thus, acoustical consultants generally recommend that noise 
levels not exceed 40 , or a t most 45 dBA in living rooms. 

Be cause ai rcraft and urban noise are the principal sources of the loudest noises found in­
doors, we must have knowl e -,ge o f the noise reduction provided by homes, both with open and 
closed wi ndows . 

Aircraft ncise generally reaches homes from planes in flight. Thus, an angle of elevation 
is involved. Surface traffic noise generally impinges on windows horizontally. Two different 
studies reveal the following: For aircraft noise, the national average of noise level reduction 
of a house with windows open is about 15 dB(A) and closed about 25 dB(A). In the second study, 
for traffic noise impinging horizontally on a house, the reductions are for open windows about 
10 dB(A) and for closed windows about 20 dB(A). Of course, there is considerable variability 
from house to house. Lightweight construction in warm climates is 3 to 5 dB(A) less effective 
in reducing noise than heavy construction typical of colder areas. The number of windows and 
t he amount of r-u.gs and draperies and the average ceiling height in the room also affect the noise 
l evels i ns id,::; , I t is reas onable to assume that a 10 db( A) difference between indoor and outdoor 
noise levels should be chosen when setting acceptable outdoor levels. 

Based on the above, continuous outdoor levels should not exceed 55 dB(eq) if s atisfactory 
listening conditions are to be maintained indoors with open wirtdows. 
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In many countries surveys have been conducted of the effects of noise on vari ous activities 
in everyday life. Aircraft noise (affecting people who live near airports) has i ts greatest 
effect on speech communication in the home (television, radio, telephone, conversation) with a 
much lower effect on relaxation, reading and. sleep. Traffic noise has its gre a t est effect on 
sleep, with effects on speech communication (as above) following next and me ntal a ctivity 
(reading, thinking) third. 

Unfortunately-, most studies have, not arrived at numerical relations between noise levels 
and degree of, effect on sleep, reading, thinking and relaxing. However~ cle ar relations between 
noise and speech communications do exist, as described above. 

We are forced to the conclusion that until much more is learned about numer·i cal rel ati ons 
between noise and human activities like sleep and thinking, interference wi t h s r; eech communica­
tion must serve as the surrogate for interference with other human activities . 

OVERT COMMUNITY REACTION TO NOISE 

Noise that seriously affects human activities, or is sufficiently aggravat ing, often l e ads 
to public complaints, lawsuits, or demonstrations. Such actions are commonl y as sociated with 
aircraft noise where airports are closely surrounded by residential areas~ Ac t ions of this kind 
have sometimes been directed against rail transportation, traffic and industri a l noises, t he 
principal determinants of urban environmental noise. 

The customary means for measuring community environmental noise is the day / ni ght level, Ldn' 
which was defined earlier. The day/night noise level differs from the stra i gh forward equivalent 
noise level, ·<in that nighttime noise is penalized 10 dB see Fig. 7). 

Overt community reaction is dependent on other factors than the day/night l e ve l Ldn · In the 
colder climates, people are bothered more by noise in the summer because they dPr: l es s accus t omed 
to noise through open windows. Quiet communities are bothered more by an occasional loud noise 
than are noisy one.s. In a very noisy community, a large percentage of t hose p eople mos t affected 
by noise eventually move away . Thus, if there is a long history of high nois e levels in a 
community, complaints against a new, even higher, level will not be a s many as in a community 
less accustomed to noise. Finally, n.oises with a particularly raucous characte:F , or with a 
singing (pure) tonal content are more disturbing than more uniform noises. 

For example, a certain noise in a quiet suburban community might be just as offensive to the 
inhabitants as a 20 decibel louder noise in a very noisy urban community . Si milarly , a new noise 
in a :c.onununity might be as annoying as a familiar noise that is 10 decibels more intense. 
People ,are .. also more tolerant (by 10 or so decibels) to a noise that they know is very necessary 
and will not continue indefinitely. The summer/winter difference is worth 5 to 10 decibels 
(open vs closed windows) and a p:ure tone or raucous noise is. equivalent to an i ncr ease of 5 t o 1.0 
decibels Ldn. 

Several conclusions have been deduced from studies of overt neighborhood comp laint 
situations: 

1. There appears to be no community reaction to an intruding noise whe n i t s Ldn level 
is more than 5 dB less than the otherwise prevailing Ldn noise l eve l. 

2. A significant number of complaints may be expected when the day/night noise l evel 
Ldn of the intruding noise exceeds that existing without the intruding noi se ~y 
5 to 8 "dB(dn). "'·" 

3. Vigorous community reaction may be expected when the excess approaches 20 clB (dn). 

4. :: There is no eviCI.ence .in many cases studied in the United States that even sporadic 
complaints result from day/night levels of less than 50 dB(dn). 

5. The dividing line: between "no reaction" and "sporadic complaints" appe c:n's to be at 
about 55 dB(dn) in the U.S. cases studied . 

. .. 
EXPRESSIONS OF ANNOYANCE WHEN QUESTIONED 

Social surveys in which people were asked to express their annoyance wi th e nvironments of 
varying noisiness have been made in many countries. Some surveys constructed a scale of annoy ­
ance; others simply report the responses to the direct question of "how annoy i ng is t he noise" . 
Those studies have also given a relationship between the number of people who s ay they are 
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"highly annoyed" and the number of people who indicate that they have ever complained about the 
noise to anyone in authority. 

The results of these studies, all of which involved some degree of aircraft noise, are shown 
in Fig. 8. 

The abscissa gives the day/night, outdoor noise level (Ldn) in dB(dn) as measured in the 
region where each person questioned lived. The left ordinate gives the percentage of those who 
say that they have ever complained to someone in authority about the noise. The right-hand 
ordinate gives the percentage of those who claim, when questioned in the survey, to be highly 
annoyed with the noise. 

The three circles on the graph give the points of average "community reaction" and serve to 
demark four regions of the graph: (1) no reaction; (2) some reaction; (3) complaints and threats 
of legal action; and ( 4) vigorous action by the community. 

The top abscissa gives the relative importance of aircraft noise as a factor causing persons 
questioned to dislike the area or to want to move from the area. For example, below 54 d.B(dn), 
noise is the least important of all factors (area is dirty/overcrowded, desire better climate, 
desire better living conditions, undesirable neighbors, want to be nearer work, want change, too 
much other noise) in causing people to want to move or to like their area less now than in the 
past. Above 68 d.B(dn) aircraft noise is the most important factor. 

CONCLUSIONS ON INTERFERENCE OF NOISE WITH HUMAN ACTIVITIES 

The primary effect of noise on human health and welfare owing to interference with human 
activity is interference with speech communication. In the home, the noise level below which 
speech interference is not affected is 45 dB(A). This level corresponds to an outdoor day/night 
level of 55 dB(dn). Also 45 dB(A) is consistent with the background noise levels inside the home 
that exist with people's activity. 

Reference to Fig. 8 shows that a Ldn of 55 dB(dn) is that level below which expected 
community reaction is zero. It, therefore, may be identified as the highest level outdoors in 
residential areas that is compatible with the protection of public health and welfare. A level 
of 55 dB(dn) is also compatible with adequate speech communication indoors and outdoors. 

One must remember, of course, that local situations, attitudes and conditions may make 
lower levels desirable for some locations or may permit higher levels. A noise environment that 
will not be annoying to some small percentage of the population cannot be identified by specifying 
noise level alone, at least at the present time. 
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STEADY A-WEIGHTED NOISE LEVELS THAT WILL ALLOW COMMUNI CATION WITH 95 PERCENT 

SENTENCE INTELLIGIBILITY OVER VARIOUS DISTANCES OUTDOORS FOR DIFFERENT VOICE LEVELS 

VOICE LEVEL COMMUNI CATION DISTANCE (METERS) 

0. 5 1 2 3 4 5 

NORMAL VOICE 72 66 60 56 54 52 dB( A) 

RAISED VOICE 78 72 66 62 60 58 dB( A) 
~--~--~-
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MAXIMUM Ldn VALUES IN dB(dn) IDENTIFIED WITH THE ONSET OF HEALTH AND WELFARE 

EFFECTS ON PEOPLE 

FOR ALL TYPES OF AREAS* THE Leq(S) LEVELS FOR PROTECTION AGAINST ANY HEARING 
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Noise, Shock & Vibration Conference, 1974 

D. Ward 
Hearing Research Laboratory 
University of Minnesota 

THE 'SAFE' WORKDAY NOISE DOSE 

Monash University, Melbourne 

The rationale and data base underlying the major alternative proposals 
for a permissible 8-hr exposure to industrial noise, which range from the 
present 90 dBA down to 55 dBA, are discussed. The present evidence indi­
cates that for ordinary industrial noises, 90 dBA will lead to measurable 
noise-induced permanent threshold shifts in some susceptible individuals, 
80 dBA can be considered completely safe, 70 dBA is unnecessarily over­
protective, and anything lower is absurd. If a fixed trading relation 
between level and exposure time ~ be used, experiments using temporary 
threshold shifts show that the 5-dB-per-halving-time relation of the pre­
sent American regulation is more accurate than the 3-dB trading relation 
of the total-energy (immission) theory supported by ISO and under consid­
eration by the Environmental Protection Agency of the USA. It is con­
tended that the over-protective proposals, and indeed the total-energy 
hypothesis in any form, c,re based on the erroneous assumption that noise 
is analogous to real environmental pollutants such as radiation, sulphur 
oxides, lead, and so on. What appears to have been forgotten is the fact 
that the normal function of the ear is the reception of sound. 

In the field of hearing loss induced by noise, the question of who is to be protected 
from what, and by whom, has undergone some interesting changes in the past few decades, 
changes parallelling a general shift of governmental policy. From support of exploitation 
of the weak by the powerful, the tendency has been progressing toward the legitimate func­
tion of government: protection of the citizen against damage from his neighbors. Unfor­
tunately, the reformers producing this change cannot seem to stop vihen they succeed in 
protecting us against others, but go on to protect us against ourselves (as, for example, 
in the ~atter of mandatory seat-belt wearing). As a result, governmental agencies all over 
the world charged with developing standards for noise exposure are under pressure to pro­
tect the most sensitive people from the slightest change in physiological -function, even _ 
when this is -due to noises to wh~ch they choose to expose themselves. This partly explains 
why suggested permissible 8-hr exposures to noise su~ported by various individuals or 
groups range from 55 to 90 dBA. I should like to discuss the reasons for this great range 
in more detail today. 

Half a century ago, the original :purpose of \·iorkmen 1 s Compensation Laws \oJas to indem­
nify a worker for loss of earning capacity. In the field of hearing loss, this could hardly , 
occur except following acoustic trauma--a single exposure that ~reduced so much loss that 
in the \oJorker 's normal work environment he •,ms handicapped in not being able to hear what 
others hear, and so would have to be shifted to a less responsible (and less remunerative) 
job. The hearing loss that ~eveloped gradually over a period of several years seldom 
became so severe that the worker could not hear nearly as well as a normal-hearing person 
in his own noise environment, even though he might have trouble else,..rhere. Thus the 
economic consequences of such indemnification were not very severe, because few workers 
were involved. 
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Gradually, however, public indignation over early deaths and obvious imuairment in 
mines and mills because of ernployer eisregard for the health of employees le~ to the con­
s:nsus th~t no_person should suffer impa irment in health because of his employment. In our 
f1eld, th1s s~1ft ~f opinion meant tha t loss of earning power was no longer a requirement 
for compensat1on; 1nstead, the criterion was taken to be "ha.ndicap' 1 : a loss of hearing so 
severe that the individual ~ms aware of ciifficulty in hearing speech. ~I'herefore a group 
of otologists, audiologists and speech scientists examined t he relevant data and carne to 
the conclusion that handicap existed (tha t is, people complained) when the average Hearing 
Level (ASA 1951) at 500, 1000 and 2000 Hz was 15 dB or greater; the magnitude of the losses 
at 4 and 8 kHz seemed almost irrelevant. Thus was born the 11 lol·t fence 11 t ha t lives on in 
the USA, no\·l grown to 26 dB EL (ISO) because of the change in audiometric standards. 

Handicap seemed to be complete--i.e., the patient understood practically nothing-­
when the average loss, still at 500, 1000 and 2000 Hz, was e.bout 65 dB higher. So for 
ease of calculation, the committee decided that if one nostula ted tha t there was an in­
crease in handicap of 1.5~'b for each 1-dB increase in lo~s (15% for each 10 dB), then 100% 
handicap \·:ould occur when this aver<o_ge HL reached 15+(1 0011. 5 )=82 dB( J\SA) or about 93 dB 
(ISO). This low fence and impairment scale is generally known as the AAOO (American 
Academy of Ophthalmology <J. nd Otolaryngology) formula. 

Although there has never been agreement among scientists that impairment in hearing 
speech/Under~ circumstances was independent of the HLs at4 and 8kHz, nor that the 
low fence really is 26 dB HL (ISO), nor tha t complete imr)e, irment Has reached only at 92 
dB--nor, for that matter, tha t handicap even does gro,,· linearly ~:ith HL in the first 
place--the prestige of the medical societies has been great enough tha t t he AAOO formula 
has been adopted in a majority of the states in the USA. Indeed, the AAOO has just 
reaffirmed their support of these principles in their revised Guide for Conservation of 
Hearing. 

It was only natural, therefore, that when it came to setting up noise-exposure limits 
for workers, considerable wei eht has been attached to this AAOO low-fence criterion. The 
11risk11 associated with a given habitual noise exposure is defined as the difference bet\-;een 
the probability that the hearing of the exposed 1vorker 1rould exceed the lo": fence after 20 
years of daily exposure and the probability that t he l ow fence would have been exceeded had 
he not worked in the noise. Thus if, of 100 45-year-old colliery workers, 25 were found to 
have handicapping losses, while a group of ma tched controls ( i.e., men vrho were exposed to 
the same auditory hazards outside the work situation--the sc..me ave rage exposure to gunfire, 
illnesses, chain saws, firecrackers, head blows--~s the colliery workers, but who worked 
in quiet) showed only 10 men out of 100 exceeding the low fence, then the 11risk11 associ­
ated with the typical exposure involved would be taken to be 25-10=15%. Said again, the 
worker who already had a 1 CO;{ chance of exceeding the handicap threshold at age 45 -due to 
the joint action of presbyacusia (the -loss of hearing O.ue to aging processes ) and to ,. 
sociacusis (that attributable to the vicissitudes of modern life) would now have a 25% 
chance when these hazards are combined with those occasioned by his noise exposure at work, 
so that the risk 11caused 11 by the exposure at work is 15%. 

If this definition of impairment is accepted, the job of setting standards · re cluces to 
simply determining what noise expos ures just produce a specified degree of rhk. Zero 
risk, with this definition, would exist when the incidence of handicap is no higher than 
that attributable to presbyacusia and sociacusis in a non-exposed population. 

Our Congress, however, in the passage of the Noise Control Act of 1972, I·Jas clearly 
not content with such a lenient standard. The ~ct char ged the Environmental Protection 
Agency with ultimately developing standards that would protect all citizens against any 
deleterious effects on their "health and welfare"--1..-ith even an. "adequate margin of safe­
ty" thrown in for good measure. In this context, permitting unlimited amounts of hearing 
loss at 4000 Hz, just because the redundancy of speech i s such that most people can under­
stand--at least in quiet--speech out of which all the s pectral elements above 2000 Hz had 
been filtered, was unwarranted. On the other hand, everyone except our Congressmen real­
ized that the goal of protecting even the ~os t s usc e ~ tible individual from any loss what­
soever was somewhat impractical. At any rate, some new '' lew fence" was indicated. 

The Office of Noise Abate me nt and Control (ONAC ) of Ei'A, following a recommenda tion 
made by their scientific advisers from Wright-I a tterson Air Force Bnse under Henning von 
Gierke, has suggested th.::;.t this low-fence criterion be a. 5-dB cilange in threshold at the 
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frequency most sensitive to noise damage, 4000 Hz, in the r.~ost susceptible 107b of the 
workers exposed. Since 5 dB is the size of the smallest step on most auciiometers, it 
might seem at first glance that a more stringent criterion could hardly be suggested, 
unless of course one attempted to protect the most susceptible 1% (or 0 .1%, etc.) instead 
of the most susceptible 10%. However, if a proposed exposure limit is based not on hearing 
loss at all but on auditory fatigue (temporary threshold shift, or TTS), even lower expo­
sures could be indicated. One might take the view, as indeed one American as \iell as 
several Russian investigators have, that any measurable auditory fatigue indicates a 
situation that is hazardous when repeated daily for 40 years. 

It is no wonder, then, that currently-espoused limits of exposure for the standard 
8-hr workday range all the way from 55 dBA to 90 dBA. Almos t all of these suggestions 
are "correct"--that is, they protect some fraction of the population against something-­
but since the goals differ, so do the permissible levels. A further complicating factor 
is that exposure levels are nearly all specified in terms of dBA, but the fact of the 
matter is that two noises equal in dBA are not necessarily equal in hazard to hearing; 
if all the energy of a noise whose level has a given dBA rating is concentrated in the 
2-4-kHz region, considerably greater TTS, at least, will be produced than by a more 
typical industrial noise at the same dBA level \<lhose energy is spread over many octaves. 

Let us begin at the top, so to speak, and work do\orn. The present "'tlalsh-Healey" or 
"OSHA" exposure standard for 8 hr is, as everybody knows, 90 dBA. As far as I have been 
able to tell, this limit was not really designed to rr.eet any specific criterion, but 
represents a political compromise between scientists and conservationists \vho really 
wanted a lower limit, on the one hand, and representatives of industry, who knew that the 
lower the limits were set, the more it would cost to comply, on the other. No data I know 
of imply that 8 hr of 90 dBA of typical stec;.d y industrial noise day after day is completely 
innocuous; instead, this exposure represents a degree of risk that was acceptable to the 
designers of the rule. 

The three sets or collections of data most often cited in discussion of da~age-risk 
criteria are those of Baughn (1966, 1973), Robinson (1968), and Passchier-Vermeer (1968). 
It may be worthwhile to review their results briefly at this point, in order to understand 
some of the suggested standards. Baughn's 
data on 6835 workers are summarized in Fig. 
1. Here the percentages of right ears with 
AAOO impairment are shown as a function of 
age for three relatively-steady-state-noise 
exposure levels: 92, 86 and 78 dBA. The 
curves are all idealized; Baughn, not un­
like other workers in this area, does not 
uublish the raw data. The percentages are 
known to be inflated by the presence of TTS 
(no attempt \vas made to test men only at 
the beginning of the shift) and probably by 
masking of the more sensitive ears at 500 
Fa. Furtherrr.ore, no control data were ga­
thered. With these res ervations, however, 
the implication of Fig. 1 is that 86 dBA is 
more hazardous than 78 dBA, so that, unless 
TTS can exulain all the difference, a stan­
dard can b~ no higher than about 80 dBA if 
it seeks to prevent all risk. 

A similar conclusion can be reached by 
considering the results obtained by Robin­
son on both ears of 759 noi~e workers and 
97 controls. Robinson, a ph~sicist, fits 
his data to fancy equations and, like 
Baughn, prefers to show us s moothed c~rves 
rather than actual data. Be that as ~t 
may, Fig. 2 shows the implication of Robi~­
son's analysis. Here the rise of the med~­
an HL at 4 kHz with years of ~Jork ( presum­
ing the worker began at age 20) is plotted, 
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with level the parameter. Again it 
appears that if one were to extrapo­
late downward from the curves shown 
for 95, 90, and 85 dBA, the "no noise" 
condition should agree withB curve 
of just below 80 dBA. That is, habi­
tual exposure to 80 dBA for 8 hr 
should give only a slight increase 
in the hearing loss at 4 kHz over 
that ascribable to the combined act­
ion of presbyacusia and sociacusis. 

Passchier-Vermeer put together 
the results of 8 different studies 
involving continuous exposure to 
noises ranging from 84 to 102 dBA 
(there was one datum at 79 dBA, from 
a survey by Kylin (1960), but this 
was a group of only 7 men, so one 
can hardly attach much weight to it). 
She plotted a series of graphs show­
ing the relations between median 
noise-induced permanent threshold 
shift (NIPTS--the number of dB by 
which the HLs of the population con­
cerned exceeded those of a non­
noise-exposed group, according to a 
synthesis of normal data by Spoor) 
and the level of the noise. Figure 
3 shows the collected data at 4000 
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Figure 2. Increase of HL at 4 kHz with years 
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Hz for persons exposed for 10 yr or 
more (NIPTS generally grows swiftly 
in the first years of exposure, 
reaching an asymptote at 10 yr or 
so). Although Passchier-Verrneer 
made her line of fit to the data 
veer off to the left as shown by 
the dashed line, if one instead 
ignores the one point at which her 
curve ends (which, as I said, was 
based on 14 ears of 7 workers), . and 
fits a straight line to the data 
(the solid curve), it is clear that 
80 dBA will just fail to produce a 
NIPTS, that 85 dBA will produce a 
median 10-dB NIPTS, and 90 dBA a 
median shift of 20 dB. Similar 
figures for other frequencies show 
that o, 10 and 20 dB of NIPTS, re­
spectively, would be caused by: 77, 
86 and 94 dBA at 6000 Hz; by 84, 
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93 and 102 dBA at 8ooo Hz; and by 
80, 85 and 90 dBA at 3000 Hz (just 
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Figure 3. Growth of NIPTS with level in pereons 
exposed about 10 years. After Passchier-Vermeer, ' 
1968. 

as at 4kHz). · At 1000 and 500Hz, no change was 
NIPTS at 1000 Hz required a level of at least 95 

observed at levels up to 90' dBA; a 5-dB 
dBA, and at 500 Hz, about 100 dBA. 

The analysis of Passchier-Vermeer provides some sort of justification for the 90-dBA 
standard. If one were trying to protect only against an excessive proportion of AAOO 
impairment, and not worrying about the most sensitive frequency, then a 90-dBA stand~rd 
is not unreasonable. Only very small median losses would be produced at 500 and 1000 Hz, 
perhaps 10 ·dB at 2000 Hz, and some 20 dB at 4000 Hz. Thus the percentage of workers pushed 
over the low fence by the noise should not be very large. But if one accepts the viewpoint 
that the average person should not suffer any significant change in threshold sensitivity 
due to industrial noise, then it is clear that less severe exposures are indicate£. Thus 
NIOSH (National Institutes for Occupational Safety and Health), in a document released in 
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19?2, proposed that the 8-hr exposure level be lowered to 85 dBA. Again, this was consid­
ered to permit some risk as a balance against the rather large sums of money required to 
reduce exposure levels below this point. However, this recommendation has not been imple­
mented by any agency except the USA Army and Air Force. In civilian government circles, 
apparently enough influence has been brought to bear that the level remains at 90 dBA. 
For example, consider the committee of 15 'persons, mostly laymen, appointed by the Occupa­
tional Safety and Health Administration to advise the Department of Labor on exposure limit& 
Although an early version of their recommendation provided for a gradual reduction of the 
limit from 90 to 85 dBA over a period of years, that provision is missing from what will 
apparently be their final version. 

It may be noted that within the last few years, additional studies have tended to 
support the view that 85 dBA for 8 hr constitutes a near-negligible risk. For example, 
Roth (1970) measured the hearing of persons working in just about exactly 85-dBA noise 
generated by grinding operations in a ceramic shop. Although he concludes that the exis­
tence, in this group of 106 workers, of 19 persons with HLs of 20 dB or above at some test 
frequency in either ear means that 85 dBA is hazardous, this co~clusion rests on the naive 
assumption that all of the observed hearing losses had to be due to the noise. A similar 
disregard of sociacusic influence led Haksimova et al. (1966) to the same conclusion in 
regard to the hearing of 220 female workers in a candy factory generating a noise some­
where bet\oreen 85 and 90 dBA, where they found that 15~& of these women had HLs of 15 dB or 
more at some frequency. I cannot imagine that with such a low value of HL as the cutting 
score, a control group would show any smaller percentage. 

What grounds, however, do exist for suggesting limits even lower than the 80 dBA for 
8 hr implied by the evidence presented thus far as representing zero risk? There are at 
least three possibilities: 

(1) To protect against noises whose spectra make them more hazardous than ordinary 
industrial noises having the same A-weighted sound level. 

(2) To protect the most sensitive individual instead of just the average worker. 
(3) To provide a margin of safety. 

The first reason is unquestionably a good one, if one's desire is to set the basic 
limits on the basis of the worst of all possible conditions, and then to apply correction 
factors that raise the limit when conditions are less severe. Unfortunately, no human data 
involving NIPTS from noises in v1hich all the energy is concentrated in the 2-4-kHz region 
is yet available. If, however, one can assume that the hearing loss at 4kHz is caused by 
noise in that region, then a study of the spectra of the noises whose effects are summar­
ized by Passchier-Vermeer indicates that the average difference between the overall dBA 
value of the noise and the octave-band SFL in the 2-4-kHz region is 6 dBA. In other words, 
one could predict that the same effect on the sensitivity at 4000 Hz would be produced by 
a 74-dB-SPL octave band of noise centered at 3 kHz as by an 80-dBA pink noise. And because 
the process of A-weighting actually increases the indicated value of a noise at this fre­
quency, the 74-dB SPL would be equivalent to 75 dBA. In short, this analysis suggests that 
the basic exposure limit should be dropped to 75 dBA for 8 hr, but with a 5-dB correction 
(i.e., to 80 dBA) if the noise is reasonably broad in spectrum, which of course is usually 
the case. 

By a strange coincidence, this figure of 75 dBA for 8 hr i s the value proposed by ONAC 
in the second draft (the latest draft at the time I am writing this) of its "limits" docu­
ment. (This document is one prepa red in conformance with the mandate of the Noise Control 
Act of 1972 that EPA shall publish ''information on the levels of environmental noise the 
attainment and maintenance of which in defined areas under various conditions are requisite 
to protect the public health and \1elfare with an adequate margin of safety." You will note 
that this is impossible, becaus e health, at any rate, if not also welfare, depends not on 
levels but on exuosures which are joint functions of level and time. ONAC, faced with the 
alternatives of ~ither telling Coneress to go fly a. kite or :r- retending that levels are 
synonymous with expos ures, has ch osen the l ntter course, whic h is probably prudent although 
it lea.ds to some confusion in the document! ) I say 11 s trE~ nee coincidence!! becaus e they 
arrived at the 75-dBA figure on the basis of s pecula tions regar ding the most susceptible 
individual (rather than by taking spectrum of the noi s e into consideration--indeed, spec­
trum is not considered at all) and then finally allowing a correction for intermittency. 

I contend, however, that no further correction for individual difference~ in suscept­
ibility need be applied to the date cited above, in-tha t the effect of t he no1se on the 
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most susceptible individuals is already reflec ted in the curves: it is precisely the most 
susceptible ind ividuals who a re responsible for the first shifts in the distribution of 
HLs as noise expos ure increas es! Nearly everyone will be a ffect ed by 100 dBA for 8 hr over 
a period of years , fewer by 95 dBA , fewer yet at 90 dBA, and so on, until a t 80 dBA or 
thereabouts nobody is affected, and therefore t he difference between the HL distributions 
in 80-dBA workers and those of' gr oups of per sons who worked in anything lower becomes zero .. 
This line of reasoning will be fallac1ous only if the most susceptible individuals are 
those who have either the beet or the worst hearing initially, so that even when the median 
is unaffected, the 10%ile or 90'Pile mi ght be. For example 1 one might argue tha t it i s the 
people with t h e most sensitive hearing who will be most susceptible. It is known t hat 
workers with lower (better) hearin g thresholds show more TTS from a given day ' s exposure 
than those with elevated thresholds (Ward , 1963 ) . So if T'!'S has any relation to NIPTS , 
one should look for changes in the most sensitive percentiles, say the 1 0%ile . 

On the other hand, if one assumes that the existence of loss in a given ear proves 
that it is unusually susceptible, then per haps one should look at the 90%ile . (Such an 
assumption ie often tacitly made , and wo.s indeed employed by one of the scientific 
advisers of ONAC (Johnson, 1973), but ther e r eally is no convincing evidence tha t it is 
correct. To even test the notion, it would be necessary to insure that all the persons 
whos e hearing was being compared had had exactly the same noise exposure 1 not just 
"approximately" the same , whi ch is all that can be said about all present NIPTS data.) 

Accordingly, the question is, what do the actual distri buti..,ns of noise-exposed and 
non-noise- exposed populations look like? Passohier-Vermeer collected all the appropriate 
data from t he studies she analyzed , and concluded that t he behavior of the 25 and 75%il es 
was indistinguishable from t hat of t he median , which implies that a given noise is just 
as l ikely t o produce a measurable loss in the best- hearing half of the population as in 
the worst-hearing half. If, then, susceptibility--in any operationally-useful sense of 
the word--is not dependent on HL per se, then it must be concluded that if a noise has no 
effect on the median, it will have no effect on any other decile, and so the 80-dBA value 
does t ake the most susceptible ears into consideration. 

What about a possible 11margin of oafety" ? ONAC's task was to consider not just indus­
trial noise exposure alone , but rather the total noise exposure a citizen might be s ub­
jected to both _at work and else.,.,•here . Work exposures and voluntary exposures to loud 
sounds must add together in some way; if the total permissible daily noise dose were the 
equivalent o f 80 d ..:A for 8 hr 1 then one might expect that for the 80-dBA worker, ev en 
attebding a symphony concert could constitute an increment large enough to produce some 
loss of hearing. Assuming it to b e unreasonable to require that a person avoid loud 
music 1 refrain fr om shouting at other motorists, wear ear plugs while mowing his lawn, 
et,c . (and at leas t it fi t ill is a t the moment ) , perhaps industrial noise limits should be 
shift ed down by 5 dBA to guard against such summative or a t leas t interactive effects . 

However, the same argument used to counter the necessity of making an allowance for 
su.sceptibility applies here. The industrial data of Passchier-Vcrmeer are based on real 
people, exposed to sociacusic influences 1 even though in some cases 1 efforts were made to 
exclude major ones. A failure of the distributions of persons exposed to 80- dBA noise at 
work to differ from that of those who do not \olork in noise a t all means that, even adde d 
to the hazards of everyday living, an 8- hr exposure at 80 dBA is safe. 

Thus if the implications of the charts of Passchier- Vermeer and Robinson hold up as 
more data is gathered (especially on workers in the 80-90-dBA range) 1 a 75-dBA limit for 
continuous exposure for 8 hrlday, with a 5-d BA correction when the noise is broad in 
spectrum , seems to be correct for complete protection. It could be, of course , that that 
one po int of Kylin' s on Passchier-Vermeer's charts is actually correct, and that t he line 
describing NIPTS as a function of level does bend to t he left as Passchier-Vermeer dr ew 
it, because of sociacusic influences acting in conjunction with noise . An investigation 
is now underway in the USA in which workers who have spent many years in constant noise 
levels between 80 and 90 dBA will be intensively studied. Since ear protection is not 
yet required for these people , it may be our last chance to get clear data on humans. 
Even at worst, hOl-lever, it is difficult to see how this 80-dBA 3-hr limit for broad-band 
noise could be in error by more than 5 dB , based on present data . 

It is true, of course, that !·:ryter (1970 , 1973) has been tou ting 55 dBA as the thres­
hold level for damage . However, his contentions are based on rejection of the deta cited 
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here, speculative extrapolation of TTS data, and on a curious yet consist ent assumption 
that NIPTSs are merely the same ae raw HLs. Suppose that a. worker at t he age of 40 has a 
HL of 20 dB, while the average non-noise-exposed worker of that age has a 15-dB HL. Most 
of us would then agree that the NIP!'S of the worker in question is 20-15=5 dB. Not Kryter , 
ho.,..ever; he contends that the NIPTS is 20 dB. It is no wonder that the losses aeBociated 
with 80 dBA (as , for example, implied by Baughn' s data ) are judged by Kryter to be unaccep­
h.ble--the amazing thing is how he even c oncludes that 55 dBA is innocuous, since some per­
sons working in that level .,.. i ll surely be found to have crossed any low fence empiOYe"d. 

Before going on, let me return to the question of the role of TTS here. While I do 
not believe that TTS data should take precedence over PTS data in establishing l i mits that 
will prevent development of NIPTS , nevertheless I feel that TTS data do have some rele­
vance. For example , what TTS is caused by an 8- hr exposure to 75 dB of high-frequency 
oc t ave-band noise, the most seV'ere possible wi th a 75-dBA limit? Figure 4 shows the growth 

~~ ;;~~.s~;;~ ;t ctn k~!t:~u~:~s:;i~n 
2800-5600-Hz band of noise, for 
t he median, 1 0';!6ile and 90%ile of 
the group of 20 young normal ears 
teeted. The median a t the end of 
8 hr was 6 dB, the 90%ile 12 dB. 
If this can be regarded as a rep­
reeentative sample of ear a , only 
one ear in 500 would display a 
TTS2 of 20 dB or greater at the 
end of the day . Perhaps it will 
eventually be shown that a 20-dB 
TTS2 r epeated day after day will 
ultJ.mately produce a PTS . In 
that case, a reduction of 5 dB to 
protect this most sensitive person 
would be in order. Until then, 
however, it seer~s to me t hat the 
75-dBA level for this octave band 
of noise is a reasons ble s tandard 
on both M.'S and TTS grounds . I 

m 
0 

N 
(/) 

I­
I-

.... ...-e- - e 90 %tLE 

•"' 
~----..----- MEDIAN 

-··· ..,..,'"' ...... 10 %tLE 

O~---L~ ----~2~-~~~----~8~---
·-------·--•' EXPOSURE TIME 

Fi gure 4. Gro .... th of TTS a t 4 kHz wit h time in 
octave band of noise (2860-5600 Hz) at 75 dB SPL 
(20 ears). 

certainly Gee no reason t o conclude that if !:!I TTS ~s produced, then there is a f~nite 
hazard, as a couple of Russian investigator s ha ve assumed recently (Gel'tl.schcheva and 
Ponomo.renko, 1968). They propose a limit of 60 dBA for a 4-kHz octave band of noise 
becauae in their s ubjects a 3-dB TTS wns produced after a 1-hr expos ure. 

Zo much for the basic standard . \','hat now of shorter, interrupted, or irregular expo­
sures , which are probably more typical of industry t han the continuous ones involved in 
all the NI P'rS data at hand? As you kn0\-1, Robincon champions the "tota l immission" theory, 
which proposes that the NIPl'S depenci.s only on the integral of the A-weighted power enter ­
ing the ear--the total A-weighted energy, ao to speak. Ho~tever, since Robinson ' s data, 
like those of Baughn and Fasschier-Verr.~eer, concerned only persons with continuous expo­
suree (those with intermittent exposures were carefully eliminated), there is no compelling 
reason to subscribe to that theory. 

Some evidence does exist that impli es that an intermittent exposure produces much 
lese FTS than a .steady one of the same energy. Tbis evidence comes largely from miners . 
In the USA, Sataloff et al. (1969) showed that miners e xposed for ~ total of nearly 3 hr 
daily to drilling noise of 115 to 122 dBA, but with so!:le 5 min of quiet, on the average , 
between 3-min burs ts of noise, had only about the percentage of ears with AAOO handicap as 
the Baughn and Robinson dat a would predict to occur in 100 dBA, which iG at least 15 dB 
below th~ "effective level" L of t he exposure--tha t is, that level which, had it been 
constant tbrcughout the 8 hr, eaould have contained the sar.Je energy as the intermittent ex­
? OSU"!"e . A sioilar low incidence of handicapping losses has been reported by studies of 
minere in other countries (Blaha and Slepicka, 1967; J!jnsson, 1967; filotta. and Tarai t ani t 
:'?~9). Also , remarkably small PTSs are produced in rock-and-roll musicians, despite t heir 
near-daily exposure to several hours of intermittent 110-dBA music (Speaks et nl. 1 1969; 
Reddell and I.ebo, 1972). 

It is also well known that the TTS f ror.1 interr.1ittent exposures is much reduced rela-
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tive to that from steady noise; indeed, if the noise bursts and intervening quiet periods 
are quite short (up to a minute), then the TTS from an 8-hr exposure when the noise is "on" 
half the time is less than half as great as when it is on continuously, a value well below 
bhat produced by an 8-hr L (a continuous noise 7, dB lower). eq ; 

Because of this information, the Walsh-Healey compromise, in addition to a basic 
90-dBA 8-hr exposure, postulated a trading relation of 5 dB per halving of the exposure 
time instead of the 3-dB relation that is a corollary of the total-energy hypothesis, on 
the grounds that most exposures are intermittent. This trading relation of 5 dB seems to 
be reasonable, as it permits exposures up to 115 dBA for 15 minutes. However, the scien­
tific advisers to ONAC have long been enamored of the total-energy principle (von Gierke 
was instrumental in getting it built into Air Force Regulation 160-3, a 1956 standard set 
for the Air Force), and so it is firmly esconced i:c. the "Limits" document, lock, stock and 
barrel, except that a flat 5-dB correction factor is allowed if the noise is intermittent. 
Thus ONAC's suggested limit of 70 dBA for 8 hr of steady exposure is translated to an 
intermittent exposure of 75 dBA for 8 hr and thence to a 24-hr L of 70 dBA, which means 
that 80 dBA would be permitted for 2.4 hr, 90 dBA for 0.24 hr (1~qminutes), 100 dBA for 
1.5 min, or 110 dBA for 9 seconds. I would hazard a guess that nobody except perhaps 
Kryter and Ponomarenko would contend that such a limit for total daily dose as this would 
be under-conservative for even the most susceptible of persons. You will note that this 
proposal is several orders of magnitude different from the Walsh-Healey provisions, 115 
dBA being permitted for only about 3 seconds instead of 15 minutes. To my mind, such a 
limit is merely ridiculous. There is no substantial support to be found for the total­
energy hypothesis, yet merely because it is a simple rule it is being seriously proposed. 
This shows how a small band of determined advocates can force their personal opinions on 
a government agency that is foreed to do a complicated job without adequate funding. 

While the merits of these fantastic limits are being debated, we at the Hearing 
Research Laboratory have been plodding along trying to determine, using TTS, whether the 
temporal trading relation should be 3 or 5 dB per halving time (or even 4 dB, as Pfander 
(1965) nas long championed, and which has been adopted by the Air Force in a revision of 
AFR 160-3 as a "compromise" between 3 and 5 dB). ldhile we hope eventually to determine 
NIPTCs in chinchillas exposed to various patterns of noise, at the moment we must study 
TTSs in man, and hope that if two 8-hr noise exposures produce the same TTS, they will 
eventually be shown to be equally hazardous. 

Table 1 shows some of our results gathered last year, using a 4-kHz octave band of 
noise (2800-5600 Hz). The entries show the mean -TTS2s (in 20 ears) measured at 4 and 6 
kHz at the end of 8 hr of exposure. In addition to continuous exposure (top line), 3 
different on-fractions R \'Jere used (112, 1/4 and 1/8) and 3 different periods T (1.5, 9 
and 40 min). Thus the Table indicates, for example, that the mean TTS2 after 8 hr of 
exposure to 75 dB SPL was 6.4 dB (the TTS2s at 4 and 6kHz were always nearly equal), 
in agreement with Fig. 4. 

TABLE 1 
It can be seen that the 

5-dB-per-halving-time relation R (mtn) Exposure Level (dB SPL) 
is supported by the data: a TTS2 75 8o 85 90 95 100 
of about 8 dB is produced, for 1 cont 6.4 14.5 23.3 example, when the period is 1.5 
min, by 45-sec bursts at 85 dB, 112 1.5 8.6 14.0 
by 22.5-sec bursts at 90 dB, 112 9 15.2 
and by 11.3-sec bursts at 95 112 40 18.1 
dB. The reduction of TTS de- 1114 1.5 8.5 13.3 pends on the cycle duration, 114 9 14.7 
it is clear, but if that is 114 40 18.8 
held constant, then a 5-dB in-

118 8.6 c~ease just about balances out 1.5 19.7 
a 50% reduction in cumulative 118 9 10.5 
exposure time. 118 40 12.5 ( 20) 

Results using a 1000-Hz octave band of noise were quite similar, except that the 
trading relation implied is even greater than 5 dB--perhaps 6 dB per halving time. When 
we employed a 250-Hz octa~e band, an on-fraction of 112 gave less TTS 2 at 115 dB than did 
95 dB of steady noise. The recuperative powers of the ear are clearly reflected by this 
result. 
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At any rate, even in this most hazardous auditory area, a trading relation of 5 dB 
appears adequate. Perhaps TTS data are not completely appropriate, but if they are all we 
have, it seems to me that some attention should be paid to them. 

Actually, I would argue that the total-energy hypothesis, apart from having little 
empir~cal support, makes a false basic assumption, in postulating that every bit of energy 
contr1.butes to the eventual demise of a hair cell. In a public hearing on the Levels doc­
ument, the proponents of the total-energy theory repeatedly drew an analogy to the problem 
of radiation damage. Now as a first appr9ximation, it is true that damage from X-radiation 
does tend to cumulate over a day or week; if it did not, then the photographic-plate 
radiation dosimeter would be useless, since it does integrate over time, regardless of the 
pattern of exposure. It is probably true that each high-energy particle penetrating the 
skull destroys a brain cell or two. But damage to hair cells from noise is, I feel, quite 
a different kettle of fish. After all, the brain is not normally a receptor for the iden­
tification of X-radiation, but the ear's customary job is detection of sound. For this 
reason, I cannot help believing that there is a reasonably high level, different for 
different people, below which no deleterious effect will be observed, no matter how long 
the exposure, any more than a long exposure of the eye to moderate levels of illumination 
will eventually produce destruction of rods and cones. Similarly, even for levels higher 
that this, there must be a critical duration below which, again, not the slightest perma­
nent damage results. NcRobert and I (1973·) have gathered TTS data that imply that this is 
the case for impulse noise, at least. That is, if one determines the level of simulated 
gunfire that just produces a cumulative TTS, so that 20 such pulses will produce say 10 dB 
of TTS, and one then reduces the level by 9 dB, one can listen to over 600 of them with no 
resulting TTS (boredom ended the experiment at 600 pulses), although 80 of them should 
have produced the 10-dB TTS, according to the total-energy hypothesis. 

* * • * • 
In summary, it appears that octave-band levels below about 70 to 75 dB cannot produce 

a TTS that grows with exposure time (a conclusion we had already reached 15 years ago--cf. 
Ward, Glorig and Sklar, 1958, 1959), so that, when ordinary broad-band noises are concerned, 
for overall levels of 80 dBA or less, negligible hazard to hearing exists from an 8-hr 
exposure even for the most sensitive test frequency, 4 kHz; this conclusion is seen to 
be in agreement with NIPTS results. Risk criteria lower than this are based on simple 
fudge factors, extrapolations of questionable validity, or on the assumption that where 
a TTS is found, PTS will eventually occur. On the other hand, limits higher than this 
are compromises between risk of measurable NIPTS and the costs of noise control. 

I do hope that the total-energy hypothesis based on a daily tolerable dose of 75 dBA 
for 8 hr does not replace our present Walsh-Healey (OSHA) regulation. I personally believe 
that an 85-dBA 8-hr criterion, with a 5-dB trading relation, is what should be aimed for, 
even though requiring ear protection for every person who works in 85 dBA will be a waste 
of effort for all but the most susceptible workers. I also hope we can somehow eliminate 
the silly notion that 116 dBA even for a sec ond or two is forbidden; perhaps an equal­
energy-based trading relation (i.e., 3 dB per halving time) for levels above 110 dBA 
should be used. At any rate, the relations among level, duration and pattern of exposure 
for constant risk are clearly complex; so the best solution, I am still convinced, is to 
continue to try to develop risk criteria that are accurate even though intricate, as we 
attemptE-d to do in the CHABA criteria proposed 8 years ago (Kryter, \•lard, Hiller and 
Eldredge, 1966), and then try to simplify them, rather than starting with a simplistic 
principle and then trying to force the data to justify it. 

Acknowledgment 

The research reported herein was supported by a grant from the National Institute 
far Occupational Saf.et¥ and Health (NIOSH) of the Public Health Service~ Dept. of Health, 
Edueatioo, and Welfare (Grant #5 ROl OH 00350). 

REFERENCES 

Anon. Noise and Conservation of Hearing. Technical Bulletin TB Med 251, Department of 
the Army, Washington, D. c., March 1972. 

Anon. Occupational Exposure to Noise •••• criteria for a recommended standard. US Dept. of 
Health, Education and 1,,'elfare, National Institute for Occupational Safety and Health, 
1972. 

Baughn, ¥.J. L. 
\1966). 

Noise control--percent of population protected. Int. Audiol. 5, 331-338 

27 



Baughn, 1'1'. L. Relation beh1een daily noise exposure and hearing loss as based on the 
evaluation of 6835 industrial noise exposure cases. Report A~ffiL-TR-73-53, Aerospace 

~ Medical Research Laboratory, Wright-Patterson AFB, Ohio, 1973. 
Blaha, V. and J. Slepicka. Klinicky a hygienicky Rozbor Rizika Hluku v Kamenouheln~ch 

Dolech. Cs. Hyg. 12, 521-527 (1967). 
Gel'tishcheva, E. A. and I. I. Ponomarenko. Noise standards for adolescents. Hygiene 

and Sanitation 33, Nos. 10-12, 199-203 (1968). 
Johnson, D. L. Prediction of NIPTS due to continuous noise exposure. Report A~ffiL-TR-73-91 

(also EPA-55019-73-001-B), Aerospace Hedical Research Laboratory, \-/right-Patterson 
AFB, Ohio, 1973. 

J6nsson, M. Siebaudiometrische Untersuchungen von L~rmarbeitern. Dtsch. Gesund.-wes. 22, 
2286-2289 (1967). 

Kryter, K. D. The Effects of Noise on Han. Academic Press, New York-, 1970. 
Kryter, K. D. Impairment to-hearing-rrom-exposure to noise. J. Acoust. Soc. Am. 53, 

1211-1234 (1973). 
Kryter, K. D., W. D. Ward, J.D. Miller and D. H. Eldredge. Hazardous exposure to inter­

mittent and steady-state noise. J. Acoust. Soc. Am. 39, 451-464 (1966). 
Kylin, B. Temporary threshold shift and auditory trauma following exposure to steady­

state noise. Acta Oto-laryngol. Suppl. 152 (1960). 
Maksimova, L. I., P. s. Kublanova, v. B. Maiorov and K. A. Dmitrieva. Hearing loss in 

factory workers exposed to permitted levels of noise for prolonged periods. Hygiene 
and Sanitation 31:1, 167-172 (1966). 

McRobert, B. and vl. D. \vard. Damage-risk criteria: the trading relation between intensity 
and the number of nonreverberant impulses. J. Acoust. Soc. Am. 53, 1297-1300 (1973). 

Motta, G. and D. Tarsitani. Il trauma acustico professionale dei lavoratori delle miniere 
di carbone. Clin. Otorinolaring. 21, 83-109 (1969). 

Passchier-Vermeer, w. Hearing loss due to exposure to steady-state broadband noise. 
IG-TNO Report 35, April 1968. (Delft, Netherlands). 

Pfander, F. Uber die Toleranzgrenze bei akustischen Einwirkung. HNO (Berlin) 13, 27-28 
(1965). 

Reddell, R. C. and c. P. Lebo. Ototraumatic effects of hard rock music. California Med. 
116, l-4 (1972). 

Robinson, D. w. The relationships between hearing loss and noise exposure. National 
Physical Laboratory Aero Report AC 32 (1968). (Teddington, England). 

Roth, A. Untersuchungen Uber die gehBrsch~digende Wirkung von Industriel«rm unterhalb der 
Grenznormative. z. ges. Hyg. 16, 760~763 (1970). 

Sataloff, J., 1. Vassallo and H. Menduke. Hearing loss from exposure to interrupted noise. 
Arch. Env. Health 18, 972-981 (1969). 

Speaks, C., D. Nelson and 'rl. D. Hard. Hearing loss in rock-and-roll musicians. J • Occup. 
Med. 12, 216-219 (1970). 

Spoor, A. Presbycusis values in relation to noise induced hearing loss. Int. Audiol. 6, 
48-57 (1967). 

\vard, w. D. Auditory Fatigue and Basking. In: Hodern Developments _:!:!!Audiology, J• 
Jerger, Ed. Academic Press, New York, 1963. 

Ward, W. D., A. Glorig and D. L. Sklar. Dependence of temporary threshold shift at 4 
kc on intensity and time. J. Acoust. Soc. Am.30, 944-954 (1958). 

Ward, W. D., A. Glorig and D. L. Sklar. Temporary threshold shift from octave-band 
noise: applications to damage-risk criteria. J. Acoust. Soc. Am. 31, .522-528 (1959). 

28 



Noise, Shock & Vibration Conference, 1974 Monash University, Melbourne 

DAMAGE RISK CRITERIA FOR IMPULSE AND IMPACT NOISE 

C. G. Rice 
Institute of Sound and Vibration Research 
The University, Southampton 
Hampshire, U.K. 

INTRODUCTION 

SUMMARY -

~e h~storical de~elopment and current states of knowledge 
regard~ng ~mpulse and ~mpact noise damage risk criteria are criti­
cally reviewed. 

Definitions of impulse and impact noise are given, from which 
it is possible to formulate two criteria so that such noises may be 
separately assessed for hearing hazard. The problems associated 
w~ th. the ~ormu~ation of these criteria are stated, together wi·th the 
d~ff~cult~es l1kely to be caused by over-extrapolation of the experi­
mental data upon which they were based. 

. Pr~gre~s t~wards the unification of impulse and impact damage 
r1sk cr1ter1a w~th steady state noise exposure standards is dis­
cussed, a~though it is f7lt t~at further research will be necessary 
before th1s becomes poss1ble 1n a form acceptable to, and implement­
able by, governmental agencies. 

The hazardous effects of high intensity impulse noise on hearing have long been recognised, 
and when reviewing the documented researches it is impossible to proceed far without reference to 
the classic work of Murray and Reid (1, 2). There is also little doubt that many of the funda­
mental problems which beset Murray and Reid when trying to quantify these hazardous effects still 
exist today. 

In addition however, we currently have t ~ placate the legal and political administrators of 
our noise polluted environments. This factor creates new problems, because the demands of 
society require that noise criteria must be readily understood and easily · applied. In striking 
the correct balance between research and application therefore, care must be taken not to over 
simplify and extrapolate data out of the context in which it was obtained. 

These problems are discussed in the context of damage risk criteria for impulse and impact 
noise. 

DEFINITI0~S OF IMPULSE AND IMPACT NOISE 

Confusion seems to occur in the use of these terms; in the present discussion their broad 
definition will be taken as follows. 

I MPULSE NOISE 

A short duration sound particularly characterised by a shock front pressure waveform (i.e., 

29 



virtually instantaneous rise time), usually created by ~ndden releases of energy; for 
examf:"le as encountered with explosives or in gunblast situations. 

Such . a characteristic impulse pressure waveforru is often referred to as a Friedlander wave 
and is illustrated in figure la. This single impulse waveform is typically generated in 
free field environments where the sound reflecting surfaces which create reverberation are 
absent. In the gunfire situation additional mechanically generated noise is also present 
in addition to the shock pulse. In these situations the waveform envelope can take the 
form illustrated in figure lb. · 

The duration of such noises vary from microseconds to several milliseconds (up to 50 ms), 
although in confined spaces the reverberation characteristics may cause the duration to 
extend up to about one-half second or so. In all cases however, the shock front waveform 
characteristic is present. 

In general people are not habitually exposed to such noises and typical estimates of the 
number of pulses likely to be received on any one occasion vary between 10 and 100, although 
up to 1000 pulses can be anticipated. 

U1PACT NOISE 

Impact noises are normally produced by non-explosive means, such as metal to metal impacts 
in industrial plant processes. In such cases the shock front waveform characteristic is not 
always present, and due to the reverberant industrial environments in which they are heard, 
the durations are often longer than those usually associated with impulse noise. The 
background noise present in such situations, coupled with the regularity with which they 
occur, often causes the impacts to give the appearance of running into each other. 

People in industrial situations are usually habitually exposed to such noises and the 
number of pulses heard on any one occasion often runs to several thousand. 

The cases in favour or otherwise of the 'impulse' - 'impact' noise distinction may be 
variously made. It is becoming increasingly clear however that until we know considerably more 
than we do at present about the roles played by the numerous parameters involved in the establish­
ment of damage risk criteria, it would be incautious to turn a blind eye to this distinction. 
Some of those factors currently thought to be important and worthy of incorporation into impulse/ 
impact damage risk criteria are: peak sound pressure level, rise time of the initial shock front, 
waveform envelope characteristic, effective duration, spectrum content, critical level for the 
onset of hearing threshold shift effects, rate of occurrence of the pulses, total number of 
pulses in exposure, individual susceptibility to hear-ing impairment, orientation of the ear with 
respect to the noise source, acoustic reflex , actions, total noise exposure history, etc. 

DAMAGE RISK CRITERIA FOR IMPULSE NOISE 

Murray and Reid (1, 2) in 1946 were aware of the problems involved in establishing quantita­
tive damage risk criteria. Examination of many of the factors previously mentioned led them to 
formulate a relationship between 'blast pressure' and 'ten round hearing loss'. This is shown in 
figure 2, and remained unchallenged until about the mid 1960's. At that time researchers felt 
that Murray and Reid's basic concepts needed extension in order to take account of the durational 
characteristics of the noise, and of a trading relationship between these factors and the total 
number of pulses received per exposure. In fact we have progressed little further than that in 
the last decade, and many other factors still remain unsolved. 

In review, therefore, the steady state noise damage risk criteria in exis tenc~, in the early 
1960's, only referred obliquely to the problem by including an upper limit of about 135 dB for 
unprotected noise exposure of any duration, however short. However, it was considered that this 
limit was unnecessarily conservative, particularly with respect to exposure to many types of gun­
fire noise. In the UK a programme of research was undertaken in which methods of measuring and 
specifying the physical characteristics of impulse noise were compared with the temporary thresh­
old shifts which such noises produced in volunteer subjects. The results of these investigations 
were initially presented in 1965 in a Medical Research Council's Royal Naval Personnel Research 
ComnUttee Report (3) and extended to include safe limits for certain types of impulse-noise 
exposure in a paper (4) presented at the Fifth International Congress of Acousti~s in Liege. At 
the same Congress, USA data presented by Kryter and Garinther showed that they had been conducting 
simultaneous but independent studies (5, 6) and had arrived at remarkably similar conclusions. 
Combination of these data supp,lemented by further research in both laboratories led to the formu­
lation in 1968 by Coles, Garinther, Hodge and Rice (7) of what is thought to be the first 
authoritative DRC for exposure to gunfire noise. This applied the limits of acceptance TTS to 
protect 75% of the exposed population recommended by the NAS-NRC committee on Hearing, Bioacoustice 
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and Biomechanics (CHABA). This specified · that "end of day" TTS should not exceed 10 dB at or 
below 1000 Hz, 15 dB at 2000 Hz, and 20 dB at or above 3000 Hz in 75% of the normally-hearing 
persons exposed. An approximation to the 90th percentile (lould be made by reducing the criterion 
peak pressure levels by 5 dl3, 

The peak pressure and duration exposure limits proposed in the criterion are shown in 
figure 3 where the A and B durations are defined in figure 1, waveform specification hv oscillo­
scopic techniques being the preferred method of measurement (7). At the time of publication 
these authors considered that it was too cumbersome to express damage risk from exposure to heavy 
weapons, small arms or sporting guns in terms of the number of rounds fired or the repetition 
rate. Therefore certain general qualifications or corrections were placed on the criterion: 

(i) 
(ii) 

(iii) 
(iv) 
(v) 

(vi) 

the total number of impulses would be limited on average to 100 per exposure, 
the anticipated average number of exposures per year was 10-20, 
the repetition rate was of the order 6-30 impulses per minute, 
the criter.ion should be lowered by 5 dB for normal sound incidence, 
when exposure is to be occasional, single impulses only, the criterion could be 

relaxed by 10 dB, 
protection for the more susceptible person (>95%) can be achieved by lowering the 

curves by 10 dB. 

In 1967 Forrest (8) extended these ideas to include the use of a trading relationship 
between B duration and the number of pulses per exposure. This data provides for approximately 
2.7 dB reduction in peak level per doubling of B duration, compared with the Coles et al (7) 
criterion slope of 2 dB reduction per doubling. 

In 1968 the NAS-NRC committee on Hearing, Bioacoustics and Biomechanics proposed a damage­
risk criterion for gunfire noise (9) based on the previously discussed criter1on (7). Whilst 
certain modifications in presentation were proposed, for example a 5 dB lowering of the curves 
for 95th percentile protection and 5 dB lowering for normal incidence, more substantive modifi­
cations were also incorporated. The first was the termination of the basic DRC at 164 dB which 
meant that under no circumstance should any ear be exposed to a peak level in excess of 179 dB 
(this corresponds to the limit for a single pulse ( + 10 dB) at grazing incidence ( +5 dB) with a 
25 microsecond duration. The second modification was the 138 dB "floor" for B-durations of 200 
to 1000 milliseconds in order to take account of the protection afforded by the reflex contrac­
tions of the middle-ear muscles. Thirdly corrections for the number of pulses per exposure were 
established, based on the Coles et al (7) opinion that "Where exposure is to occasional single 
impulses only, it seems reasonable to raise the limits somewhat, and an estimate of 10 dB has 
been agreed upon for this". 

The CHABA criterion is shown in figure 4 and it must be stressed that it consolidated the 
first attempt at a reasonable impulse noise damage risk criterion. The limitations were clearly 
stated (7, 9), and most importantly it should be remembered that the interpretation of the 
experimental data rested heavily on the conclusively unproven assumption of a consistent 
relationship between TTS and PTS. Furthermore, the empirical nature of the specification of the 
noise was clearly stressed. 

CORRECTION FACTORS FOR THE NUMBER OF U1PULSES 

The data on which the Coles et al (7) and subsequent CHABA (9) criteria were based was 
distinctly limited to i mpulses having 'A' or 'B' durations of less than about 500 milliseconds, 
and with an average of 100 impulses per exposure. The CHABA correction factors for the number of 
impulses are shown in figure 5, and it can be seen that the original data is extrapolated to 1000 
impulses. In fact for gunfire noise only the normal and grazing incidence correction factors for 
single impulses (and by implication up to 100 impulses) have been validated; this was done by 
Hodge and Garinther (10) in 1970. Hore recently McRobert and Ward (11) using high intensity 
artificially generated impulses have produced data which support the '5 dB decrease per 10 fold 
increase in the number of impulses' hypothesis. 

It would therefore seem clear that for short duration high intensity shock front impulse 
noises the CHABA (9) criterion is probably the most authoritative document to date. This is for 
use with impulses having 'B' durations of up to about 250 ms and up to 1000 impulses per daily 
exposure. 

Expression of the possible combinations of 'B' dura~ion. an~ Numbe: of impu~se~. (N) within 
these limits for the 75th percentile protection and gra:<ang ~nc~dence 1s show·n 1n t1gure 6, based 
on a recent paper by Rice and Martin (12). It appears tha~ no grea~ los~ o~ accuracy ~s admitted 
by this method of treatment and expression of the B-N trad1ng relat1onshlp 1s much eas~er to 
follow. 
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In support of the United States Environmental Protection Agency (EPA) Guignard (13) has 
prepared guidelines for evaluating impulse noise exposure. This data is a modification of the 
CHABA criterion and uses an equal energy trading relationship to extrapolate for exposures of up 
to 10,000 pulses with hearing impairment not to exceed 5 dB at 4 kHz in more than 10% of the 
population. (See figure 7.) 

Limitations to this approach .are voiced by Guignard with respect to the underestimation of 
the likely hazard for smaller . exposures. However, fur.ther .caution should. be advocated if this 
method is adopted by the EPA (14). By invoking an equal energy concept it would seem implicit 
that equal 'B' duration - number of pulses (N) ,products should predict equal peak level of hazard. 
Reference to table 1 shows that this is not the case,. and whilst the mean predicted values differ 
considerably in many cases from the CHABA limits, the ranges of peak levels for a given BN product 
are additionally wider using the Guignard approach. 

Table 1. Tolerable mean peak levels (with their ranges) for various BN, Products as calculated 
by two methods. 

BN Mean Peak 
lDS dB 

0.1 158 
1 152 
10 146 
100 140.5 
1,000 135 
10,000 129.5 
100,000 124.5 
1,000,000 121 

CHABA (9) 
Range 

dB 

2 
3.5 
5 
3 
3 
3 

Guignard (13) 
Mean Peak Range 

dB dB 

168 
159.5 
151 
143 
135.5 
127.5 
119.5 
112 

3 
6.5 

10 
18 
15 
:i.1 • 5 

8 

It is suggested that such wide ranges as those indicated in table 1 will probably be 
untenable in practice. The approach is felt also to show the dangers of the over extrapolation 
of limited data. 

DAMAGE RISK CRITERIA FOR IMPACT NOISE 

Following publication of the CHABA criterion (9) interest in its application to the indust­
rial environment obviously grew. The repeated impact -situation led Coles and Rice (15) to 
extrapolate their earlier data (7) to try and meet this new requirement. Based on additional 
data by Cohen, Kylih and La Benz (16) and Walker (17) the revised correction factors are compared 
in figure 8 with the proposals of CHABA and Guignard (13). 

Whilst the Coles and Rice corrections appeared to fit situations involving reverberant 
repeated impacts, they are clearly at variance with the more recent impulse noise data of 
McRobert and Ward (11). !f the data has been correctly interpreted therefore it seems that, as 
discussed earlier, separate criteria are required for impulse and impact noise, once the number 
of pulses exceeds about 1000. 

Further evidence for this comes from the work of Martin and Atherley (18, 19). Following 
studies of industrial impact noise, methods were evolved by which the effects upon hearing could 
be evaluated in terms of the "equivalent-continuous noise level" concept. Different procedures 
for evaluating the noise characteristics are recommended depending upon the peak height, repeti­
tion rate and decay time constant of the impact waveform envelope (19). In addition the method 
fits with the British Occupational Hygiene Society and Department of Employment practices for 
exposure to wide band steady state noise (20, 21). Contemporary with, but in the absence of the 
McRobert and Ward (11) observations, Rice and Martin (12) reviewed the impulse-impact noise 
damage risk criteria and suggested that the unification of them might be possible using the im­
mission principle of equivalent 'A' weighted sound energy for continuous noise exposure. 
Figure 6 compares this equal energy approach with the CHABA criterion and the Coles and Rice 
(15) data (for upwards of 1000 pulses). 

UNIFICATION OF IMPULSE-IMPACT DAMAGE RISK CRITERIA 

The case for unification on an equal energy basis (12) would demand that the CHABA impulse 
criterion be considerably tightened for BN products greater than about 10 ms. On reflection it 
is felt that considerably more research is required before this matter can be resolved, and until 
that time two separate approaches are recommended. For .impulse noise of up to 1000 pulses per 
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occasion the CHABA criterion (9) is recommended, whereas for impact noises over 1000 pulses per 
occasion the method of Martin and Atherley (19) is recommended. This view now supports that of 
}lcRobert and Ward (11) Hho said that 1 

••• it may be wrong to have a single .curve to represent the 
trading relationship beU~een leyel and number Of pulseS for both impulse and i~pact noise, I 

Figure 9 shows the recommended impulse and impact criteria over a wide range of peak level 
and 1 B1 duration times number of impulse values. Also marked is the equivalent point for an 
8 hour dailv exposure to 90 dBA. It is interesting to note that if instead of u<d.np. the equal 
energy concept (as is current European Practice), a 5 dB per halving of exposure is used (as 
is current USA practice), the criteria essential resolve themselves. 

Quite obviously considerably more research needs to be undertaken in order to resolve, as 
Murray and Reid originally pointed out, the complex relationships between those features in the 
noise which are most important in relation to the hearing loss caused . . 
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FIG 1. IDEALIZED OSCILLOSCOPIC WAVEFORMS Of IMPULSE NOISES. 
rEAk' LEVEL, PRESSURE DIFFERENCE AB. RISE TIME , TIME DIFFERENCE AB. 
(o) A DURATION , TIME DIFFERENCE AC. (b) 8 DURATION ' TIME DIFFERENCE AD. 
( + EF WHEN A REFLECTION IS PRESENT). (COLES et ol. [ 7) ) 
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A REVIEW OF RECENT COMMUNITY NOISE RESEARCH IN THE UNITED STATES 
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SUMMARY - In the United States, noise has become the controlling 
factor in the design of commercial aircraft and airport facilities. 
Research into methods for assessing individual and community 
response to noise exposure, quantification of the noise produced 
by present and future air carrier systems, and methods for alle­
viating noise exposure have been undertaken recently by a number 
of Federal agencies, including The Environmental Protection 
Agency, The Department of Transportation, The National Aeronautics 
and Space Administration, and The Federal Aviation Agency. The 
results of a number of these projects, dealing with a nationwide 
noise survey, sleep interference, effects of noise exposure, and 
public opinion polls will be discussed. 

Traffic noise has also become a major concern as traffic has 
been increasingly recognized as the principal source of background 
noise levels in urban environments. Efforts to reduce traffic 
noise by source control and highway design, as well as the effects 
of time varying traffic noise on speech intelligibility will be 
discussed. 

Within the last few years noise has become a principal determinant of the 
growth of air transportation in the United States. New aircraft are being de­
signed as much for noise reduction as for traditional goals such as payload, 
speed, and range. The last major airport to open in the United States (Dallas­
Ft. Worth) required a 160 km 2 site to contain the anticipated NEF 40 contour. 
The lack of noise-compatible sites makes it doubtful that a major new airport 
will open elsewhere in the United States within the next decade. 

Similarly, ground transportation has lately been recognized as responsible 
for the ambient noise levels to which most of the country's population is ex­
posed. Legislation and regulations now compel highway design engineers in the 
United States to design inherently quieter roads, and truck and automobile 
manufacturers to produce quieter vehicles. Environmental impact statements 
for new construction of roads require study of the effects of traffic noise on 
exposed populations. 

The focussing of attention on noise pollution created by the Federal Noise 
Control Act of 1972 has accelerated study of the effects of noise on people, 
particularly in the areas of annoyance, speech interference, and sleep inter­
ference. This paper discusses the results of recent research conducted in the 
United States in these areas. 

I. Annoyance 

Annoyance is perhaps the most pervasive effect of noise on people, since it 
is a frequent concommitant of speech, sleep, and activity interference. Attempts 
to relate annoyance to noise exposure levels have not been very successful, since 
annoyance does not seem to be very strongly related to physical characteristics 
of noise over any appreciable range of values. ~n the amplitude domain, for 
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example, a faucet dripping at night and an aircraft flyover coul ·: be judged 
equally annoying in the appropriate contexts, even though the noise levels of 
these events differ enormously. 

Individual differences do not seem to be the problem in relating noise 
exposure to annoyance; large scale social surveys in which da~a from ~housands 
of respondents are pooled have proven little more successful ~n relat~ng expo-
sure to annoyance than have laboratory studies of small samples. In fact, . 
correlations between even the most intricate noise ratings developed from soc~al 
surveys and noise exposure data are on the order of 0.4, accounting for only 
about 16% of the variability in the data. 

One potential explanation for the inadequacy of curren~ prediction metho~s 
is that they are all based on delayed self report, whether ~n the form of soc~al 
surveys or examination of other post hoc records such as complaint fi~es. These 
traditional methods contain the inherent flaw that human response, no~se expo­
sure, and relationships between human response and noise exposure must be recon­
structed after the fact, on the basis of uncertain information. 

The American Environmental Protection Agency and Department of Transporta­
tion recently sponsored a research program (1) to evaluate a novel procedure for 
assessment of noise-induced annoyance in residential settings. The procedure 
employed to record noise exposure and annoyance simultaneously was fairly simple. 
Test participants were supplied a wrist-wearable signalling device (an FM trans­
mitter) which provided an event mark on paper or magnetic analog records of 
noise exposure. The event marks indicated annoyance, while the analog records 
provided the continuous information about poise exposure. Subjects in this 
experiment were instructed to push a button on their "wristwatch" whene_ver they 
heard a sound they would rather not have heard. 

Data were collected at airport, highway, inner city, suburban, and rural 
sites. The average hourly response rates over a week long period ranged from 
almost 12 responses per hour at the airport site to less than half a response 
per hour at the rural site. The rank ordering of noise neighborhoods by average 
response rates corresponded well with intuitibn; airport, inner city, highway, 
and rural neighborhoods, in diminishing or-der of annoyance. 

An analysis of the relationship between annoyance responses and instan­
taneous noise levels demonstrated that higher rates of annoyance were in fact 
related to higher noise exposure levels. The strength of the relationship, 
however, remains to be determined in a full scale implementation of the procedure. 

II. Speech Interference 

One of the best understood effects of noise on people is its interference 
with communications. Transportation noise is known to impede verbal communica­
tion in face to face conversations, telephone use, listening to television and 
radio, and so forth. About 90% of the residents in a high noise exposure area 
near Los Angeles International Airport reported such interference in an aircraft 
noise survey last spring (2). 

_Several good measures were developed years ago to permit estimation of the 
intelligibility of speech in steady state noise environments. Unfortunately, 
most community noise from transportation varies greatly in time. Thus·, until 
recently, it was not known how to predict speech interference effects in real 
life environments such as traffic noise. The Highway Research Board of the 
American National Academy of Science is sponsoring on-going research into this 
problem (3). One experiment in this series resulted in a preliminary finding 
that the median of a traffic noise distribution is capable of serving as a use­
ful statistic in predicting speech interference. 

The experiment was designed such that panels of four observers seated in an 
anechoic chamber were required to indicate which of six words in ten groups of 
~pond~e (two s~llab~e) words was annunciated at any given time. The background 
~n wh~ch the l~sten~ng was accomplished was recorded traffic noise. Speech 
levels were varied systematically to determine percentage intelligibility at 
various speech to noise ratios. 
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The dependent variable was the peak speech level required for the panels of 
subjects to obtain a 70% correct detection rate. The 70% correct detection level 
was selected for close attention mainly because it provided a level of speech in­
telligibility sufficiently high to promote consistent performance by the test 
panels, yet sufficiently low to avoid ceiling effects associated with ve£y hig~ 
correct detection levels. The 70% correct point was estimated for each word l~st 
in each traffic background (a total of 268 tests) both by linear regression and 
interpolation of the psychometric function relating percent correct detections 
to speech levels. 

The most significant finding was that the median of a traffic noise distri­
bution (L50 ) is an excellent predictor of the peak speech level necessary to 

achieve a 70% correct detection level of spondee words heard in traffic noise. 
The L30 and the energy mean (Leq) measures were also capable of serving as esti-

mators of this speech level, but L10 , which reflects the peaks of a traffic 

noise distribution, was not a good predictor. 

Further analysis of the effect of traffic noise variation on perception of 
speech indicated that increased variation (greater L10-L50 ) permits a lower peak 

speech level for 70% correct detection with traffic noise samples of equal Leq· 

This finding coupled with the fact that L affords reasonably good prediction eq 
of the target speech level suggests that criteria expressed in terms of Leq may 

provide the basis for traffic noise criteria. This is so because a criterion 
expressed in terms of L for the steady state noise of freely flowing traffic eq 
will guarantee lesser amounts of speech interference from the more variable 
noise produced by reduced flow or increased ratios of trucks to cars. 

III. Sleep Interference 

Even though speech interference is the most frequently mentioned effect of 
community noise on peoples' lives, sleep interference is a potentially more sig­
nificant effect. Indeed, laboratory studies of nocturnal noise intrusions have 
suggested that exposure to moderate noise levels (on the order of 70 dB(A)) can 
awaken or disturb the sleep of a substantial proportion of test subjects. 
Despite the acknowledged importance of sleep interference effects, little re­
search has been conducted to quantify how sleep interference depends on the quan­
tity and quality of noise exposure and to relate physical parameters of exposure 
to the degree of sleep interference. 

LaLoratory studies of sleep quality, moreover, do not provide compelling 
evidence of sleep interference effects in the world at large. Small numbers of 
test subjects are usually employed; the electrodes and recording equipment used 
to measure sleep electrophysiology nlay disturb sleep of themselves; test subjects 
spe4d only a few nights in novel sleeping quarters; and there is little opportu­
nity for habi tua.tion to the simulated noise environment. 

The National Aeronautics and Space Administration has sponsored two studies 
to further understanding of the effects of aircraft noise on sleep quality in 
residential settings (4). The first study was conducted in two metropolitan 
neighborhoods several miles apart. One was adjacent to Los Angeles Interna­
tional Airport; the other neighborhood was of similar socioeconomic level, home 
construction, and traffic noise exposure. Six middle aged couples served as 
subjects in the airport area, while five middle aged couples served as controls 
in the other neighborhood, for a total of 22 test subjects. 

A modified four track analog tape recorder acquired both the physiological 
and acoustic data. The physiological data consisted of multiplexed FM recor­
dings of EEG and EOG, recorded on separate channels for husband and wife. The 
acoustic data consisted of a continuous direct recording of noise exposure in 
the sleeping quarters. A WWV receiver provided time of day information on the 
remaining track at a number of sites. 

41 



Digital records of noise exposure were kept by means of an automatic noise 
monitoring unit. This unit provided event marking information on the physiolo­
gical channels during the time a noise threshold (usually set about six dB above 
ambient levels) was exceeded. 

The general hypothesis that intens~ noise exposure degrades the quality of 
sleep was supported to some extent, in that subjects in the airport area spent 
a smaller percentage of their time in deep sleep than subjects in the control 
area. Although a number of differences in the microstructure of sleep (time 
spent in various stages, shifts in sleep stages associated with specific noise 
intrusions, etc.) were statistically significant, the effects of noise were 
generally small. 

A second study in progress at the time of writing is intended to assess the 
effects on sleep of a sudden c~ssation of nocturnal noise intrusions. Sleep 
patterns and noise exposure of test subjects in the same aircraft noise neigh­
borhood were monitored immediately before and after a change in flight paths 
re-routed aircraft away from their homes. Although data collected in this study 
have not yet been fully analyzed, it appears that differences in sleep quality 
before and after the cessation of intense noise exposure will not be great. 

Yet a third study conducted at the same time required test subjects to push 
a button on their bedsteads (in their own homes) whenever they awoke during the 
night. A laboratory computer logged their times of awakening over special tele­
phone lines. Differences in this "behavioral awakening" method of assessing 
sleep quality in the time periods before and after cessation of overflights were 
also very small. 

In short, although it remains possible that certain segments of the popu­
lation may suffer profound sleep disturbance from nocturnal noise, it seems 
likely that human beings are sufficiently adaptable to learn to sleep tolerably 
well even in high noise environments. Whether people should have to sleep in 
such noisy environments, and what long term costs may result from slight chronic 
sleep disturbances, are issues that go beyond scientific studies of sleep dis­
turbance. 

IV. Summary 

Community response to noise exposure is becoming increasingly well under­
stood as research into the effects of noise on people progresses. Certain 
effects are already well appreciated (speech interference, for example), while 
others are only now being appreciated {i.e., annoyance). Better understanding 
of some noise effects such as heariug damage risk, physiological stress, and 
sleep interference has alleviated exaggerated fears of extensive health hazards 
of noise exposure (5, 6, 7). Better understanding of other noise effects (pri­
marily annoyance) is indicating a more substantial problem than had been pre­
viously expected. 

Understanding of effects of noise on individuals remains more advanced than 
understanding of the effects of noise on groups of people. Information about 
n o ise effects from research already in progress or currently planned should make 
it possible, however, to propose models in the near future that will bridge the 
gap between individual and community reaction to noise exposure. 
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SUMMARY - A slow departure of a flow around or through a solid body from steady 
conditions has to be represented analytically when the stability of the motion is 
investigated. In such a representation, the concept of a "slow" perturbation of 
the flow (under conditions of "quasi-steady flow") is usually employed. The 
nature of this assumption is examined and a method of relaxing it is explained. 

INTRODUCTION 

Aircraft, ships and other marine craft, pipes, buildings and sea-bed rigs are all examples 
of mechanical structures that are subjected to loading actions caused by fluid flow around or 
through them. These loading actions commonly pose questions of two sorts (aside from those 
associated with manoeuvring): 

(a) questions of strength 

(b) questions of stability. 

Both require specification of the fluid actions. 

At least for problems in which the flow is steady, questions of strength are dealt with in a 
huge literature. They represent one of the classical fields of fluid mechanics. Stability is 
a much more subtle matter, though of course it is sometimes crucially important. This latter is 
the subject of the present paper. 

Typically, we shall enquire into the time variation of a loading action (i.e. a force, a 
moment or more generally a generalised force), ~F say, that is associated with a small variation 
of the flow about a steady state when this perturbation is brought about by a small disturbance 
of a structure. To do this we shall outline some recent research and, in doing so, attempt to 
frame an answer to a question whose significance will first be explained: What exactly is implied 
by the concept of quasi-steady flow that is usually adopted in the linear theory of unsteady flow? 

That there is a serious problem here can be seen from the following argument. The fluid 
action, and hence the deviation ~F of that action, is determined by the flow (and hence by the 
flow deviation) at any instant. But the flow deviation at any instant t is determined by the 
disturbance, ~~ say, of the structure not merely at that time but at all previous instants; this 
is because the flow is only adjusted gradually when the structure· moves. It is not strictly 
true, therefore, that ~F(t) depends simply on ~~(t). 

'RAPID' AND 'SLOW' ADJUSTMENT OF FLOW 

Consider the motion of a vertical elastic tube that is clamped at its upper end and free at 
its lower. If water flows down the tube, conditions may arise in which the system becomes un­
stable and oscillates messily from side to side.(l) If, here, ~F represents some form of gener­
alised horizontal force exerted by the water on the tube we should intuitively assume that ~F(t) 
depends accurately on the disturbance of the tube (in some sense) at time t. In other words, we 
should expect the flow to adjust 'rapidly' to the disturbance of the tube. In fact if this 
assumption is made, the predictions of theory are quite accurate.(l) 
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Figure 1. 'Slow' adjustment of a fluid flow 

(a) A symmetrical aerofoil placed in a steady airstream 
showing the direction of the lift force L. At the 
instant t = 0, the angle of incidence is suddenly 
changed from zero to the small finite value o.. 

(b) Sketch showing the variation of L and of the angle 
of incidence with time. 

L 
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At the other extreme consider a symmetric aerofoil placed in a steady airstream, as in fig. 
l(a). Suppose that, at the instant t = O, the angle of incidence is increased from zero to some 
value o.. The lift force L might vary somewhat as shown in fig. l(b\, only settling down gradually 
to its steady value. This is because the sudden alteration of incidence demands a change of circ­
ulation in order that the after stagnation point may be held at the trailing edge. A vortex is 
shed into the wake and it materially affects the flow around the foil (and hence L) until it is 
well downstream. 

We have here a system in which the flow adjustment is 'slow'. In effect the flow may be said 
to possess a 'memory'; for during the interval 0 < t < T (fig. l(b)) the fluid 'remembers' that 
there was a previous condition ( t < 0) in which there was no angle of incidence. 

Evidently, a flow may or may not possess a memory in this sense. Now it is common, when 
analysing such problems as these, to assume that the flow does. not possess one. It is argued that 
provided the motion deviations ~~ all occur sufficiently slowly, the deviation of a fluid action ~F 
at any instant will be determined by the pre:vailing deviation ~~. T~1e argument is a loose one but 
it appears to be tenable. The purpose of this paper is to examine this argument, to attempt to 

45 



place it on an analytical footing and to point out an alternative a.pproach that appears to be much 
less vulnerable. 

It should be mentioned that in one type of analysis this assumption of quasi-steady flow has 
long been discarded. This is in the aeronautical context of sinusoidal motions exactly at a 
flutter boundary.(2) 

SLOW MOTION DERIVATIVES 

For the sake of definiteness consider a ship model that is towed along a towing tank with 
constant velocity U. As it progresses down the tank, suppose the model is given a small para­
sitic motion of drift (or 'sway'), the velocity being v measured positive to starboard. The sway 
motion will cause the model to be subjected to various hydrodynamic loading actions, perhaps the 
most obvious of which is a net force ~y exerted upon the hull in the athwartships direction. Let 
~y be positive when measured in the positive direction of v. 

Taking ~Y(t) and v(t) as typical deviations of loading action and disturbance we may note 
that 

~Y(t) ~Y(v, t; previous values of v; U and other constant parameters). 

Suppose that the value of v at any instant t - T may validly be expressed in the form of a Taylor 
series: 

v( t- T) = 
2 3 

v(t) - -rv(t) + ~! v(t) - ;! ·v-·(t) + ••••• 

Thus we may write in this event 

~Y(t) f(v, v, V, ... , t) , 

where the form of the function f( ) depends in part on the value of U and the other constant 
parameters • 

If the expression for ~Y(t) is now expanded as a Taylor series it is found that 

6Y(t) = Y v(t) + Y.V(t) + ·Y .. ii(t) + •••• 
v v v 

(1) 

where 

y allY 

/ v = o = v = v· = .•. v av 

Y. allY I o .. • .. v aT v= =v=v= ••• 

etc. 

In writing this series we ignore, for example, the practical objection that it is unclear how one 
can vary v while holding vat the zero value in forming Y •• v 

At this point we adopt the heuristic argument that, if the parasitic motion is 'slow', the 
time L/U for the model to travel its own length Lis much less than L/v, v/v, v/v, ••• ; whence 

• vU 
v<<L 

•. v-u 
v<<L (2) 

Under these conditions it seems reasonable to curtail the ~ylor series so that, for slow motions, 

~Y(t) Y v(t) + Y.v(t) 
v v 

(3) 
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It is not suggested that the derivation of this result wil,l withstand c~ose · scrutiny- only that 
a partial justification has been given for a relationship that can t?e ~eg!i:r:ded as purely empirical. 
The constants of proportionality Y , Y. are known as 'fluid derivatives' • v v . . . . 

It will be noted that, in this formulation, the force deviation t::.Y at any instant is deter­
mined by the parasitic motion at that instant. That is, there is no 'fluid memory'. It is 
worth recording that in practice, where a linear representation is in order this type of result 
is very satisfactory when memory effects are obviously negligible.(l),(2) 

It is a relatively simple matter to measure the value of Y for a model. The model has 
merely to be towed along the tank with a slight (constant) angl~ of yaw, .so that v is zero while 
v is not. Unfortunately there is no known practical method of mea!?m".ing Y. directly and it is 

-largely to meet such deficiencies as this that the Planar Motion Mechanism (PMM) was developed. 
(3},(4) 

USE OF THE PLANAR MOTION···fMECHANISM · 
i 

t 
,,.,: ..... ---~. .. 

~ -' 
For our present purposes, a planar .motion mechanism may be fegarded as a device that wiil 

impart a sinusoidal v;a.ria tiorr '-of v on the model as it progresses ~:along the towing tank and will 
measure the correspondirig .sway force t::.Y while it does so. The Ihethod by which Y. is measured, as 
it was originally conceived,'(3) may be explained in terms of equation (3). A so~ewhat more com­
plete discussion (starting from equation (1) and leading to the s.ame conclusions) in which an 
attempt is made to explain the role of memory effects is giv~n iJ -reference 4. 

[' 

If the lateral displacement is 

y y
0 

sin wt 

so that 

v v
0 

cos wt wy
0 

cos wt 

equation (1) becomes 

t::.Y(t) v ( Y - w2Y .. + w4Y:: - . . • ) cos wt 
0 v v v ~ 

N ,.. 

Yvvo cos wt - Yvwv
0 

sin wt , (4) 

· ;• ., ···- ~ .,. .;_.;.. 

where y ' Y. are 'oscillatory coefficients'. The PMM is a device that will permit y ' Y. to be 
measureX (5f, since it embodies force transducers that measure components of force invphaXe with, 
and in quadrature with the displacement y. 

The oscillatory coefficients are dependent upon w,, the driving frequency, and if they are 
measured and plotted as functions of w, they might have some such ;forms as those shown in fig. 2. 
Notice that practical difficulties attend measurements at very low and very high frequencies w but 
that, as we have already mentioned, an independent measurement may be made of Yv for w=O by means 
of an oblique towing test. 

To find Y. we make use of the fact that, according to equation (4), 
v 

Y. 
v 

limY. 
w40 v 

( 5) 

In other words the r _equired derivative is found by extrapolating the Y. curve and finding its 
intercept wit£ the axis w =0 as indicated in fig. 2,(b). Aside from p~rmitting this extrapolation, 
the curve of Y. is held to contain much valueless information. This view is sometimes buttressed 
by the assertiXn that ships are essentially "low frequency devices" and the "high frequency con­
tent" of any manoeuvres of which they are capable is very small. 

B,y means similar to this, expressions may be found for the fluid actions associated with small 



disturbances. The theory is linear and the disturbances are 'slow'. If in fact the disturbances 
are rapid, so that adjustment of the· fluid flow does not follow the disturbance even approximately, 
then this form of representation breaks down. The theory has the attraction of simplicity and is 
apparently logical even though the criterion of 'slowness' (2) seems to lack precision. 

(a) 

(b) 

Figure 2. 

0 

y 
v 

= = ~{w) v 

w 

n 

w 
0~--------------------------~-------------

' 

Sketches showing the variations of the oscillatory 
coefficients Yv andY. with frequency. v 

(a) T,ypical curve obtained from the measurement of 
sway force component in phase with sway velocity. 

(b) A curve for sway force component in phase with 
sway displacement. 
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LINEAR THEORY OF FUNCTIONALS 

The theory of 'functionals' permits account to be taken of memory effects (6) and it gives 
rise to a simple linear approximation based on the familiar technique of convolution (7). To 
illustrate what is implied we may again examine a parasitic sway motion of a ship model. 

t = 0 

Figure 3. Step displacement of a ship model which is under way. 

Suppose that the model follows its straight path with velocity U until, at the instant t=O, 
it suddenly makes a unit step to starboard. Thereafter the model proceeds with its r~erence 
motion e~ain (fig. 3). The parasitic sway motion may be expressed in the form 

v(t) = 6(t) • 

where &(t) is t.1e Dirac delta function. The variation of v(t) is as in fig. 4(a) while that of 
the athwartships fluid force ~Y(t) might be as sketched in fig. 4(b). The function hv(t) is the 
special form of ~Y(t) which is generated by the unit step sideways. 

v(t) 

0 

Figure 4. 

t 0 

Variation of quantities during the motion 
illustrated in figure 3. 

(a) Sway velocity to starboard_ 

(b) Fluid sway force acting to starboard. 

t 

In point of fact the curve of fig. 4(b) is a gross ~versimplification. Although it is not 
possible to measure hv(t) directly, because the corresponding motion v(t) cannot be imposed 
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accurately, it is possible ~o m~asure its Fourier c~ansform Hv(w). This is really what the PMM 
does.(8) The curve shown 1n f1g. 2(a) as that of Yy can be_interpreted as that of the real part 
of Rv(w), ~(w) say. Similarly the curve in fig. 2tb) for Y. is also that of ~(w)/w, or 1/w 
times the imaginary part of Hv(w). v 

The non-zero asymptotes in fig. 2 imp1y that there are delta functions 1n hv(t) and in fact 
(7) 

~6(t) + n o(t) + h*(t) 
v ' I (6) 

h ( t) v = 
d 

- ~o(t) dt + n o(t) + h~(t) 

where h~(t) is a well behaved function without ~elta functions (although it still may not resemble 
that of fig. 4(b) at all closely). The term ~o(t) tells us that th.e variation of flY that is 
associated with the sudden unit step to starboard is dependent partly on the instantaneous sway 
accelerations of the model. The term no(t) indicates that the variat~on of /1Y depends partly on 
the inst~ntaneous sway velocity. Finally, ~~(t) embodies the memory effect. 

v(t) 

0 time 

T 

li'igure 5· A possible variation of sway velocity with time. 

Suppose that the ship model executes some sway motion such as is represented in -fig. 5. The 
corresponding variation of /1Y may now be written down in the form of a convolution in~egral on the 
assumption of linearity. That is to say 

't 

11Y[v(t)] = f hv( T )v(t- ·r)dt (7) 
0 ' 

With the expression (6) for hv(t), this becomes 

11Y(v(t)] ~ v(t) + n v(t) + L h~(t)v(t- t)dt. (8) 
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INSTANTANEOUS FLUID ACTIONS 

This consideration of the form of hv(t) leads to a fresh approach to 'slow motions'. We 
have seen that large memory effects are associated with rapid disturbance of the structure and/or 
with slow adjustment of the flow. If the disturbance of the structure is slow, or the flow 
adjustment is rapid, then the concept of a slow motion derivative is invoked. 

The criterion used when derivatives are introduced is the somewhat unsatisfactory one quoted 
in equation (2) and it refers of course to the slowness of the structural disturbance. It has 
been suggested (6) that a more appropriate criterion would relate to the rapidity of the flow 
adjustment. In the terms of the special case we have discussed we can specify instantaneous 
adjustment of the flow by the requirement that 

z;;o ( t) . ( 9) 

If the flow has no memory (i.e. if it adjusts instantaneously to a small structural disturb­
ance) then equation (6) leads to the result 

~Y(v(t)] ~ v(t) + (n + z;;)v(t). (10) 

The PMM results are then of the form sketched in fig. 6 and if equations (3) and (10) are compared 
it is seen that the constants of proportionality in the former are given by 

(a) 

(b) 

n + r;, Y. 
v ~. (11) 

w 
0~------------------~---------,---------------

y 
v 

H1 (w) _v __ 

w 

0 

Y. 
v 

Figure 6. 

I 

n + r; 

w 

The special forms of the functions of figure 2 
when there is no fluid memory. 

(a) Sway force in phase with sway velocity 

(b) Sway force in phase with sway displacement 
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The advantages that might perhaps be claimed for this approach are that a straightforward 
and unambiguous criterion of instantaneous loading is employed, that there is no necessity to 
invoke the Taylor series when it is not strictly valid and that the dependence on v(t) and v(t) 
is shown to be a physical truth rather than an inspired guess. 

AN AI.TERNATIVE DEFINITION OF 'SLOW MOTION' 

Once again suppose that the value of v at any instant ( t- T) may be validly expressed, in the 
form of the Taylor series 

v( t- T) 
T2 .. (-l)n1 n 

v(t) - TV(t) + 2T v(t) + ... +- n! vn(t) + •.. (12) 

so that the sway force (8) is expressible as 

00 

t.Y[v(t)] [n + f h~ (T ) d T] V ( t ) + [ ~ f T h~ (T ) d T] V ( t ) 
+ v(t) I T2 * 

2! 
hV(T)dT 

-oo 

. . . + 
(-l)nvn(t) f Tnh;(T )dT + .•. (13) 

n! 

The first two terms of this series have been examined under the special condition h*(t) = o(t), 
and shown to correspond to the slow motion derivatives. The other terms associated with the 
higher time derivatives of the motion can be shown to correspond to the oscillatory coefficients 
of reference 4. 

It is reasonable to assume that h*(T) decays, so that after a time, T* say, the response 
function is zero. This makes it possible to find an allow:~nce for a limited memory effect. The 
previous series may be written in the form 

00 

+ .T;~ v(t) f (T:) 2
h;(T)dT- ... + i:_:J_):~T*)n vn(t) f (TT*]n h;(T)dT + ••• (14) 

where the integrals all have finite values because 

and 
h~(T) = 0 

(T/T*) < 1 

for T > T*, 

The convergence of the series depends on the motion v(t) and is seen to require that 

v(t) > T*v(t) > T*2v(t) > ••• (15) 

Thus it is seen that the assumption of slow motion in PMM tests is justified provided that the 
driving frequency w is less than 1/T*. 

The application of slow motion theory is therefore very dependent on the 'life', T*, of the 
impulse response function h*(T). If the life is very short, it can safely be assumed that the . . . v . . . . . . 
:flu1d force 1s determ1ned at any 1nstant by the preva1l1ng mot1on. If the l1fe 1s long, the 
assumption that the motion is 'slow' is of very limited value and can only be made with confidence 
when the disturbed motion is truly steady, as in the oblique tow test. 
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ON THE HYDRODYNAMIC FLUTTER ANOMAL V 
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There has long been an unexplained discrepancy between the experimentally 
observed behaviour of fluttering hydrofoils and the theoretical descriptions of 
it, based in extensive and successful aeroelastic experience. We demonstrate 
some basic limitations of the classical bending-torsion flutter theory by 
reformulating the problem to include a third degree-of-freedom that caters for 
cambering distortions of the hydrofoil; and we establish, on the basis of the 
available incompressible two-dimensional, potential flow flutter derivatives, 
that this new coupling is dominant for a realistic range of geometrical and 
structural parameters in the regime of very low mass ratio. The results apply 
to any appropriate fluid. 

NOTATION 

COIIIplex Tbeodorsen function representing flow unsteadiness 

square matrix of circulatory fluid force coefficients 

total energy, S\111 of kinetic and potential 

real part of C(k) 

~leigh Dissipation Function 

Uft fOI'ce coefficients for displacement modes i 

pitching fOI'ce coefficients for displacement lllodes i 

~r force coefficients for displacement modes i 

fluid speed 

.positive nondi111ensional distance of pitch axis aft of lllidchord 

sellichord (Fig.2) 

tl'llnalatianal 110tion coordinate 

reduced frequency, w/U 

reduced llodal frequency, wib/U 

~~ass of foil section of unit span 

stre-ise coordinate (Fig.2) 

nondi~~ensional separation of section centroid aft of pitch axis 

dowmrard displace111ent coordinate (Fig.2) 

aDgle of pitch 110tion coordinate (Fig.2) 

IIOdal stiffness para~~eter, (w/wiJ)2 

IIUS ratio, •/wpb2 

fluid density 

caJIIber 110tion coordinate 

frequency of vibration 

frequency of vibration in mode i 

INTRODUCTION 

The art of predicting the occurrence and nature 
of flutter instabilities of aerofoils and related 
aeronautical structures is very finely developed 
and both the practitioner and the scientist 
profess it, each according to his need, with con­
fidence and success. In particular, its para­
metric vagaries and sensitivities are well under­
stood. It is disappointing, then, that aero­
elastic theory, so extensively tested, fails to 
describe convincingly the seemingly similar 
dynamic behaviour of the hydrofoil. And this is 
the more puzzling in that the discrepancies 
between conventional flu~ter theory and hydro­
dynamic reality are not simply quantitative but 
rather phenomenological. The easily identifiable 
differences between the fluttering aerofoil and 
hydrofoil are three: the hydrofoil normally is 
subject to the influence of a liquid interface; 
it is also prone to cavitation; and it operates 
in a fluid that is relatively very dense. For 
the purposes of formulating an effective test of 
theory, the first two factors can be eliminated 
so that conceptually the two foils have exactly 
the same perspective, differing only in the 
magnitude to be assigned to a parameter that 
describes the density of structure relative to 
that of fluid. Yet the discrepancy remains: 
even in the best of all comparisons theory 
fails to account for reality. Figure 1(a) 

illustrates the essential anomaly: the experimental data obtained by Woolston and Castile (1) 
for a range of the mass ratio ~ = m/npb2 , a nondimensional parameter used as an index of 
relative fluid density (actually the ratio of the structural mass to that of a circumscribing 
cylinder of fluid for a representative spanwi~ section of unit extent), is not described at all 
well by classical "bending-torsion flutter" theory, at those values of~ appropriate to hydro-
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dynamic conditions. In that figure the regime 
shaded pertains to unstable oscillations (which, in 
practice, are rapidly destructive), the boundary 
delineating the critical flutter state of self-
excited vibration, according to Henry et al (3). 
Vigorous and thorough attempts have been made over 
23 years to account for the anomaly, with only 
partial success. The effect of more realistic 

10 
(a) 

..0 
l:f 

-,---r T-.~ --,---,r~ -~--.---~1--,-----,--~l 

~=8 

At,=-0-20 

Q=-o-54 
Xa:= 0·22 

(27-38--4) 
WING A 

representations of the effects of viscosity, of 
finite span, of foil geometrical parameters such as 
sweep angle, and so on have been widely and 
rigorously examined without revealing essential, 
qualitatively new insights. These efforts are most 
recently reviewed by Abramson (2) who remarks, 

3 I .._____ _ _J____._------'--_L_J'-_L_J~--L____._________.___-'---L~.L...J 

~tor---.--.-.~~~~--~-.~~~~ 
::> 

inter alia, on the sensitivity of flutter calculations ffi 
to extremely small changes in system parameters in ~ 
the regime of~ of hydrodynamic interest, as well as ~ 
on the intensive efforts to refine the basic dynamic ~ 
formulation of the flutter phenomenon. The former ~ 
fact is well exemplified in the account given by a 
Martin and Tulin (4) who describe the remarkable ~ 
sensitivity of flutter behaviour to the most minute ~ 
changes in the sweep angle of an hydrofoil. The ~ 
matter of dynamic formulation of the flutter problem, ~ 

!~0~o!sd~~~~td!:~~~~~1a~n~t~!n~~o~h~~da~~e~!s;~c~h!~h ~ 
which we now offer what seem to be new insights. 

MODAL CONVERGENCE 

(b) WING 8 
(30-42--4) 

EXACT FLUTTER THEORY 0 

DIVERGENCE (TWO DIMENSIONAL) 
THEORY. 

In Figure 1(b) are compared the like experimental O·I..___ __ .________._._.____.___._...__._~--~-----J~_.___.__.___._.L.LJ 
data with two theoretical statements the first of I 10 100 
which, the classical 3-mode flutter theory, represents MASS RATIO 1.1 
the most primitiVe refinement Of the classical bending FIGURE 1. (a) The hydrodynamic flutter anomaly, illustrating the 

• • • • , incompatibility between classical aeroelastic theory 
torSlOn flutter ln Whlch a bend1ng deforrnatlOn Of the (full line) and measured datE! (Woolston and Castile [l]) in the region 

foil couples' through the classical circulatory forces of low value~b~f ~~:: ~::!~;es of the hydroelastic anomaly illustrating, 

of steady-state vibration with a torsional (or firstly, the sensitivity (at low values of mass ratio) of the flutter 
• • ) ' • • theory to modal representation and secondly, the relevance of divergencE 

pl tChlng mode Of deformatlOn tO perml t the transfer instability to the experimental dat'-'1 (of Woolston and Castile [1] • 

Of eneV>gy fr th fl 'd t t th f '1 t t adapted from Fig. 9 of Henry, Dugundji and Ashley [3]. ... om e Ul S ream 0 e Ol S rue ure * The exact theory results from the solution of the bending· 

to sustain oscillatory motion. The refinement con- torsion differential equation. The 3-mode theory relies on 
• • • • • • a Rayleigh-Ritz formulation using two bending modes and a 

SlStS of the addl tlon of a thlrd mode, ln thlS case torsional mode. 

the first harmonic bending mode, as a possible candidate as a third degree of freedom in the 
dynamic representation of the flutter motion of the foil. But the qualitative difference is 
effectively nil - the anomaly remains. Also shown in that Figure is the result of the exact 
theory, which is exact in the dynamic sense only, inasmuch as the approximate modal type of 
representation is not used at all, but rather the foil is represented, as to its deformation 
state at flutter, in exact continuous form by partial differential equations of motion on the 
assumption that whereas no restriction is placed upon spanwise deformation, chordwise sections 
remain structurally rigid - so that no camber is tolerated. Up to ten modes (4) have been 
used as approximations to this exact representation but, like the exact dynamic formulation, 
these efforts do not match the experimental data. But they do reveal a significant sensitivity 
of the location of the flutter boundary to the modal formulation in the region of 2<~<5; and 
the hydrofoil has ~ < 0·5 approximately. That the hydrodynamic flutter phenomenon is dependent, 
in explanation, on a proper statement of its dynamic or modal representation has been noticed 
before, first by Henry et al (3) who referred to the "peculiar couplings" related to the 
asymptotic behaviour of Figure 1(a). But this dependence does not seem systematically to have 
been explored; and efforts have been concentrated on the incorporation of the higher spanwise 
modes, after aeroelastic practice. In this work, we show that chordwise or camber deformations 
of the foil section are influential, if not definitive, at low values of the mass ratio,~< 1. 
But this is demonstrated for a two-dimensional foil section in the expectation that finite span 
effects do not materially change the phenomenon. 

Thus, the critical flutter motion, a sustained linear harmonic oscillation is assumed,as in the 
classical Rayleigh-Ritz manner, to be a linear combination of three modes of natural vibration 
of the two-dimensional section, 

z(x,t) = L K. z.(x,t) 
i=l l l 

3 

K. I r. zi(x,t) 
Ji=l l 
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where the oscillatory constituent modes z. are 
l 

h(t) H iwt 
z1 = = e 

a(t) p (x-ab) e iwt 
Z:z = 

~;(t) Q [1-(x/b) 2J iwt 
z3 = = e 

in which H, P, Q are the modal amplitudes, respectively, 
a and of chordwise parabolic cambering 1; - figure 2. 
Of these, the first two modal coordinates h, a (modes 
1 and 2) correspond in a finite foil to bending and 
torsional modes of deformation, the section remaining 
rigid chordwise. The third camber mode 3 we introduce 
newly as a means of testing the modal convergence of 
a two-mode representation of the dynamic state. In 
other words, we expect the flutter boundaries pre­
dicted by the two-mode (binary) formulation to be 
significantly different from those arising out of 
the three-mode (ternary) formulation based on the 
inclusion of a camber mode - in which case, the 
question of the relevance of higher camber modes is 
raised; and the relevance of higher spanwise modes 
becomes questionable, as to the essence of the 
phenomenon, 

Finally, the intrusion of divergence instability 
(in which the foil suffers an unbounded aperiodic 
displacement when disturbed rather than the un­
bounded oscillatory response of the flutter condition) 
at low mass ratios is highlighted by Figure 1(b). We 
have further comments to offer on this, below, as it 
may be influenced too by camber effects. 

CAMBER AND OSCILLATORY FORCES 

of vertical translation h, of pitching 

~~t:a? 
CAMBER/ 

llE iz TEl 

The modal formulation of the flutter equations of 
motion requires access to expressions for the 
oscillatory fluid forces as functions of the flow 
regime. These are available in standard form for 

FIGURE 2. Representation of displacement and distortion of 
the two-dimensional foil section by vibration 
modes of translation, pitching and chordwi se camber. 

classical modal couplings, and they are available 
through the work of Spielberg (5) for two-dimensional, incompressible potential flows around 
parabolically cambering aerofoils and are tabulated by him, specifically, for the three modes -
Figure 2 - of interest here, as functions of the degree of unsteadiness of flow expressed by 
the reduced frequency k = wb/U, the regime Strouhal number. He applied his flutter force 
coefficients tentatively to ternary aerodynamic flutter without conclusive result, and his work 
lay neglected for nearly a decade until applied to hydrodynamic flutter by Bendavid (6), under 
the direction of one of the present authors, again wi tJ, very limited and inconclusive results. 

In applying Spielberg's derivations now we use directly his statement of forces L, M, N 
resulting from unsteady fluid pressures around a flat-plate representation of the foil (so 
that foil profile is ignored) for each of the three modal harmonic motions. Thus 1 

~ = 1 i ( 2/k) C(k) 

L 
~ - (2/k2 ) C(k) - i [1 + 2 C(k)]/k a = 

L = 3/y. + (2/k2 ) C(k) i [C(k)] /k 
1; 

Mh ~ 

M = a 
3/s i/k 

M = 3j8 + 1/k2 + i/2k 
1; 
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Nh = 3 Ia,, i [C(k)] /k 

N = 3/a (1/k2 ) C(k) - i [1 + C(k)]/k a 

Nr; = 7 + (~2) + (1/k2) C(k) - i [C(k)]/2k, 
12 

are, in three triads, the constituents respectively of L, M, N as governed by the three motions 
h, Cl, r;; each is frequency dependent thro·~gh the reduced frequency k; and C(k) is the frequency 
dependent Theodorsen function which describes amplification and phase deviations from steadiness. 
These force coefficients are incorporated, in the standard way, into the equations of motion 
for sustained harmonic motion at flutter. 

THE EQUATIONS OF MOTION 

A perfectly conventional analysis of the motion of the foil having the three degrees of freedom 
of Figure 2 and of equation (1) results in the three non-dimensional equations of dynamic 
force equilibrium below, exposing the balance between inertial forces, elastic forces and, on 

the righ:T~ si~;;~~id JI [ ;;::] + " [ •t'(~ +a:l•!:;'.;J [~ l 
1 

Ll; Lh L -(- +a)L h/b = a 2 h 

1 M c(~ +a)(La.+Mh)+(~ +a) 2Lh M -(.!_ +a)L a M -(- +a)L 
h 2 h l; 2 l; 

Nh N -(.!_ +a)N N r;/b (2) 
a 2 h l; 

in which the unknown flutter frequency is w; and the unknown fluid stream speed U at which a 
sustained oscillation becomes possible - the critical flutter speed that is transitional between 
stability and instability - is irrplici t in the natri.x of fluid forces of the right-hand side. 

This becomes explicit, for the sake only of illustration but not of solution, if equations (2) 
are developed in particular form for the case a = -0·5 (the pitching axis being then at the 
quarter-chord station) and under the approximation C(k) = F(k), the imaginary component G(k) of 
C(k) being ignored. Then equation (2) can be wraught as the matrix equation 

Aq + Bq + Cq = 0, (3) 

where q is the column {h/b, a, t;} of modal amplitudes and A, B, C are square matrices of force 
coefficient elements. Precisely, 

A""~ 1h ,,, J + [:, 1;2 3

/4 J 1;2 7/12 1;3 3/a 3/ B 
(4) 

2/3 1/3 8/15 3/4 3/a 7/12 

is the symmetric inertia matrix having a structural component directly related to the mass ratio 
~. and a virtual (fluid) inertia component which (for low ~) is always significant if not 
dominant (unlike the aerodynamic case for high ~); 

1 -~ J (5) 

1+2F F 

1+F ~ 
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is the asymmetric fluid damping matrix, approximately representative of k+ 0 if F+1, and of 
k+- 00 if F•~ because of the properties of C(k); 

c ::: 

which includes both structural stiffness components, on the diagonal, and asymmetric "fluid 
stiffness" components (the circulatory terms) appearing as simple functions of F. 

The forms of the matrices A, B,._ C are . of peculiar significance, as is later made clear; but 
the more general equations (2) we have solved in the standard fashion, particular care having 
been taken, through comparative and interpolation procedures, to ensure that the fluid forces on 
the right-hand side are properly and exactly matched (as to dependence on frequency parameter k) 
to the eigen-values k that the solutions yield. 

TERNARY .FLUTTER 

The harmonic solutions of equations (2) we present for two values of a, which pr~scribes the 
chordwise station of the pitch (or "elastic") axis, in each case for a foil section that is 
inertially symmetric about its midchord and, moreover, that has a uniform chordwise distribution 
of structural mass; and, throughout, for a fixed ratio of stiffness in the translational 
freedom (mode 1) to that in the pitching freedom (mode 2), the parameter A ::: (wh/w )2 being 
then fixed at a practically relevant value, namely, 0·7. On the other hang, the segsitivity 
of the flutter stability boundary is tested, as a function of mass ratio~' for a wide range -
see Figure 3( a) - of the stiffness parameter A ::: {w /w )2 which defines the camber mode 3 
stiffness in ratio to that of the pitch mode 2~ Ea~h gurve of Figure 3(a) delineates, for the 
designated A , a flo~ speed regime such that points ( ~ ,U/w b) located above the boundary 
represent a §tate of divergent oscillatory instability. a 

.D 
~3~--~~-----+--~-------------r--~~~----~ 
::::) 

1 MASS RATIO ~~ 0.1 MASS RATIO IJ 
(b) 

Binary Flutter 

a--o.s & Ah= 0.7 

10 100 

(a) The dependence of flutter stability boundaries on the mass ratio ~ccording to ~he tern~ry fo~mulation bas~d on transla,­
tion (mode 1), pitching (mode 2) and section camber (mode 3) for a var~ety of chorw~se sect1on st~ffnesses desJ.gnated through 
the structural frequency parameter >-~; = (w~;l'!'a )2. The. pitch. axis is ~t the quarter-chord station (a = -0. 5). 
(b) the several consti tt,lent binary formulat~ons, each 1nvolv~ng cl!ll.lpl~ng only of two of the three modes. 
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The Figure reveals three characteristic and discrete branches: 

Branch 1 exists for high l..l and low A c:; 

Branch 2 exists for intermediate l..l and for all A 
c:; 

Branch 3 exists for very low l..l and for all A 
c:; 

some pairs of branches mutually intruding (as do Branches 1 and 2), some mutually coalescing 
(as do Branches 2 and 3); and some displaying less lucid features. Wherever mutual intrusion 
occurs, a region of double-instability exists by which is meant a regime in which either one of 
two distinct unstable flutter modes is possible. One such regime is shown shaded in Fig.3(a). 

CLASSICAL AND BINARY FLUTTER 

An interpretation of the ternary boundaries is provided by viewing the corresponding binary 
(two degree-of-freedom) solutions which are obtained by the repeated solution of the equations 
(2) taken two at a time. The three binary solutions, each representing a characteristic modal 
coupling duet, we display in Figure 3(b), and each has practical meaning if the third, super­
numary mode can realistically be suppressed. The superficial resemblances between parts (a) 
and (b) of the Figure make it easy to link the ternary Branch 1 with the binary coupling 1-3; 
much (but not all) of the ternary Branch 2 with the binary coupling 1-2; and the ternary Branch 
3, at very low l..l, with no binary counterpart. Further, for the binary 2-3 coupling we find no 
ternary correspondence. These similarities and disparities are reinforced by comparisons of 
corresponding flutter frequencies along the critical boundaries and, likewise, of corresponding 
amplitude ratios. The latter, r. of equation (1), are the ratios of the oscillatory flutter 
amplitudes of each of the constifuent modal coordinates which, in combination, form the total 
flutter deformation z. The ratios r. are indicators of the significance of the involvement of 
a mode in the flutter coupling. 1 

The binary flutter boundary 1-2 of Figure 3(b) has, of course, a second significance inasmuch 
as it is the classical primitive solution - and the ternary deviations from that single binary 
branch constitute the effect of adding the third, camber degree-of-freedom to the conventional 
analysis. The two analyses become identical when 
that mode is suppressed and this we attain, con­
ceptually, by considering increasingly high 
values of the parameter A so that, in the limit, 
the camber stiffness is i~finitely great the 
chordwise section becoming then rigid. Indeed, 
for relatively small values of A >1, the ternary 
Branch 1 of Figure 3(a) becomes 5pwardly very far 
removed so that the Branch 2 dominates behaviour, 
offe~ing then the least critical flutter speed. 
And, for the larger l..l appropriate to aerodynamic 
flutter, this ternary Branch 2 is indistinguishable 
from the classical binary boundary. But for yet 
realistic values of A , there persist, for the 
lower l..l, flutter bran&hes that the classical for­
mulation cannot reveal and that cannot be 
approximated by alternative binary couplings 
embracing the newly introduced camber mode. This 
suggests that whereas modal convergence is 
satisfactorily attained for larger l..l, the 
uncertainties of modal convergence inherent in the 
Rayleigh-Ritz dynamic formulation that we earlier 
remarked upon at the binary limit, l..l~1, remain and 
extend even to very low l-l· The refinement afforded 
by the relaxation of the chordwise rigidity of the 
foil section is still probably gross. 

Figure 4, showing the ternary regimes for a section 
pitching about the midchord point, generally con­
firms these notions and serves also to highlight, 
by the shading of the classical 1-2 binary region, 
the persistence of a dominant flutter branch 
down to the lowest values of mass ratio. 
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DIVERGENCE INSTABILITY 

The equations (2) have nonperiodic solutions, w=o and so k=o~which can be extracted immediately 
from the singularity condition applied to the determinantal minors of the matrix of equations 
(6). For then C(k) = F = 1 exactly; and the vanishing of any determinantal minor corresponds 
to the total potential energy of the system becoming non-positive definite. The associated 
static instabilities are the divergences. 

Because of the zeros in the matrix the ternary singularity is coincident with that of the 2x2 
for coupling o:F ,..,- ,tes 2 and 3. It follows that the critical divergence speeds are given by 

~ 
U/w b = (lllJi)\ 

0. 

where lJi is a root of the quadratic equation 
2 

lJi - 7/alJ! + 14/4sA 
---' 

0. 

The speeds ( 7), which do not involve the mode. 1 
and so are independent of the stiffness parameter 
~' are plotted in Figure 5 being there labelled 
"~-2-3 and 2-3". Because lJi above is double­
ta.l:.led for any A , there exist in general two 
bounds on the re~ion of divergent instability, as -4 
illustrated in the Figure for A =0·5. For lower 
values the region of instabilit§ is more extensive, 
reaching the horizontal axis U/w b=O, for A =0. 
There is an upper limit to A wh~ch causes ~he 
instability to vanish comple~ely and this is easily 
found as A =0·615 being that value that first 
renders th~ roots of the above quadratic complex. 
Real foils will normally have /, ·1 so that the 
coupled 2-3 divergence conditio~ is then dominated 
by a second divergent instability, labelled 1-3 
in Figure 5 which is actually a divergence in the 
single camber mode. Thus, the critical speeds are 

U/w b 
a = 

4 k 
- ( A /5' 2 
3 ll r;; J (8) 
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and they exist because the direct circulatory hydro-~ 
dynamic force coefficient ("fluid' stiffness") for ffi 1 

the parabolically cambering section is negative. ~ 

THE DYNAMIC COUPLINGS 

(7) 

1-3 

Divergence 

a =-0.5 ; >.,; o 

1 10 
MASS RATIO J.1 

100 That the camber mode is vital at low values of mass 
ratio the plots make clear, and we seek now some 
further insight into the nature of its coupling 
with the classical modes. This we attempt through 
the equation of total power (7) 

~· The sensitivity to mass ratio of the boundaries of 
divergence instability, for various modal represen­

tations, corresponding to the flutter boundaries of Fig. 2. 

E = -2F - qT C**q, (9) 

Full lines- the ternary (1-2-3) and pitch/camber binary (2-3), 
which are identical; chain lines - the translation/ camber binary 
(l-3); the translation/pitch binary instability is nonexistent. 

which is a statement of theTrate of change ~f total energy of the vibrating system. The Rayleigt 
Dissipation Function 2F = q Bq, in which q is the transpose of q, measur·es the rate of energy 
loss due to the fluid damping forces represented in the damping matrix B, equation (5). And 
all seven principal discriminants of the determinant IBI are positive for any F>O, so that the 
function F is positive definite. It follows, by (9), that no mechanism of oscillatory instabi­
lity is directly attributable to the damping couplings introduced by the camber mode, because 
E can only be diminished by them. 

The second "quadratic form" in equation ( 9) has as its coefficients the skew-symmetric or 
circulatory components c"J'tt~·~ .. = (c .. - c ... )/2 of the stiffness matrix C, equation (6), which 
can be decomposed as lJ lJ J 1 
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c J..lk2 
h 

F -F + 0 F -F 

F 7 2 
12 llk a ~(F-1) -F 0 ~(F+l) 

-F ~(F-1) 
8 2 

(F+~) r ~(F+l) 0 - J..lk -15 r;; 

of which the first symmetric part contributes nothing to the energy balance, and of which the 
second contains the elements c~* of C** of equation (9). It is necessary for any self-excited 
oscillation to exist, that at i~ast one off-diagonal element of that matrix be nonzero: and 
the magnitude of those elements may be taken as an indicator of the degree of coupling between 
the several modes for they directly influence the accessibility of the vibrating section to 
the energy of the fluid stream. In the vicinity of F=1, all the circulatory terms are of the 
same magnitude so that all couplings are significant. 

CONCLUSION 

We have established that a chordwise deformation 
of a foil section and its associated dynamic 
couplings are significant in determining both 
flutter and divergence in,stabili·ties, and, that at 
low values of mass ratio , this mode. is dominant. 
Figure 6 exposes both the aeroelastic (high ll) 

:~ 

'2-3 

1-~ 
' 
I 

and the hydroelastic (low ll) phenomena, high­
lighting the limitations of the classical bending­
torsion formulation (1-2). We cannot claim to 
have resolved the hydrodynamic flutter anomaly 
but we do insist that our calculations suggest 
the need to scrutinise again the question of 
modal convergence and of the selection of 
appropriate modes. 
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~· The rP-l.:ltionship between the new ternary flutter 
bounc&aries {full lines labelled 1-2-3) and the 

classical flutter boundary {chain line labelled 1-2), showing 
also the new constituent 2-3 binary coupling of pitch and 
camber as 'well as the only di\rergenc., boundary relevant to 
this configuration {>.1; =5). 
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SUMMARY - A mathematical model has been developed to predict the direct-

INTllODUCTION 

ivity patterns produced by some radial ply tyres of simple tread 
design. The predictions show reasonably good agreement with ~easured 
values, and thus the model is probably suitable for adaptio• to : 
commercia~ly available tread patterns. Tread design and tyr,e 
operating j parameters are used in t}le model, which therefore. (:describes 
the way in which a tyre and its tr~ad generates noise. · · 

Automobile safety and pollution control constitute two of the major research efforts currently 
being undertaken by both manufacturing concerns and government instrumentatilites throughout the 
world. Automobile noise can fairly be described as a significant source of pollution of our 
environment, and, as such, has rightly been included in pollution research programmes. Recent 
studies [1,2,3] have indicated thattfre noise represents a significant contribution to the overall 
noise produced by a moving automobile. Therefore, it is of interest to investigate the nature of 
tyre noise production, with the view to its eventual reduction to an acceptable minimum. 

In a recent report to the President and Congress on transportation and engine noise [3), the 
United States Environmental Protection Agency (USEPA) stated that the noise produced by highway 
vehicles results from three major sources - tyres and gearing; engine and related accessories; and 
aerodynamic and body noise. Figures quoted by the USEPA to substantiate this claim are listed in 
Fig. 1. 

Noise level at 50ft from Source of noise 
vehicle, travelling at 
35 m_ph. (_dBA} 

85 Engine/Mechanical 
82 Exhaust 
80 Intake 
81 Cooling Fan 
79 Tyres (55-56 mph) 
89 Total 

hf, 

". 



panels are perceived by the vehicle's occupants as tyre nois e. (These vibrations may be due to the 
inherent dynamic properties of the tyre, or due to a tyre/road interactive effect, or both). It 
is noise of the former of these two categories, and the methods by which it is generated, that this 
paper is concerned. 

To date, very few treatises dealing with the mechanisms of t yre noise generation haveappeared. 
Indeed, within the tyre industry itself, the cpproach seems to have have been rather ad hoc. 
Typically, measurements (often obtained by the "pass by" techniques) of noises associated with 
tyres of different tread qesigns wvuld be made. Manufacturers would then adopt tread design 
similar to those which had been measured as the "quietest" [ 5,10] . Another technique well known to 
tyre designers is that of empirically varying the tread pattern pitch sequence* [12]. While both 
these techniques have shared some success in reducing tyre noise, they have providei little or no 
information on the actual mechanisms involved in tyre noise production. 

There have, however, appeared in the literature, four source mechanisms of air radia ted noise. 
These are squeal, tyre vibration, aerdoynamic effects and "air pumping" from the tread. 2queal 
[16,17] is currently attributed to tread element vibrations, and is the noise generated by a tyre 
during severe cornering, braking or acceleration. Road roughnesses and tyre dynamic prope1ti2.s 
may excite a tyre into complex vibrations which thereupon radiate sound [6 ,13]. The aerodyua~ic 
source [13] is claimed to be similar to the mechanism induced in rotating disc noi se . Finally, 
air pumping [6,13] refers to the theory that tyres produce noise by the enclosure ~nd subsequent 
release of air in the cavities between adjacent tread elements. The theory de r -;ves its name from 
the air release process, which is likened to a pumping phenomenon. 

A comparison of each of these source mechanisms has been attempted by Hayden [13]. wni le th:is 
comparison required the extrapolation and manipulation of available data, it does give a reasonab~ 
indication of the contribution of each of these mechanisms to tyre noise. The comparison is 
presented in Fig. 2. below. 
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Fig. 2: Predicted Contribution of Various 
Source Mechanisms to Roadside ~oise (After Hayden [13]). 

AIR PUMPING - MONOPOLE SOURCE 

Of the four sources, air pumping has appeared to be the most important. Hayden [13] presented 
a detailed discussion of air pumping theory. He maintained that there is an unsteady volumetric 
flow rate of air from and into the cavities that are enclosed between the tyre tread and the road 
surface. He attributes this to three postulations concerning a rolling tyre: 

A. The displacement of some of the air in the tread cavities when the tread contacts the road, 
B. The displacementof some of the air in the road surface cavities when the tyre rolls over and 

partially fills these cavities, 
c. An inflow of air into the expanding cavities, enclosed by the tyre and road surface, as the 

tread leaves the contact area. 
Thus Hayden concludes that there is an acoustic monopole source in operat~on, which c~n be desc:ib­
ed mathematically as an omnidirectional point source of noise. By employ~ng some bas~c geometr~c 
calculations on a simple hypothetical tread pattern to determine the fluctuating volumetric flow 
rate of air from the source, Hayden arrives at the following equation, which, he maintains, is 

17
alid "only for the case of a non directional source and hemispherical spreading". Fig. 3 shows 

the appropriate arrangement and dimensions. 
to describe the circumferential variation 

*"Pitch sequence" is the term used by tyre technologists 
in the order of repetition of identically shaped tread elements. 

63 



SPL(r) = 68.5 + 20 log (gw/s)+lO log n + 20 log (fc)+40 log (V) - 20 log (r) 
Where SPL(r) = Overall sound pressure level re 2 x Io-5 Nm-2, generated by the source, measured at 

the observation point. 
g Tread Depth. w = Width of a single tread cavity 
s Circumferential distance between tread grooves 
n Number of cavities per tyre width 
fc Fractional change in cavity volume 
V Forward velocity of tyre (mile/hour) 
r Distance from contact patch to observation Point (Ft). 

DIRECTION 
OF TRAVEL 

Fig.3: Hayden's Hypothetical Arrangement 

Having assumed a value of 10% for fc, he then attempted correlations with some passby data 
obtained by Tetlow [15], and some of his own measured data. These correlations were only partly 
successful - in the first case the predicted levels did not agree with the measured data and 
in the second there was insufficient realistic data to render any agreement meaningful. 

Hayden's theory, although reasonable in parts, must be questioned on several accounts. 

1. Is, in fact, only one monopole source operating? 
2. Is the air pumping tyre noise directional? 
3. What is a realistic value of (fc) and can this be verified? 
4. Is his theory applicable to tyres of different tread design? 

MULTI-SOURCE AIR PUMPING 

As an improvement to Hayden's theory, it is suggested that there ·is within the tyre contact 
patch, an array of point monopole sources operating via an air pumping mechanism. The shape and 
structure of this array will depend in the main upon the tread pattern design. Parameteres such 
as inflation pressure, load and speed will, of course, influence the operation of any given source 
array. This theory states that there is a set of monopole point sources in operation in those 
regions where the tread enters and exits the contact patch. While the concepts of an inrush of 
air into the exiting cavities and an outflow of air from the entering cavities is still retained, 
the theory utilises the mathematical jusitification of modelling these phenomena as steady state 
sinusoidal air flow fluctuations. Sound pressure waves radiated by these array sources interact 
to produce a directional sound field. The extent to which the radiated field is directional is 
principally determined by both the relative strengths of the entering and exiting sources, and the 
phase difference between them. 

It is apparent that the model is involved with the mechanisms occuring in the t~re contact 
patch. Simply, we are concerned with determining an array shape and the relationships between 
elements of this array. These relationships can be determined once the tyre operating parameters 
and tread properties are known. Given an array shape and the appropriate relationships, it is 
possible to calculate the directivity pattern, at a particular frequency, produced by the source 
array. The intersource relationships are, in a sense, frequency dependent. For the rolling 
radius of a tyre varies with speed and consequently the length and breadth of the contact patch 
vary similarly. It is the length dimension that is one of the main determinants of the phase 
difference between entering and exiting sources. In turn, this phase difference is a critical 
parameter in the directivity pattern calculation. Further, a variation in rolling radius, at 
constant load and inflation pressure, will alter the deformation of the contact patch, and there­
fore vary the strengths of the source elements. In fact, the other two externally variable 
parameters, load and inflation pressure, have a similarly important role in determining the 
relative strengths and phases of the array sources. 

If we consider a tyre of simple, but not too unrealistic, tread design, the approach is as 
follows. The tread may consist of a set of 78la:eral and 4 longitydinal (i.e. circumferential) 
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grooves, each of equal depth and equal width, cut into an otherwise smooth tread. Thelateral 
grooves are uniformly and equally spaced around the circumference of the tyre, while th~ longitu­
dinal grooves are equi-spaced across the width of the tread. Figure 4 shews a sketch .of this 
design. The noise sources are assumed to be at the intersections of the lateral and longitudinal 
grooves that occur at the entry and exit of the contact patch. Further it is assumed that the 
four sources along the entry line are of equal strength and are all in phase with one another. A 
s~ilar assumption applies to tlte sources dlong the exit line. Note that the entry sources arid 
the exit sources may haveanyrelative stengths and phase differences. We now calculate the total 
acoustic pressure fluctuations at an observation point a distance r from the centre of the c~ntact 
patch. The only other assumption required is that any shielding effects are negligible •. Further, 
~t this stage, the calculation is limited to the case of a freely rolling tyre. Figure 5 
illustrates the arrangement. 

DOD 
DOD 
DOD 
DOD 
ODD 
ODD 

NOT T0 SCI\LE 
Fig.4: Tread Design 
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Fig.S: Arrangement for Calculation 

Theacoustic pressure fluctuations at the observation point due to any one of the sources, 
is, in complex number notation, of the form, 

Where, An 
r 

n 
w 

p' = Re{An ei(wt-krn-~n)} 
r 

n th 
Strength of nth source 
Distance of n source to observer (m) 
Angular frequency (rad/sec) 

t = Time (sec) 
k = Wave number 

2n 
= -"'"f' where A. = wavelength (m) 

••• (1) 

~ =Phase difference between nth source and entry sources (Rad). 
Thus, whRn n sources operate simultaneously, the total acoustic pressure fluctuations are tiven b~ 

A 
, R {\ n i(wt-kr -~~ 

p = e 1.. re n ••• (2) 
n n 

In regard to the directivity pattern, it is the amplitude of the above expression only that is 
required. Note that ~ will be zero for the entry sources, and may assume any value from zero to 
n radians for the exitnsources. The values of r may be calculated from the geometry of the 
arrangement shown in Fig. 5. Typically they appRar similar to that for source 1, which is quoted 
below: 2 2 2 .· !.: 

r 1 = (r +B +L -2r.Lcos9+7r Bsin9) 2 ••• (3) 

Now, on substituting the eight values of r into (2) and manipulating, (2) reduces to 
~ n 

IP'I= (X2+Y2) ••• (4) 

A A 
Where X = \ ___n. cos (k r - cf>n) and Y = L _!!.sin (kr - ~) ••• (5) 

I.. r n r n n 
n n n n 

The directivity pattern required is determined by evaluating (4) over the appropriate range of e. 

To predict the directivity pattern at a given tyre speed, and a given observat:on radius, it __ 
is necessary, then, to know the exact tyre speed, the number of elements in the tread, the dynamic · 
dimensions of the contact patch (2L and 2B) and the phase difference and strengths of the entry , .. ~ 
and exit sources. A number of such calculations over a range of these parameters has been 
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performed using the University's Burroughs B6700 computer. 

EXPERIMENTAL APPROACH 

In order to verify the above theory and to build up a more comprehensive understanding of air 
pumping, a series of directivity patterns for a set of tyres of differing simple tread patterns 
bas, been obtained. The measurement have been taken inside the Department's Anechoic Cha~ber. A 
steel structure that provides a mounting for a rotating drum has been installed into the chamber. 
The structure, which has facilities for mounting and loading a tyre which is driven by the drum, 
is powered by a variable speed electric motor. A microphone capable of scanning around the tyre 
in a horizontal plane through its contact patch with the drum is also provided in the chamber. 
Output signals from this microphone are fed directly into a Bruel and Kjaer Constant Bandwith 
Analyser. Fig.6 shows a sketch of this arrangement, while Fig.7 shows a photograph. 

MI CROP HONE 
TRAVEL PATH 

TO NARROI~ 

MICROPHON E 

'-7~--,...-r-----' ROTATING DRLM 
I Jllll~lno k 

TYRE 

Fig.6: Schematic Diagram of Setup in Anechoic Chamber 

Fig. ? ~ Photo of Setup in Anechoic Chamber 

A set of experimenta l tyr es - 185xl4 radial ply - was obtained. These were retreaded with a 
patternless tread and then , special patterns of interest were hand cut into these treads. The 
patterns included. one a s described i n the above theory, fhis first pattern minus the longitudinal 
grooves, the first patt ern minus the la t eral grooves, and finally, one tyre was left bald. 

66 



, .... , 
Each of the tyres was run in the chamber over a set of inflation pressures and speeds. At 

each condition, spectral analyses were performed to identify the tread noise frequencies of 
interest. Then, where possible, directivity patterns of the fundamental tread noise frequency 
were obtained. By matching these patterns T..Y.ith those predicted by the model, it is possible to use 
the model to obtain information concerning the strengths and phases of the various source arrays. 

As mentioned previously, it is necessary to know accurately the dynamic dimensions ot tne con­
tact patch prior to applying the model. This problem is further complicated by the variation in 
contact patch dimensions with load, pressure, and, in particular, speed. Tyres exhibit a 
centrifugal growth that is dependent on speed, and it is for this reason that the dynamic dimen­
sions at constant speed must be measured. To do this, high speed photographs of the relevant con­
tact patches were taken, using a high speed flashing technique. 

Some typical data is presented below. It includes spectral analyses of each of the four tyres 
and directivity patterns for the tyre with lateral and longitudinal grooves and "' the tyre with only 
laterally grooved. Also presented is a sample side view photograph of the laterally gr()oved tyre. 
Superimposed on the directivity patterns are the shapes predicted by the model. I~ fact, to obtain 
these theoretical shapes, it was necessary to obtain optimum values of the source element 
strengths and phases. An existing computer optimisation programme was used to _do this. 
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Fig.9: Spectral Analysis of Laterally Grooved Tyre or 
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These results are presented in a lumped manner, as there was no observable difference 

;- , ~ . ; 'i 

between the bald tyre and the longitudinally grooved tyre. Similarly, with the laterally grooved 
tyre and the tyre with both lateral and longitudinal grooves, there were slight differences in the 
directivity patterns observed, but these were of little practical interest. 

The spectral analyses of Fig.8 are of a broadband nature and are, in fact, indistinguishable 
from the background noise spectrum within the chamber with the rlg in operation. Fig.9 shows the 
tonality of the noise associated with air pumping. The fundamental frequency shown in Fig.9 
corresponds to the freqtiency with which the lateral grooves pass through the contact patch, at that 
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particular tyre speed. It is observed that there are higher harmonics of this fundamental frequen~ 
cy. These indicate that the nature of the air pumping process is probably similar to a sawtooth 
function, or a function whose Fourier transform contains harmonics. 

Finally Fig.ll shows a photograph of the laterally grooved tyre operating under the conditions 
that produced the Directivity Patterns of Fig. 10. 

Fig. ll: Photograph ot Contact Path at Speed 

FURTHER COMMENTS 

In regard to the spectral analyses, it is seen that the bald tyre produced no noise that was 
distinguishable above the existing background levels. This observation verifies that the major 
source of tyre noise is the tread/road interaction. Further, the experiences with the plain 
longitudinal grooved t yre has shown that a variation or fluctuation in the tread pattenn is 
required to generate noise. (Air pumping noise r esul ts from a fluctuating volumetric air flow 
rate). An interesting observation was that, at the pressure shown,no diff~ce in shape was 
between the directivity patterns of the two laterally grooved tyres. This indicates a similarity 
of air pumping mechanisms, and further justifies the use of a multi-point source array model. 

It is apparent in Fig.lO t hat a reasonably good agreement has been achieved in matching the 
model's predicted valu~s with those measured in the chamber. The fi t is as good as can be expect ­
ed, with the maximum deviation being in the order of 2 t o 3 dB. Several reasons help to explain 
the slight scatter in the experimental data. The first, and most likely, is the effect of inter­
ferences in the sound field brought a bout by both the r i g and the chamber itself. Many plane 
steel surfaces suitable for sound reflection are present ed by t he rig. Also, the chamber in its 
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present state is probably not perfectly anechoic, since it was necessary to remove··: sever'al ·of the 
wedges on the chamber's floor and near its door. Prior to measuring the directivity patterns, it 
was found necessary to select an optimum microphone radius. Originally a radius ·a'S large as 
possible was used, but it was subsequently discovered that at this radius the microphQne . passed 
too close to the wall wedges, where the process of sound absorption generates somelocalised 
reflections. These were found to interact with the sound monitored by the microphoneand pro~uce 
some significant interference, which was reduced when the microphone radius was .shortened. 

Any effects that may result from shielding of the sound by the tyre or drum have to be 
accepted, as, at this stage, there is very ;ittle that can be done to overcome them. One other 
factor that could lead to_some random da~a scatter is produced by the electric motor driving the 
rig. Occasionally, this motor exhibits variations (sometimes very large) in its output speed. 
Generally, these produce changes in the tyre radiated sound frequency that remain within the 10 
Hertz Bandwidth of the A1tatyser used to monitor this noise. While these variations will have 
little effect on the strength of the contact patch sources, they will have some effect on the 
phase d:rfference between these sources. Since these phase differences have a critical effect O'Q. 

the directivi-ty· patterns, it is ~robable that the motor speed changes will produce some scatter in 
the data, in the form of directivity pattern shape changes. 

CONCLUDING REMARKS. 

Our investigations have shown that a repeatative tread pattern design is required to produce 
an air radiated tyre noise that was measurable by our setup. It has been shown that this radiated 
noise is directional and that the relevant directivity patterns obtained so far can be predicted 
reasonably well by a comparatively simple mathematical model. The model embodies tread dimensions 
and tyre parameters and may be used to explain the noise generation process that occurs within the 
tyre's contact patch. 

At the time of writing, insufficient data was available to test the model over a wider range 
of conditions and tread designs. It is planned to do this and to, hopefully, adapt the model to 
commercial tread pattern designs. In order to relate the source strengths arid phase differences 
to tread parameters such as stiffness etc., it is proposed to investigate both dynamic and static 
tyre tread deflections under various operating conditions. 
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THE PREDICTION OF NOISE LEVELS FROM AUSTRALIAN FREEWAYS 
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SUMMARY - Measurement of noise in areas adjacent to freeways in Melbourne 
has indicated that existing methods for predicting freeway noise 
are not particularly reliable. A method has been developed based 
on experimental and theoretical considerations which produces 
entirely -satisfactory results for freeways at ground level but 
somewhat less accurate results When the freeways are elevated or 
depressed. Further evaluation and development is continuing but 
the method appears to be at present the most suitable for predic­
ting freeway noise levels in Australia. 

1.0 Introduction 

There is little doubt that road traffic noise is a potentially major source of annoyance with· 
in the community, Ref. [1]. Consequently the ability to predict noise levels from proposed free­
ways at the design stage is highly desirable. 

Several different procedures exist for predicting freeway noise, e.g. Ref. [2] - [11] and it 
is not intended to discuss these in any detail. Surprisingly the methods differ significantly in 
their predictions and they have been found to be not particularly suitable for Australian condi­
tions. Consequently a method has been developed for this report based on measurements along side 
freeways within the Melbourne area. The method, while still requiring further evaluation and 
development, has proved very reliable for freeways at ground level but somewhat less accurate for 
elevated and depressed freeways. 

2.0 Existing Methods 

As noted above a number of methods exist for predicting freeway noise. It is proposed howevm 
only to outline briefly what appears to b e the most widely used British and American procedures, 
namely those of Johnson, Ref. [2] and Gordon et al, Ref. [11]. In each case the procedure allows 
both the mean value and standard deviation of the traffic noise to be predicted in terms of the 
A weighted levels. Existing community annoyance parameters can all be evaluated from these 2 bam£ 
quantities. 

On the assumption of a Normal distribution, the equation used by Jounson to calculate the mear 
noise level is: L = 51 5 + 10 Log~+ 30 Log~ ••• (1), 

50 • d 40 

where L is the mean noise level (dB(A)), 
• Q50 is the traffic flow rate (vehicles/hour), 

d is the distance to the traffic flow (feet), 
v is the mean traffic speed (miles/hr). 

For the purpose of predicting the standard deviation, cr, of the traffic noise, Johnson et al 
produced a graph which showed a unique relation between cr and the product Q40 x d. The quantity 
Q40 is related to Q and v above by the equation 

Q40 = Qx ~0 

71 



The standard deviation decreased monotonically for increasing values of the product Q40 x d, Fig. 
9 of Ref. [2]. 

More recent work has indicated that a correction to the standard deviation of -1 to +1dB(A) 
is required for 0% and 40% heavy vehicles respectively, e.g. Ref. [7]. 

The method of Gordan et al is similar in principle to that of Johnson but differs significanl:­
ly in detail due to the greater effect attributed to truck noise on both the mean level and the 
standard deviation. These quantities are calculated independently for cars and for trucks and the 
results are combined to produce the overall mean level and standard dev iation. 

The equation developed by Gurdon et al for predicting mean noise levels for cars is: 

L50 = 10 Log Q - 15 Log d + 30 Log v _
3 + 10 Log {tanh (1.19 x 10 Qd/v)} + 29 ••• (2) 

where the symbols have Fhe same meaning as in equation (1) except that they refer to cars alone. 

For trucks, the mean noise level is calculated by: 

L50 = 10 Log Q - 10 Log v - 15 Log d 
+ 10 Log {tanh (1.19 x 10-3 Qd/v)} + 95 •• ~ (3) 

The method for predicting the standard deviation is similar in form to that used by Johnson 
except that, as previously indicated, cars and trucks are treated independently and the final 
value obtained by combining the two results. 

The differences between the two methods are quite significant as can be seen from the follow­
ing table. The table has been prepared assuming, for the sake of simplicity, a single lane of 
traffic 40 m from the observer with a mean traffic speed of 25 m/s. 

TABLE 1 
Comparison of Results due to Johnson and Gordon 

Mean Level dB(A) Standard Deviations dB(A) ! 
No Vehicles/hr. % Heavies 

Johnson Gordon Johnson Gordon 
Ref.2 Ref.ll Ref.2 Ref.ll 

2000 10 68 68 3 5~ 
2000 30 69 74 4 5 
4000 10 71 73 2~ 4~ 
4000 30 72 77 3~ 3 

The differences are larger than might have been anticipated. It was recognised that there 
was an obvious need to establish which if either of these methods would predict results in 
reasonable agreement with measured levels produced by freeways in the Melbourne area. 

2.1 Comparison of Measured and Predicted Noise Levels 

Measurements of traffic noise were made at a number of sites on the Tullamarine and South 
Eastern Freeways. The sites were chosen to be representative of freeways at ground l~vel (as well 
as freeways in cuttings and on elevated structures required for later work). In each case tape 
recordings were made simultaneously at 3 or 4 distances from the freeway extending over a range of 
about 15 to 70 m. The recordings which were made using the 'A' weighted filter extended over a 
period of approximately 15 minutes during which time a traffic count and speed check were also 
carried out. 

A Bruel and Kjaer statistical distribution analyser type 4420 was subsequently used in con­
junction with a Bruel and Kjaer level recorder type 2305 to determine the mean noise level and 
standard deviation. 

The following table summarises the range of parameters encountered or used during the 
recordings. 
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TABLE 2 

Summary of Parameters 

Feature Minimum Value Maximum Value 
Mean Traffic Speed 11 m/s 25 m/s 
Total Flow Rate 1146 veh/hr 3528 Veh/hr 
Distance to Centre Line 15m 70 m 
Percentage of Heavy Vehicles 3 15 
Elevation of Freeway -8 m 10.5 m 

The predicted noise levels and standard deviations were computed using both the method of 
Johnson et al and Gordon et al. Attention was concentrated in the first instance on comparing 
measured and predicted results for the ground level freeway situation. The results for the method 
of Johnson et al are shown in Fig. 1 (a). It is s.een that the predicted mean level is about ldB (A) 
low and there is some scatter. The average predicted levels for the standard deviations are 
marginally high but there is significant scatter. 

The results for the method of Gordon et al are given in Fig. 1(b). The predicted mean levels 
are some 2 to 3 dB(A) high. Similarly the predicted values for standard deviation are, on the 
average, also high and there is an unacceptable amount of scatter. These results and others 
suggested that there was a need to develop a new method for predicting freeway noise levels which 
would give more accurate results for Australian freeways. This is discussed below. 

3.0 Proposed Method for Predicting Freeway Noise 

The method developed for this study involved setting up on a digital computer two arrays of 
vehicles each array moving with a given mean speed in a given lane. The two lanes corresponded to 
the mid near side lane and the mid far side lane and the separation between these two lanes was 
specified. 

It was assumed that each lane consisted of a random mix of cars and heavy vehicles the exact 
ratio being specified by the situation being simulated. Measurements of individual vehicle noise 
at freeway speeds have shown that typically the distribution of noise levels for individual cars 
and heavy vehicles are as given in Fig.2(a).Additional limited measurements have suggested that 
the standard deviation of the distribution for individual vehicle noise levels is not strongly 
influenced by changes in the mean speed. However it was found that the mean noise level for 
individual vehicles increased by about 9 dB(A) per doubling of vehicle speed. 

The headway of the vehicles in each of the two lanes was considered to be random although the 
mean value would clearly depend, for each lane of traffic, on the flow rate. A number of headway 
distributions were investigated including the Pearson type III, Semi-Random and Gaussian, Ref. [12] . 
The effect of different types of distributions did not appear to be particularly significant and 
the Gaussian distribution was eventually used. 

The overall 'A' weighted sound pressure level at any given observation position was calculated 
for the two arrays of vehicles at one second intervals for a period of at least 5 minutes. The 
sampling interval and the observation period could be easily varied by these were chosen from the 
experience gained in analysing the measured data. An excess attenuation of 4 dB(A) per 100 m was 
used and it was assumed to be a function of the mean height above ground level in accordance with 
the results of Ref. [7]. The mean value and standard deviation~ finally calculated from 300 
values obtained for the traffic noise at 1 second intervals. 

This procedure was used to predict mean levels and standard deviations for the previously 
measured traffic situations. The comparison between the measured and predicted values is given in 
Fig. 2(b). The agreement is good and it would be possible to calculate community response 
parameters with a reasonable degree of accuracy. The range of values over which the prediction 
method could he checked was however obviously limited and further evaluation is needed before the 
method could be used with confidence. 

Approximately one half of a minute of computer time was needed for each prediction using the 
Burroughs 6700 computer. This was significantly longer than the previously discussed methods and 
it was decided therefore to carry out a regression analysis to see if an equation of the form of 
equation (1) could be developed for both the mean value and the standard deviation. To reduce 
computational time it was assumed that the total number of vehicles, and the percentage of heavy 
vehicles, p, were the same in the near side and far side ~ane. The separation of these two lanes 
was taken as 10 m and the observers height above ground level was take~ to be 1 m. The following 
constra'ints were imposed, on the variables; 
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1000 ~ Q ~ 
20 ~ d ~ 

15 ~ v ~ 

5 ~ p ~ 

3000 Veh/hr 
80 m 
30 m/s 
30 % 

Conventional regression analysis gave the following equations. 

L50 = 5.2 + 16.4 Log Q- 14.3 Log d + 17.4 Log v + 0.16 p 
and 

a = 10.8- 2.1 Log Q- 3.7 Log d + 3.84 Log v + 0.04 p 

••. (4) 

•.• (5) 

The standard deviation of the error for each of these two simplified equations was less than 
3/4 dB(A). Thus the above equations give a reasonable first approximation to the noise levels 
that could be expected from conventional 4 lane freeways at ground level. 

4.0 Elevated and Depressed Freeways 

The feature of elevated and depressed freeways (as well as the use of barriers) is that some 
shielding is provided which will affect the mean level as well as the standard deviations of the 
noise. It is customary to assume that there is a rough equivalence between elevated and depressed 
freeways as well as barriers as indicated in Fig. 3(a). The performance is dependent on the path 
difference. 

The original investigation of Ref. [13J showed that for long barriers and steady sound 
sources the excess attenuation could be expressed in the form given in Fig. 3(b). 

The mean 'A' weighted spectrum for normal freeway noise was found to take the form given in 
Fig 3(c). This spectrum was derived from measurements made at 7~ m from the mid near lane. Usin~ 
this spectrum and the excess attenuation of Fig. 3(b) it was a simple matter to express the excese 
attenuation of traffic noise as a function of path difference as shown in Fig. 4 (a). The experi­
ence of Gordon et al, Ref. [11] was that this type of approach overestimated the excess attenua­
tion for small and large path differences. A maximum value of 15 dB(A) was thus used and the 
remaining curve was linearised as shown by the dotted line in Fig. 4(a). Thus at each one second 
interval, the path difference for each car or truck was calculated, the respective excess 
attentuations were determined and the final level at the observer computed in the normal manner. 
The calculation of the path difference requires a knowledge of the height above the freeway of the 
centre of noise for each vehicle. There was no obvious method for determining this figure which 
would vary from vehicle to vehicle. It was assumed to take a value of 0.75 m for cars and 1.5 m 
for heavy vehicles. The final values for mean and standard deviation did not appear in general tc 
be very sensitive to small changes in these assumed heights. 

A comparison between the measured and predicted values for elevated and depressed freeways is 
given in Fig. 4(b). It is immediately obvious that the agreement between measured and predicted 
mean levels is not as good as with the freeway at ground level. The agreement however is still 
sufficient to give a first approximation. 

The predicted values for the standard deviation also show some scatter when compared with the 
measured values. As with the mean levels this scatter is considered to be due in part to the 
assumption of equivalence between barriers and elevated and depressed freeways. Some error would 
also occur due to the assumption of two lanes rather than four. The situation is clearly much 
more complex than that used in this simplified approach. Further detailed study is need~d to 
improve the accuracy and consequently simple prediction equations similar to (4) and (5) have not 
been produced. For the present the method developed allows a first approximation to be made of 
the mean and standard deviation of the traffic noise. 

5.0 Concluding Remarks 

Existing methods for predicting freeway noise generally do not produce results which are in 
good agreement with measured values. The method developed here appears to be reliable for free­
ways at ground level. Some further work is needed to establish positively what effect elevation 
of the observer has on noise levels. The effect of atmospheric conditions needs to be considered 
in more detail. 

The accuracy of predicting noise levels from elevated or depressed freeways is adequate for 
a first approximation. There is scope however for refinement to the method and a need for further 
field measurements. 
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A DATA BASE OF TRAFFIC NOISE IN MELBOURNE STREETS 

R. Saunders t. Taylor 
Melbourne and Metropolitan Board of Works Environment Protection Authority 

MEilbourne, Victoria Melbourne, Victoria 

SUMMARY -

Records of traffic noise from certain Melbourne streets are presented as an 
information base. Three sites have been chosen which give a representative 
sample of streets with a variety of traffic volumes. At each site traffic 
counts have been made for cars and trucks. Noise levels were recorded at up to 
three positions at each site, and are presented graphically. 

DESCRIPTION OF SITES 

The three sites are in or adjacent to the suburb of North Melbourne, some two miles from 
Melbourne's central business district. Cycle times for traffic lights were generally of the 
order of two minutes. 

Delhi Court is adjacent to Tullamarine Freeway, a four lane divided freeway with an eight 
foot central median (see Fig. 1). Observations were made at two positions about six 
hundred metres from the city end of the freeway. The connection to Flemington Road is 
controlled by traffic lights and northbound vehicles were still in platoons. All but heavy 
trucks had reached their cruising speed by the time the recording positions were passed. 
The observations were made from 7 a.m. to 7 p.m. on Monday 9th April 1973, and from 7 p.m. 
to 7 a.m. over Thursday night and Friday morning 2nd and 3rd August 1973. 

Debney Estate is off Racecourse Road, a major four lane arterial road with trams in the 
centre (see Fig. 2). Observations were made at three positions from 7 a.m. to 7 p.m. on 
Friday 6th April 1973, and from 7 p.m. to 7 a.m. over Thursday night and Friday morning 7th 
and 8th June 1973. The Housing Commission Estate contains four twenty storey blocks and is 
situated some 150 metres west of the elevated Upfield railway line. 

Hotham Estate is off Boundary Road, a secondary road which acts as a by-pass for 
commercial vehicles in the area (see fig. 3). 

Data was collected at two other sites, but has not been presented in the interest of 
brevity. Detailed information is available on request. 

METHOD 

The field measurements were made with a Bruel and Kjael 2209 impulse sound meter fitted 
with a wind shield, using slow response and the 'A' weighting. A Nagra portable battery 
driven tape recorder 4.2L.S.P. was used to record two minute s~ples at each position every 
half hour over the twelve hour period. A calibration signal w$s recorded on each tape using 
a B & K pistophone. 

The tapes were played back in a laboratory on a Plessey 77MK III tape-recorder, and the 
signal was fed through a B & K 2305 chart recorder coupled to a !B & K Type 4420 statistical 
distribution analyser set to cumulative distribution. Each bin covered a range of 2.5 dB(A). 
L10 and L90 levels were then calculated. 
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Traffic volumes were counted manually, and vehicles larger than panel vans were considered 
to be trucks. Separate counts were made for trucks, semi-trailers, buses, trams and others, 
but all these categories have been classified as trucks for simplicity. Speeds varied 
considerably at each location over any particular quarter hour. Vehicles were timed over a 
measured distance and representative speeds have been recorded~ At contr~lled intersections 
the variation of individual vehicle speeds is great. 

The data is presented in graphical form (see Figs. 4 to 8). Successive values of the 
noise levels taken at each position each half hour have been combined to give hourly averages. 

CONCLUSION 

The measurements taken provide detailed information of existing traffic noise levels in an 
inner suburb of Melbourne. Noise prediction methods can be checked against this oata, to 
evaluate their application to local conditions. 
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FREE VIBRATION AND RESPONSE TO RANDOM PRESSURE FIELD OF 
ANISOTROPIC THIN CYLINDRICAL SHELLS 

A. A. Lakis 
Department of Mechanical Engineering 
Ecole Polytechnique 
University of Montreal 
P. Q., Canada 

SUMMARY 

R. Dore 
Department of Mechanical Engineering 
Ecole Polytechnique 
University of Montreal 
P. Q., Canada 

A theory is presented for the determination of the free vibration characte­
ristics of uniform or axially non-uniform anisotropic thin cylindrical shells 
and the response of such shells to boundary-layer pressure fields caused by 
subsonic internal flow. It is a hybrid of finite-element and classical shell 
theories. The finite elements are cylindrical frusta and the displacement func­
tions are determined from anisotropic shell equations. The random pressure 
forces are lumped at the nodes of the finite elements. The mean square respon­
se of the displacements of the shell are obtained for a boundary-layer pressure 
field and some calculations are conducted to illustrate the theory. 

1. INTRODUCTION 
A careful study of the shells used in practical applications leads to the conclusion that 

they are most often anisotropic (naturally or structurally) and in many cases are anisotropic 
and laminar. Although the problem of determining the natural frequencies of isotropic shells 
has produced many papers, the litterature reveals a very limited number of methods which have 
been generally developed for special cases of anisotropic cylindrical shells. The need is evi­
dent for a theory which can be used for the dynamic analysis of any kind of anisotropic circular 
cylindrical shell subjected to various boundary conditions. A practical case in point is con-

·cerned with the prediction of the natural frequencies of a double~alled steam generator [1-2]. 

This work attempts to fill these voids by producing a general theory with a IDllllmum of 
limitations for the free vibration characteristics and the response of anisotropic cylindrical 

shells subjected to random pressure fields which originate from the turbulent boundary layer 
of an internal flow. 

The analysis is based on a recently developed method for the case of isotropic cylindrical 
shells [4]. It is a hybrid theory based on the finite element method, with the displacement 
functions determined by exact solution of the equations of equilibrium of a thin cylindrical 
shell. The finite elements are cylindrical frusta; thus a given non-uniform shell is first 
subdivided into its component uniform cylindrical segments and then, generally, each segment 
is similarly subdivided into a number of cylindrical finite elements. 

The theory for predicting the response due to random pressure fields is developed in re­
ference [5]. The continuous pressure field is transformed to a discrete set of forces; then, 
the corss-correlation spectral density and the mean square values of the displacement of the 
shell are expressed in terms of correlation functions of the boundary-layer pressure fields • 

• Here the dynamics of a cylindrical shell and its response will be considered, with the 
following aims: (i) to extend the theory of [4] to cases where the shells are anisotropic and 
especially for the case of shells consisting of an arbitrary number of orthotropic layers; 
(ii) to use the theory of [5] to predict the response of such shells to a pressure field ari­
sing from the turbulent boundary-layer of internal flow. This generalized theory will be more 
directly pertinent to engineering applications, since in nearly all practical cases the shells 
are often anisotropic; e.g., heat exchangers and liquid metal cooled channels used in the 
nuclear industry. A number of assumptions are made during the course of the investigation; a 
compendium of these assumptions and the limitations of the theory will be given in the text. 
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2. FREE VIBRATION 
2.1 General Theory 

A given shell is subdivided into a number of finite elements, each being defined by the 
two nodes, i and j, and the corresponding nodal circle boundaries (Fig. 1). Then, the displa­
cement functions may be defined by 

T T 
[U{x,cp), W(x,cp), V(x,cp)] = [N] [6., , 6.] (1) 

1 J 
where [6i} and [oj} represent the nodal displacements, and the elements of [N] are in general 

functions of position and the shell's anisotropy. 

It is noted that the finite-element method yields useful results provided that the displa­
cement functions chosen represent adequately the true displacements; accordingly, the displa­
cement functions should satisfy the convergence criterion of the finite-element method stating 
that strains within the element should be zero when the nodal displacements are generated by 
rigid-body motions. To this end, we shell employ the equations of thin cylindrical shells to 
obtain the displacement functions, instead of using the more common arbitrary polynomial forms. 

Sander's theory [7] for thin cylindrical shells 
placement functions. This shell theory which is 
based on Love's first approximation was preferred, 
for the following reason: in Sanders' theory all 
strains vanish for small rigid body motions, 

is used for the determination of these dis-

which is not true for Love's or Timoshenko's 
theories, for instance. By using such displace­
ment functions, we automatically satisfy the con­
vergence criterion of the finite-element method 
previously stated. 

Figure 1. Definition of the finite element used 
and the displacement vector associated with node 
i, [6i} . 

2.2 Equations of Motion 
Using Love's first approximation, we obtain 

the following elasticity relationships between the 
stress-resultant and the deformations of the middle 
surface for the general case of a multi-layer 
anisotropic shell 

N pll X 
N P21 _cp 

[ CJ} 
N [P] [e} , (2) "[PJ = 0 

xcp 
M p41 X 
M Ps1 _cp 
M 0 

Xcp 

P12 

P22 
0 

P42 

Psz 
0 

the elements pij of the elasticity matrix [P] characterize 

0 pl4 
0 P24 

p33 0 

0 p44 
0 Ps4 

p63 0 

the shell '-s 

on the mechanical properties of the material of the structure. 

P1s 

P2s 
0 

P4s 

Pss 
0 

J,. _ Wni ! Uni I 1 
- (dwn/dx~ 

Vni 

0 

0 

p36 ' 
(3) 

0 

0 

p66 

anisotropy which depends 

The strain vector [e} is the modified strain-displacement relations of Sanders [7] aqd 
is given by 

[e} = 

)t 
X 

)t 
cp 

2x 
Xcp 

au/ax 

(1/r) ( oV/0cp) + (W/r) 

oV/ex + (1/r) ( oU/0cp) 

-a
2
w/ax

2 

-(l/r2) [{a2w/acp2) - (av/acp)] 

-(2/r) ( iw/ex0cp) + (3/2r) ( av/ax) - (l/2r
2

) ( au/ecp). 

(4) 

Upon substituting equations (2) - (4) into Sanders' ~hell equations of motion [7], the 
authors obtain the equations of equilibrium in terms of elements ~ij of [P] and in terms of 
U, V and W, namely 
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Pll(o2U/ox2)+(1/r)pl2(oW/ox)-pl4(o3W/ox3)+[(1/r)(pl2 +PJ3)+(1/r2)(pls +p36)-(3/4r3)p66]. 

io2V/~ox)+(l/r2)[p33 -(l/r)p36 +(l/4r2)p66] (a2u;~2)-(l/r2) CPJs +2p36 -

-(1/r )p66 ]{o3W/exaq?) = o , 

(l/r)(p33 +p21 +(l/r)p36 +(1/r)psl -(3/4r2)p66]{o2U/~ox)+(l/r2) (p22 +(l/r2)Pss ~ 

+( 2/r )p25] (o2V/o:~?)+[p33 +(3/r )p36 +( 9/ 4r2 )p66] ( c?V/Ox.2)+[p22 +(1/r )p52J(l/r2) • 

• ( aw/~)-(l/r3 )[p25 +(1/r )pssJ( o3W/~3 )-(1/r) (2p36 +p24 +(3/r )p66 +(1/r )p54] • 

• (a
3
w/Ocpox2) = o , (s) 

-(1./r )p21 ( oU/ox)-(l/r2) [p22 +(1/r )p25 J( oV/ecp)-(l/r2 )p22W+p41 ( o3U/ox3 )+(l/r2)[p51 + 

+ 2p63 -(1/r )p66J( o3U/oxOcp2)+(1/r3) [ps2 +(1/r )pss](o3V/ecp3 )+(1/r) [p42 +2p63 + 

+(l/r)p45 +(3/r)p66](o3V/~ox2)+(2/r3)p2s<o2w/~2)-(l/r4)pss<o4W/Ccp4)+{2/r)p24 • 

• (o2w/ax.2)-p44(o4w;ox4)-(l/r2)(2p4s +4p66)(o4w/ax.2~2) = o . 

Here U, V and W are, respectively, the axial, circumferential and radial displacements of 
the middle surface of the shell, and r its mean radius (Fig. 1). The solution of these equa­
tions will give the displacement functions. 

2.3 The Displacement Functions 

I{n~!:::;Jo:tin[~:: nw: ex::~::· v ~: w Joflt::~~rd:I;T:ur{::::~)of, the shell by (G) 

V(x,m) o o s1n n q> v (x) v (x) .,.. n n 
where n is the circumferential wave-number. By substituting equation (6) into equation 
(5) and letting 

u (x) = A e)...x/r v (x) = B e'Ax/r w (x) = C e'Ax/r (7) 
n ' n ' n ' 

.we obtain three simultaneous ordinary linear equations in A, B, C of the form 

tH) H} = (0}. (8) 

For non-trivial solution, the determinant of [H] must vanish, leading to the following 
characteristic equation 

hs'A 8 - h6'A 6 + h4'A 4 - h2'A2 + ho = 0 (9) 
where 

1 2) · 2 ) 
h8 = (h~r (p11P44- P14 ' 

2 2 2 ) 2 2 
h6 = (n /r ) [h9(hlp44 +2~1P45 +4~1P66 - 2hsrpl4)+ h7(P11P44 -pl4 - r h11P11 -

-hiP44 + 2rh3hllpJ_4]+( 2/r )h9(pllp24 -p14P12) ' 

h4 = (n
4
/r

2
) [h1h7P44 +h9P11Pss +( 2P4s +4P66)(~h9 +h7~1 -hi) +(p25 +(l/r)pss>· 

.(2h3p14 r2h11p11r) +~1r2(2h3h5 -~~1 ) - rh5(2h7p14 +rh5h9)] + (n
2
/r). 

2 
.[ 2(p25 +rp22) ((h3/r)pl4 -~1P11) -2~2(h5h9r +h7pl4 -h3~lr) - 2p24(h3 - ~hg- h7pll) 

2 
+2h9P11P2sJ + h9 (p11P22 -p12> ' 

bz= (n
6/r

2
) [~h7( 2P4s +4p66) +pss(~h9 +h7P11 -h;) -r

2
h;h7 + <Pzs +(1/r)pss>· 

.(-2r~hll +2rh3h5 -pllP2s -(1/ r) PllPss>J + (n4/r)' [2~h7p24 +2p25(~b9 +h71>Jl­

-h;) -2Pl2(rhsh7 -~P2s -(h3/r)pss> - 2(Pzs +rp22)(hl~l +(l/r)pllp25 +(l/r
2

)P11Pss -
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-h3hs)J+n
2
[P22(hlh9 +h7Pll -hi)-(l/r)(p2S +rp22)((l/r)pllP2s ~1P22 - 2h3Pl2)-

2 
-h7pl2] ' 
4 I 2 4;2 2 3 2 h

0 
= n ~h7[p22 +(2 r)n p2s +(n r )pssJ-n h1[(n /r)(p2s +(l/r)pss+(n/r)(p2s +rp22 )] 

and the parameters hi' i = 1, 3, s, 7, 9, 1~ are given by 

hl = P33 -(l/r)p36 +(l/4r
2

)p66 h3 = P12 +p33 +(1/r)(plS +p36)-(3/ 4r
2

)P66 ' 

,(10) 

2 
hg = p33 +(3/r)p36 +(9/4r )p66 ' ~1= (l/r)[2p36 +p24 +(3/r)p66 +(l/r)p54]. 

This characteristic equation for anisotropic cylindrical shells which is a quartic in A2, 
has the same general form as equation (S) of [4] for isotropic one. The eight roots A· may 
therefore be written as follows · 1 

Al = -Kl + i ~1 ' A2 = -xl - i ~1 ' A3 = -K2 + i ~2 ' A4 = -x2 - i ~2 ' 
(11) 

As = xl + i ~1 ' A6 = Kl - i ~1 A7 = Xz + i ~2 As = Xz - i ~2 • 
where K. and ~· are real. Each root, Aj' yields a solution of equation (S), the complete 

1 1 

solution being obtained by the sum of all eight with the constants Aj, Bj and Cj, j=l,2, •• 8. 

For every j, the three constants Aj, Bj and Cj are related among each other by the linear 
equations (8), so that u , v and w may be expressed in tenns of only eight constants. To this 
end, we let n n n 

Aj = Q'j Cj , Bj = ~j Cj , 
where Qj and ~j, for j = 1 and 3, may be expressed as follows 

Q'1=a1 + ia2 , Q'3=ii3 + ia4 , ~1=~1 + i~2 , ~3=~3 + i~4 
The real and imaginary parts of O'j, ~j, j = 1 and 3, may be obtained from the following 
relationships 

rall al2] 
la21 a22 

where 
' 2 2 

all = n hll - Aj P11 ' 

a21 ~ al2 

By inspecting the ~oefficients of equations 
Q2 = al -i c;2 Q's = (;s +i ;6 = -0'2 

Q4 = &3 -i a4 0'6 = as -i &6 = -Q'l 

~'2 = ~1 -i ~2 Q7 = ~7 +i erg = -Q'4 

s4 = ~3 -i ~4 O's = ;7 -i c;s = -Q'3 

(12) 

(13) 

(14) 

(lS) 

Upon substituting the relations (12)-(lS) into equation (7) and thence into equat:ions 
(6) we obtain expressions for the displacement functions in terms of eight constants ~j. These 

express{i~~,;>r be written as 

W(x,cp) = [T] [R] [C} (16) 
V(x,cp) 

where [R]is given in appendix I and [C} = [c1 •.• c
8

] • The eight Cj are the only free constants, 

which must be tietermined from eight boundary conditions, four at each edge of the finite element. 
The nodal displacements (Fig. ] ) at nodes i, (x = 0) and j, (x =J) are defined by 

{ :~} = (uni' "ni' ( dw j ax)i' vni' unj' "nj' (dwjdx) j' vnj} T = (A] (C] ' (17) 

where [A] is given in appendix I~ its elements being determined from those of [R]. Finally, 
combining equations (16) and (17J, we obtain 

{~~~::~l = [TJ [RJ [AJ-l {~i} = [N] {~J (18) 
V(x,cp)j j jJ 
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This equation defines the displacement functions in terms of n~, x, the elements pij of [P] and 

the nodal displacements{~~} . 

2.4 Determination of the Mass and Stiffness Matrices. 
Substituting equations (18) into equations (4) we obtain the strain vector (e} in terms 

.of (oi} and (oj} as follows: 

[•} = [~ ~] [QJCAr
1 

{ ~~} = [BJ {~~} (19) 

where [Q] is given in ref.[4]. The corresponding stress-resultant matrix may be found from 
equation (2), i.e., 

[a} = [P) [e} = [P) [B) { ~~} (20) 

where [P] is the elasticity matrix for anisotropic shells. 

The stiffness and mass matrices for one finite element [3] are expressed as 

[k] = JS [BJT [P] [B] dA , [m] = pt JJ [NJT [N] dA, (21) 
where dA = rd~, p is the density of the shell and t its thickness. Integrating over~ and 
using equations (18)-(20) we obtain 

[k] = [ [A]-l]T (nr J£ [Q]T [P] [Q]dx}[A]-l = [ [A]-l]T [G] [A]-l (22) 
0 

[m] = pt [ [A]-l]T (nr J£ [R]T [RJ ctx} [A]-l = pt [ [A]-l]T [S] [A]-l (23) 
0 

where [G] and [SJ are defined by the above equations. 

[G] and [S] were obtained analytically for the case of isotropic shell in reference [4] by 
carrying out the necessary matrix operations and integrating over x in equations (22) and (23). 
To do this it was found necessary to intr9duce several intermediate matrices, eventually obtai­

ning expressions for the general terms k .. and m .. of [k] and [m], respectively. 
lJ lJ 

For the case of anisotropic shells, the elements of [G] and [S] are similar to those of 
reference [4], for the following reason: in [4], the (i,j)th terms of [G] and [S] are deter­
mined functions of the elements of [Pj and of the general terms, u. and IJ., of the roots A.'s which 
have the same general form as those of equation (11). Because of the complexity of the manipu­
lations, neither the intermediate steps nor the final result will be given here. The interested 
reader is referred to reference [4] for details. 

With [m) and [k) determined, the global mass and stiffness matrices for the whole shell, 
[MJ and [K], respectively, may be constructed by superposition jn the normRl manner as described 
in [4]. Each of these matrices is of order 4(N+l),where N is the total number of finite elements. 

2.5 Elasticity Matrix 
The elasticity matrix [P] given by equation (3) is quite general, so this theory may be ap­

plied to: (i) shells consisting of single or an arbitrary number of isotropic or orthotropic 
layers, (ii) double-walled, gridwork or folded shells and (iii) shells with rings and stringers 
provided their characteristics are known. Here we limit ourselves to shells consisting of single 
or an arbitrary number of isotropic or orthotropic layers. 

For isotropic shells, the elements pij of [P] are listed in reference [4]. In the case of 

an arbitrary number of orthotropic layers [8], we assume that these layers function concurrently 
without slippage and as previously stated that the principal directions of elasticity at each 
point of the•shell coincide with the directions of coordinate lines; (i) for an even number of 
layers, 2v, the elements p. of [P] may be written in the form 

lj 

pij = 2 t B~j (ts-ts+l)' i = 1 to 3, and j = 1 to 6, 
s=l 

3 3 -(ts -t
8
+1 ), i = 4 to 6, and j = .4 to 6. 
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(ii) for an odd number, 2v+l, we obtain 

[ v+ 1 v Bs ( ) J 1. 
P·j = 2 Bij tv+l + E ij ts - ts+l ' 1 s=l 

1 to 3 and j = 1 to 6, 

(25) 

I ) v+l 3 v s 3 3 
(2 3 [Bi-3,j-3 tv+l + t Bi_3 j-3 (t8 -ts+l)], i = 4 to 6 and j 

s=l ' 
4 to 6 , 

where 

si1= [E~/(1-v~ v~)], B~ 2=[E~/(l-v~ v~)], B~2 = B~1 =[v~ E~/(1-v~ v~)],B;3=0.5G~2 
ts is the thickness of the sth layer, (E~, v~) and E~, v~) are its young's modulus and Poisson's 

ratio in the x and ~ directions,respectively,and G~2 is the shear modulus. All other terms of 
s 

Bij are zero. 

2.6 Free Vibration 
For free vibration, the equation of motion may be written in the form 

[M] (Li} + [K] [fl} = [0}., (26) 

where [6}= [61,62, ... 6N+l}T, N is the number of finite elements, [MJ and [K] are real, symme­

tric matrices of order 4(N+l), and [6N+l} being the displacement vector associated with the lower 
edge of the last finite element. 

In cases where the shell has rigid edge constraints, the Kinematic boundary conditions must 
be taKen into consideration. Accordingly,[K]and[M]are reduced to square matrices of order 4(N+l)­
-J, where J is the number of constraint equations imposed. Thus, for a shell with two edges 
supported, we must have vn = wn = 0 in the displacement vectors [61}and [6N+l}' and J=4; for a 

free shell, J=O; and for one with two clamped edges J=S. The solution of equation (26) now fol­
lows by standard matrix techniques,yielding the natural frequencies,w., i=l, 2, ... , 4(N+l)-J, 
and the corresponding eigenvectors. 1 

3. RESPONSE TO BOUNDARY-LAYER PRESSURE FIELD 
3.1 General Theory 

In this section we are concerned with the vibration of thin anisotropic cylindrical shells 
due to a pressure field arising from the turbulent boundary layer of an internal subsonic flow. 
It is based on a recently developped theory [5]by the author for the case of isotropic cylindri­
c~l shells. Only an outline of the theory is given-here; for a detailed account the reader is 
referred to reference [5]. 

The equations of motion .of the shell subjected to arbitrary load is given by 

[MJ £yJ + ccJ LvJ + [KJ £yJ = £FJ, (27) 
where [y} is a nodal displacement vector, (F} is a vector of the external forces, and [M], [C] 
and [K] are the mass, damping and stiffness matrices, respectively. 

Whereas equation (27) is quite general, the particular form of its constituent terms depends 
on the particular theory used. In this theory [M]and [K] are determined by equations (22) and 
(23), [C] is assumed to be linearly related to [M]and [K], or to either one, and the external for­
ces [F} represent the internal random pressure field. 

3.2 Assumptions 
In reference [6] we have indicated how the inertial effects of a stationnary fluid contai­

ned by the shell may be taKen into account. However, when the fluid is flowing, the shell is al­
so subjected to "centrifugal" and Coriolis-type pressure forces. The former have the effect of 
diminishing the natural frequencies of the system, while the latter have a damping effect on 
vibrations in •ases where one end of the shell is free. Unless we are dealing with very flexible 
shells, very heavy fluids, or very high velocities, the effects of these forces will be relativel) 
small. Accordingly, for metal shells conveying fluid with flow velocity in the normal enginee­
ring range, these effects are negligible and are not taKen into account. 

The displacements are assumed small enough for the resultant forces to be normal to the 
shell's surface.It is also assumed that the pressure field is spatially continuous and that it has 
the properties of a weaKly stationary,ergodic process.We further assume that the pressure drop in 
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the length of the shell is sufficiently small for the mean pressure to be considered constant o­
ver the length of the shell. Finally, the continuous random pressure field of the deformable 
body is approximated by a finite set of discrete forces and moments acting at the nodal points 
[11]. 

3,3 Representation of Pressure Field at Nodal Points. 
As previously mentioned, the shell is divided into N finite elements, each of which is a 

cylindrical frustum. The position of the N+l nodal points may be chosen arbitrarily (Fig. 1). 

Any pressure field is considered . to be acting on an area Se surrounding the node e of coor­
dinate t as shown in Figure 2(a). We define the pressure distribution acting over this area S 
by two mfltually perpendicular forces per unit length. We may write, for the actual resultant e 
force per unit length, 

F(x,~,t) = ~ fR (x,t).cos n~ + E fc (x,t). sin n~ , (28) 
n n n n 

where fR and fC are at a distance x from the origin of the shell as shown in figure 2(a). n n o 

These two forces acting at point A are transformed to two forces and one moment,~, acting 
at the node e, as shown in Figure 2(b). ~ 

figure 2 (a) Representation of the 
pressure field by a discrete force 
field. (b) The equivalent discrete 
force field acting at the node e, 
involving fRn' fen and rrb/1./. 

The external force vector associated with the nth circumferential wave number at a typical 
node e can now be written in the following form: 

1 1 T 
. l"i 2 2 2 l"j 2 2 2 
LF(t)}e = [0, Jl'i [fRn(xi,t)+fCn(xi,t)] , J

1
,j (xj-~j)[fRn(xj,t)+fCn(xj,t)) ,O)e ,(29) 

where fRn and fen are expressed in terms of the instantaneous pressure on the surface, p(x,~,t). 

3,4 Mean Square Response. 
We proceed by first considering the free vibration of the conservative system (26) and de­

termining the natural frequencies wi and the eigenvectors [t .}, i= 1,2, .•. ,4(N+l)-J, where J 
is the number of kinematic boundaries. 1 

We next form the modal rna trix 
[ t)= [ ~' t 2, .•• , t 4(N+l)-J ], and define {y)= [ c.p J (Z}. (30),(31) 

Finally the equations of motion (27) are decoupled and the mean square .values of the displa­
cements of the shell are expressed in terms of the axial and circumferential correlation func­
tions of the pressure field, w (s,o,o) and~ (o,~,o), respectively; see equations (10)-(25) of 
reference [ 5 J • P p 

In the ca~e of subsonic boundary-layer pressure fluctuations, the streamwise and lateral 
spatial correlation functions have been examined theoretically and experimentally by Bakewell 
et al. [9] and Clinch [10]. 

Bakewell measured and derived expressions for the axial and circumferential correlation 
functions in experiments with air flowing in a cylindrical pipe. He found the following appro­
ximate expressions for the (real) spatial correlations: 

(32),(33) 
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where Ss = sw/U conv. and S~= ~w/Ut are the axial and circumferential Strouhal number, 

s = lx.-x.l , ~ = lr(~.~-)1 , w is the center frequency, and a, b, c, ~are constants to be 
l J l J 

specified; Uconv and Ur. are, respecti_vely, the convection and the centerline velocities. 

The values of the constants used in these two expressions for axial and circumferential 
correlations depend on the fluid. For turbulent flow in air, the values of a, b, c and d are 
given in [9] 

a= 8·7266, b = 1·0, for S~ = ¢wfUv c = 20, d = 100, for 5,1 = 1JW/V~.· (34) 

Clinch measurements in water proved that these constants are approximately the same for dif-­
ferent fluids at the same Strouhal number, at least for sufficiently high Reynolds number. 

Upon using the experimentally based relations (32)-(34), we obtain the following expression 
for the mean square response of the shell [5]: 

(35) 

N+lN+l N+lN+I ] 

+ j~l k~l 4>j,4>hrJTJfMJ + p~l vf=l 4>p,4>rrlT: •. J ' 

th AA 
where~ is the (qr) element of the modal matrix [~],/7) is the element of the generalized 

qr th ~ F M 
mass matrix,wr' the r natural frequency and r is the mean radius of the shell; riu' rKi and 

MM 
r jk are derived analytically in reference [ 5]. 

Equation (35) is then the response of the shell to a subsonic boundary-layer pressure field 
at the nodal points q(x,~). This response is associated with a specific n, where n is the circum­
ferential wave number (section 2.3). By repeating the analysis for a sufficient number of n, 
the total response for any point on the nodal circles may be obtained by superposition, in accor­
dance with the assumption that there is no coupling between the circumferential wavenumbers. 

4. CALCULATION AND DISCUSSION 
The computer program of reference [5] has been modified to determine the eigenvalues, 

eigenvectors and the response of a given uniform or non-uniform anisotropic cylindrical shell 
subjected to a boundary-layer pressure field. It is written in FORTRAN V language for the IBM 
360/70 computer, using double precision ·arithmetic throughout all the overlays. 

The necessary step of the computational method may be outlined as follows: a) We first spe­
cify the imposed boundary conditions, their number, J, and the values of n (~2) for which calcu­
lations should be done; b) The shell is then subdivided into a sufficient number, N, of finite 
ele~ents (sufficiency in this context is related to the complexity of the structure); c) And 
finally the computer program, for given input data, calculated the mass and stiffness matrices 
for each element, assembles the global mass and stiffness matrices for the whole shell, calculates 
the natural frequencies and the eigenvectors, determines the damping matrix, and executes the 
necessary steps to obtain the response. 

The necessary input data for each finite element are the mean radius, r, wall thickness, t, 
length of the individual element, £, material density, p, and the elements pij of [P] 

For given r, t, ;,, p and p .. , the computer program executes the following steps for each 
lJ 

element: i) the eight complex roots, /...., of the characteristic equation (9), are calculated by 
J 

Newton-Raphson iterative technique, and hence, we obtain x1, x2, ~l' ~2 , ~j' ~j (j= 1, 2, •. ,8), 

and a., ~-; ii) the intermediate matrices are determined; iii) the displacement functions, mass 
and siiffRess matrices, [N], [m] and [k], respectively, are computed by the relationships given 
by equations (18), (22) and (23). 

When the stiffness and mass matrices have thus been computed for each element, the global 
[M]and [K] are constructed and reduced appropriately to take account of the boundary conditions. 

For free vibration, the computer program proceeds to find the natural frequencies, wi , 
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where i = 1,2, ..••. ,4 (N+l)-J for each n, and the corresponding eigenvectors of a real square 

non-symmetric matrix of the special form [M]-l [K], where both [M] and [K] are real, symmetric 
matrices and [M] is positive definite. 

Knowing the damping factor, the fluid velocity and its density at each node of the struc­
ture, equation (35) is finally executed to obtain the response to a boundary-layer pressure 
field. 

Calculations have already been conducted to test the theory in the case of isotropic shells 
[ 5]. The free vibration characteristics of uniform and axially non-uniform shells were obtained 
for a variety of boundary conditions [4]. The computed natural frequencies and the response 
were compared with those obtained by other theories and from experiments; agreement was found 
to be good and, in the majority of cases, was even better with the experiments. 

Here we repeat only one calculation to test the computer program and the modified theory. 
More results concerning the anisotropic shells will be presented and discussed at the conference. 

The set of calculations undertaKen here was first studied experimentally and theoretrcally 
by Clinch [12]. It is a long, simply supported cylindrical shell conveying water with flow 
velocities in the range 248-520 in/sec. The pertinent data are as follows: r = 3 in(.0762 m), 

L = 240 in(6.096 m), t = 0.025 in(.63 x 10-3 m), E = 28.5 x 106 lb/in
2

(1.995 x 1011 N/m
2

), 

~ = 0.305, p = .749 x 10-3 lb-sec2/in4(8.0048 x l0
3

Kg/m3 ). Clinch obtained the response in the 
frequency range of 100-1,000 Hz, approximately. 

This she~l was also analysed by the theory of reference [5] by subdividing the shell into 
8 elements and calculating the response for n = 2 to 6. Here we repeat the same calculations 
for n = 2 to 12 from which the approximate tttotaltt and the high-frequency responses of this 
theory are shown in Figure 3; also shown are Clinch's experimental and theoretical results. 

Figure 3. The mean square response of the maximum radial 
displacement of a shell first studied by Clinch, as a 
function of the centerline velocity. --- 0 ---, 
Clinch's experimental and theoretical results for high­
frequency response; ---, theoretical results obtained 
by this theory (n = 2 to 12) for high frequency 
response (98-1,000 Hz); --, "totaln response obtained 
by this theory (n = 2 to 12} considering all frequency 
components. 

It is evident from Figure 3 that the response at the 
high frequency range is but a small part of the total. 
This observation demonstrates the limitations of Clinch 
theory if one is interested in the total response rather 
than only the high-frequency range. On the other hand, 
the agreement between this theory and experiment, in the 
frequency range of 100-1,000 Hz, approximately, is 
quite good. This is the first and, so far, only experi­
mental verification of this theory, as experimental data 
are very scarce; the results lend confidence that the values 
shell are also reliable. 

S. CONCLUSION 

of the overall response of the 

The hybrid finite-element, classical theory developed in this paper is used to obtain the 
free vibration characteristics and to predict the response, to boundary-layer pressure field of 
an axially non-uniform, anisotropic thin cylindrical shell. To this end the shell is subdivided 
into a number of cylindrical finite elements, each with two nodes, the nodal displacements being 
the axial, circumferential and radial displacements and a rotation. The shell equations employed, 
which are solved for the determination of the displacement functions, are such that the conver­
gence criteria of the finite-element method are satisfied. The pressure field is similarly 
rendered discrete and is represented by two forces and a moment at each node. Finally, the pres­
sure correlation functions used in this analysis are applicable only for flow velocities corres-

ponding to Mach number 0.3 or less; there is no assurance that such correlation functions can 
be applied at higher Mach numbers when compressibility effects become important. 

This theory was computerized so that if the dimensions and material properties of each fini­
te element, and the properties and flow velocity of the fluid. are ~iven as input, the vrogram 
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gives as output the natural frequencies and eigenvectors of the shell and the r.m.s. values of 
the nodal displacements. The analysis proceeds separately for each circumferential wavenumber, 
n; the total response may then be found by summing over n. 

The effort involved in producing such complex theory is deemed to be justified. In this 
connection, it is noted that accurate Knowledge of some of the high and the low frequencies is 
essential for the accurate determination of the response of shells to random pressure field, 
such as those generated by internal or external flow. Accordingly, the present method, because 
of its usage of classical theory for the displacement functions, may lead to the determination 
of the high as well as the low frequencies with high accuracy [4]. Apart from this, the main 
advantage of this theory is that it may be used, without modification, to obtain the free vibra­
tion characteristics and the response of any anisotropic cylindrical shell which is geometrical­
ly axially symmetric, no matter how many property discontinuities may be present, and for what­
ever boundary conditions. 

The extension of this theory to the more general case of curved-shell finite elements is 
envisaged, with which shells of any shape could be analysed with enhanced precision. Another 
extension to this worK will be to consider the effects of all the components arising from the 
presence of flowing or stationary fluids, on the natural frequencies for the cases of completely 
or partially-filled shells. 
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SUMtURY -

The governing dynamic equations for tl1e large ampli tllde 
flexural vibration of orthetropic 3kew plates of variable thick­
ness are derived in this 'paper maldL~g use of a simple formulation 
originally proposed by Berger for the large amplitude static pro­
blems concerning rec~ang·ilar plates. On the basis of an assumed 
vibration Llode of the product foru, the l.'elationship between the 
amplitude and period is studied for isotropic and orthotropic skew 
plates of Va":'ious as)ect ratios and skew angles ta..lting the varia­
tion of plate thickness to be linear along one of the co-ordinate 
dire,ctions. It is found that the moclal equation reduces to the 
Duffing type of equation for which exact solution exists. ·!rhe 
results show that the period of large azapli tude vibration decreases 
with increasing al!lpli tude, exhibi -cing hax·dening type of nonlinea­
rity. Furthernore, the static problems of lar6e deflections of 
skew plates are also discussed. 

NOTATION -

a,b dimensions of the plate 
~.,u 

::r 

c = cos ~ 

= E1 ho 
D1 --w- 7 h = h(x, y ), thickness of plate 
k2 ~ = 

E"!. 
2 2 4 2 2 

m = (k - q - 2p q ) 
• 

p Y, '\.• v 
2 G(1 - \')"' ~,., ) p = E-, Geometry and coordinate system 

q2 = ""'" FIG. I 
r = (a/b), plate aspect ratio 
s = sin a 
t = time 
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t1 = (S/C) = ta..l'l e 
w = lateral deflection of pla~e 
x,y = oblique co-ordinates 

""5,1? = cartesia.11 co-ordinates 
p = mass per unit area 

"'t = {t/a2~} nondimensional time 

e = skew angle 

INTRODUCTION -

Oblique pa.."lels are extensively used in modern aircraft industry and the 
study of large amplitude vibration of such thin panels is of practical iiilportance 
because of the fact that whe!l the flexural vibrations involve large amplitudes, 
the frequency of free or forced vibration is very much depandent upon the ampli­
tude. Although the work on the flexure of rectangular plates of variable thick­
ness was initiated as early as 1934 (3), . to the authors lalowledge there seems 
to be no li teratu.re at all on the large a.mpli tude free flexural vibration of sl~ew 
plates of variable thickness. Also, the literature available on .the large ampli .. 
tude flexural vibration of skew plates of constant thiclmess is also very 
limited ( 2 , 6 ) • 

This -paper deals \Vi th the large amplitude free flexural vibration of thin 
elastic orthotropic clamped skew :plates o:f variable thiclmess. Tha thickness is 
assumed to vary linearly along the x co-ordinate direction (.lf'ig. 1). As in the 
previous investigations invol~ring large amplitude flexural vibrations, 1ihe analy­
sis is based on an ass1nned vibration, mode of the nrorluct form and a one-term 
solution is considered. This is because of ~he si<1!lifica"lt increase in the 
algebraic and numerical work ,that is involved in v1orlcing with a series of several 
terms. The nonlinearj_ties investigated llRre arise due to the presence of non­
linear terms in the strain-displa.cer:ent relations. The material constants of the 
orthotropic plate ar~ with reference to the orthogonal system of axes (Fig.1). 

It has been shown by the authors that tlle simplified foraulati.on originally 
due to Berger ( 1) wheri extended to slcew plates (4) yields very good results (5) 
and this simplified formulation is p~esently used to study the large amplitude 
vibration of variable thiclmess skew plates. ..lrJplj.tude is plotted against period 
for the cases of orthotropic as well as isotropic oaterial. L1 each, diffe:rent 
aspect ratios, skew angles a.."ld tap·er ratioR of t}l.e plate are considered. The 
influence of the orthotropic material constants, the effects of skew angle a:nd 
taper ratio on the nonlinear response are also discussed. On specialising the 
present results, it is found that there is very good agreement wi. th those avai­
lable in the, li terature ··· ·(7 ). 

GOVERNING EQUATIONS. -

The geometry of the plate a-"'1.0. the co-ordinate system are shown in ~,ig. 1. 
x and y are oblique co-orllinates and a is the skew angle. \ The nonlinear 
strain-displqcement relations in obltque co-ordinates nrc (4): 

2 
·-·ex= e1- z w,xx = c u,x + s v,x + ~ w,x- z w,xx 

ey = e2- z w,yy = v + _21 w 2 - z w ,y ,y ,yy 

1xy = i - 2 Z W xy = C U y·i- V X+ 8 V y + VI _ W - 2z \V 
' ' ' ' 'X ,y 'xy 

( 1) 

The stresses ~e related to the strains by: 

= [:~} (2) 
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where, 

aij = aji 
E 

a11 = 1 
~ 

and 

a12 = a21 = & (E3 + E1 t~) 
a13 = a31 = - E1 S/03 

a22 = C \E1 t~ + E2 + 2t~ (E3 + 2G)} 

~3 = a.32 = - t 1 { E1 t~ + E3 + 2G} 

a33 = ~ (G + E1 t~) 

In the above, 
E-. .!z._ 

E1 = ·tr ; E2 = 1' 

E
3 

= E7 it.,, _ E-., 9-y? t ( ~ 'i ) 
1 r- - t* 1 = 1 - .,, ,.., 

G, E~ , E., , ~'!I'? and ~,,are the elastic constants of the orthotropic material 
in the~ artd' directions respectively. It will be recalled that only four of 
the above elastic constants are independa~t. 

The stress and moment resultants can now be readily obtained from the 
definitions 

o/2 % 
Nij = J ""'ij dz Mij = f G"ij z dz (3) 

-~ -o/2 
The expression for the strain energy is given by 

U =U +U strain Ext Bending 

where, the extensional strain energy is given by 

u -1JJ 2 2 . 2 
Ext - 2 x y h (a11 6 1 + a22 8 2 + a33 '"'I 

·+ 2a12 61 ei+ 2a13 e11 + 2a23 e2"'\ ) dx dy 

and the strain energy is bending is given by 

u = 1 ff 3( 2 2 Bending 24 h a11 w xx + a22 w ... 
X y ' t"'.fl' 

2 
+ 4a33 _w,xy+ 2a12 w,AX w,yy + 4a13 w,xx w,xy 

+ 4a23 w ,yy w ,XJ'") dx dy 

The kinetic energy of the plate is given by 

(4) 

(5) 

c r a 2 
T == -r- ~ ? ( rl') dx dy ( 6 ) 

In accordance with the ~erger (1955) foTmtLlation suggested oribinally for 
static problems of rectangalf'r plates, the expression for the extensional strain 
energy given by equation {4) can ba written in a s.lll1>lified forn as (4) : 
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where, 

(1) 

and the IIaruil ton's principle the 
ampli t11de flexural vibration of 

(8) 

(9) 

0 = o(t) and h 0 is the plate thiclcness at X = 0. 

Also, 

L(w) = (w ,~xxx+ K5 w ,yyyy+ K6 w,xx.yy 

+ K7 w,xxxy+ K8 w,yyyx) 

K6 = 2C2(3tf + q2 + 2p2) 
2 2 .2 2 

Kg = C (q + S 10 ) 
K10= 4C2(p2+ S2/C2) 

and E' = ~ 
1 403 

Equations ( 8) ar1d ( 9) are the governing equations for the large arnpli tude free 
flexural vibration of orthotropic skew plates of variable thiclmess .:tn this 
simplified formulation. These two equations when npe.cialised for the case of the 
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isotropic rectangular plate reduce to the well lmown Berger Equations given by 
Wah (7). 

METHOD OF SOLUTIOlf 

For skew plates clawped along all its four edges the bonnd~J conditions 
to be satisfied are: 

w = w = 0 at x = 0 and a ,x 
w = w, Y = 0 at y = 0 and b ( 10) 

A deflection function that satisfies all the above boundexy conditions is 

(~0 ) = f':l(1- cos 2~x) (1- cos 2jff) (11) 

When all the edges of ·the plate are immovable, the iu.-plane edge conditions 
are 

u = v = 0 at x = 0 and a. ; y = 0 and b ( 12) 

Let us consider plates with linear taper in the x direction so that 

h = h0 ( 1 + ~) ( 1') 
a 

in which (1 +a) is the ratio of the plate thickness at x = a to the thick­
ness at x = o. Noting that o2 in Equa-t;~on (8) is independant of x and y, 
Equation (8) can be integTated to yield o • Thus substituting for e1 , e2 and '1 in terms of displaceL1ents u, v and w from Equation ( 1 )· and for h from 
Equation (13) and making use of the inplane edge conqitions given by (12), for 
the assumed mode shape 1w1 given by Equation (11 ), o"- is obtained as: 

o2h3 f2 2 h3 . 2 
12 o = ~ :2 o ( 1 + ,l1 r ) ( 1 + a/2 ) 

(a) Large Amplitude Vibration: 
') 

With this expression for o~ , Galerkin method is a~plied on Equation (9) 
to obtain a modal equation of the form 

2. 2 2 3 
d ~ + A f + B f = JA- ~ {14) 
d"'t 

where, 4 3 
A2= 1

3
6 ~{(1+K5 r

4
+ K6 rf3) (1+ Ja./2 + a

2
+ ~) 

I 2 2 2 t 
- 3 2 a /n ( 1 + K9 r ) ( 1 + a/2) J 

2 4 
B = 3• { 1 +A r 2 ) 2 ( 1 + a/2) 

204 1 4 
16 - ~ 

}A= 9 and ~c ))1 ho 

The exact solution to the well lalOwn modal equation (14) is given by: 

f( 1: ) = w On ( w,;, g1 ) ( 15) 

where On is th~ elliptic cosine and the nonlinear frequency, 

w = {A2 + B2 (w)2 J Y2 
The solution for f in terms of the elliptic cosine has a period 

( t-) = 2A F 1 ( g 1 ) ( 16 ) 

o ni A2+ B2 (w) 2 
where, F 1 (g1 ) is the complete elli,Ptic integral of ·the first kind and To is 
the linear period given by T0 = 2n/A. 
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·. 2 
Also, g= 

1 { 2 2 - 21_ 
2 A.+ B (w) .s 

It is clear .r;om Equation ( 16) that the period of nonlinear vibrdion 
decreases with increasing amplitude exhibiting hardening type of nonlinearity. 

Arnpli tude Vs. period is plotted for clamped s Jrew plates with various skew 
angles, aspect ratios and taper ratios considering isotropic au well as ortho­
tropic cases~ The material constants · of the plate for the two cases considered 
here are: 

(See Figs. 2-8) 
Isotropic 

Orthotropic 
(b) Large Deflections: 

2 
q 

0.3 
0.025 

2 
p 

0.35 
0.1 

It is interesting to note that the governint-; equation :for the static p.ro.blen 
involving large defl t~ction of orthotro;_:~ic skew plates subjected to 1miforruly 
distributed load q11= q0 cro.1 be readily obtained from Eqn.(1~). For this 
purpose f has to oe taken as independent of time so that d t = o and 
f :;; (w~ax) = .:.,. Thus the load-deflection relation becomes, dt:"2 

A2 '+ B2( ')3 16 -
w , w = 9 qo (17) 

The relationship het"V'leen the load. and deflection is plotted for a few cases 
and a~e shown in Figs. 9 to 11 . 

CONCLUSIONS 

The approximate formulation origi:1ally dUe to Berger which is extended 
here for the study of orthotropic sk evr plates of variable ~.;hiclmess is found 
to yield :!'esul t s which agree well with those available in the li terat \.~:ce for 
the limiting c a ses. The relationship between the am;Jlitude and period exhibits 
hardening type of nonlinearity i.e., the Jeriod decreases with increasing ampli­
tude for all the cases considered in this pa.;Jer. The effect of taper is found 
to ma1ce the harderdug tendency of the period. versus amplitude behaviou= less 
pronounced. The results presented here are limited in the sense that only one 
'term is used in the series for w but in the a-:JSeHce of any o·bher better method 
this is believed to rep:!'esent an initial effort i.u obtaining better solutions. 
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TRANSVERSE VIBRATION OF ELLIPTIC PLATES 
WITH INPLANE FORCES 

Monash University, Melbourne 

SUMMARY - The transverse vibration of thin elliptic plates with inplane forces 
is analyzed using a recently developed method. The method is based on the 
concept of contour lines of equal deflection on the surface of the plate. All 
details of the analysis are explained by graphs. 

1. INTRODUCTION 

The present study represents an extension of the method recently developed in four earlier 
publications [1,2,3,4] dealing with the bending, buckling, and vibration of thin elastic plates 
and shallow shells. 

In the work which follows a brief resume of the method is first presented. This is then 
followed by a discussion of the transverse vibration of a thin elliptic plate with inplane f?rces, 
the edges of the plate being either clamped or simply supported. 

2. THEORY 

Consider a thin elastic, isotropic plate of thickness h loaded by compressive or tensile 
forces acting in the middle surface of the plate. Let the XOY plane coincide with the middle 
plane, and let the z axis·be directed positively downward. When the plate vibrates in a normal 
mode the deflected form maintained by the plate at any instant T may be described by a family of 
lines of equal deflection and it is possible to write 

w(x,y,T) = W(x,y) cos(wT + £), (2 .1) 

where cos(wT + £) is the normal coordinate, w is the circular frequency, and W is the normal 
function determining the form of the deflected surface of the vibrating plate which is a suitable 
function of u, where u(x,y) = canst. is the equation of the lines of equal deflection. 

Consider a portion of the plate bounded by a closed contour u(x,y) = canst. at any instant 
T. The resultant tractions exerted upon this portion by the remainder will have components in 
the upward vertical direction given by f Vn ds where 

oMnt N ow. 
v n :::: Qn - as - n an (2. 2) 

The first- term in (2.2) represents the shearing force, the second term is due to the distribution 
along the contour of the twisting moment, and the last term represents the component of the 
in-plane forces with act normal to the deflected middle surface of the plate. Consequently the 
application of D'Alembert's principle and the summing of the forces in the vertical direction 
yield the following dynamical equation. 

aw JJ a
2
w Nn on ] ds + ph ---2 dxdy 

A. dT 

aMnt 
as 

0. (2. 3) 

The double integral in (2.3) is taken over the region bounded by the curve u = const. 
and represents the inertial force due to the vertical acceleration, p being the mass per unit area 
of the plate. If we now substite the well known expressions for Mn,Qn, and Mnt into (2.3) we 
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finally obtain 

d
3
W f d

2
W l dW l dW f r --3 Rds + --2 j Fds + du j Gds + dn" . Nn >'t 

du du 
.ds - phu? J J Wd rl = o, (2.4) 

n 

where the factor cos (wT + E) has been can6~11s~g~·~~~l~, :~,~;t:~ring equation (2.4) use 
the fact that W and its derivatives with respect to . ,w a.Jt:~:fldhstant on the contour u 
Here R,F,G etc are the following expressions involving u and its partial derivatives 

R = -ot312 

F = -D[3u u2 + 3u u2 + u u2 + u u2 + 4u u u ] /t112 
xxx yyy xxy yyx xyxy 

was made of 
const. 

G -D[u u3 + u u3 + (2-J,J.) (U u u2 + u u2 + u u3 + li u3) + (2JJ - 1) (u u u2 
xxxx yyyy xxxxy yyyx xyyx xxyy xyyxy 

+ u u2u ) - 2 (1-J.J) u (u u u - u2 u - u2u + u u u ) + (1-I.J) (il xxyxy xy xyxx y xy xxy xyyy xx 

- u2u )] /t312 + 20(1-I.J) [u (u2 - u2)- u u (u - u )J
2 /t512 

xyy xy X y xy XX yy 

t = u 2 + u
2 

X y , (2.5) 

where 1.1 is Poisson's ratio and D is the flexural rigidity of the plate. 

3. VIBRATION OF ELLIPTIC PLATES 

2 
u ) (il u 

YY · XXY 

Let us now discuss the 
loading N = N = N, N 

X y xy 

transverse vibration of a thin elliptic plate subject to uniform edge 
0. Let the semimajor ·and semiminor axes of the ellipse be a, and b 

respectively, then with the 
given by 

coordinates as shown in figure 1 the equation of the boundary is 

2 2 2 2 
1 - x /a - y /b = 0 (3.1) 

If attention is confined to symmetrical forms of vibration then from symmetry considerations 
one may assume that the lines of· equAl deflection form. a family of similar and similarly 
situated ellipses starting -from the outer boundary as one of these lines. Therefore the equation 
of the lines of equal deflection may be taken to be of the form 

2 2 2 2 
u(x,y) = 1 - x /a - y /b . (3.2) 

It should be stressed that in the case of a circular plate this is no longer an assumption. 

If the above expression for u is substituted into (2 . 4) and the necessary integration 
performed we finally obtain. 

which after differentiation reduces to 

d
2 

i__ + 2 d
2 

(((1-u) du- du a ) ((1-u) du2 

where 

d 
du 

2 4 4 4 2 2 4 
phw a b /20(3a +2a b +3b ), 
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4 2 2 4 2TID(3a +2a b +3b ) 

0, (3 . 4) 

(3.5) 

0, 

(3.3) 



and 

2 2 2 2 2 2 4 2 2 3 a - B =Nab ,a +b )/D(3a +2a b +3b ). (3. 6) 

The general solution to equation (3.4) is 

(3.7) 

where 

1-u. (3.8) 

If a and B can be obtained the natural frequency of vibration can easily be calculated. 

The boundary conditions at the edge f=l and the condition at the centre, f=O, must now be 
imposed. Consider the following two cases. 

3.1 CASE 1. THE EDGES OF THE PLATE ARE CLAMPED. 

In thie case .~he ~lamping condition ultimately reduces to,[l]; 

In order to avoid infinite deflection at the centre it is necessary to omit the second and the 
fourth term in (3.7). Consequently, aside from the trivial solution A1 = A3 = 0, solutions with 

non vanishing constants are obtained if and only if 

0, (3.10) 

which reduces to 

2a J 1 (2a)/J
0 

(2a) + 2B I
1 

(26)/I
0 

(26) - o. (3 .11) 

The natural frequency of the plate may now be determined from equations (3.6) and (3.11). 
Figure 2. shows the relationship between the fundamental frequency parameter ~e/ph/D wa2 

and the non dimensionalized buckling load 

(3.12) 

where the value of ~ = -1 represents the critical buckling load of a hydrostatically compressed 
plate as determined in [2]. 

CASE 2. THE BOUNDARY OF THE PLATE IS SIMPLY SUPPORTED. 

Suppose now that the plate is simply supported along its edges. The constants A1 , and A3 
must now be chosen so as to satisfy, [1]; 

i) 
WI - 0 

f=l 
(3.13) 

ii) 
2 I ~+ .!:!.~ = 0. 

df2 f df f=l 

After detailed algebraic computation the resulting determinant can be reduced to the following 
frequency equation. 

(3.14) 
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The natural frequency of the plate may now be determined from equations (3.6) and (3.14) for 
various values of N, and aspect ratio o = a/b. Figure 3 shows the relationship between the 
frequency paramete~ A~/ph/D wa2 and the nondimensionalized buckling load 

22 2 2 4 22 4 
~ = Na b (a +b )/1.05 (3a +2a b +3b )D1 (3 .14) 

where~= -1 represents the critical buckling load for the hydrostatically compressed plate, [2]. 

4. REMARKS 

The classical results for the vibration of a simply supported polygonal plate subject to 
hydrostatic edge loading were first proposed by Lurie [5] who stated that "for any thin plate of 
polygonal shape and uniform thickness which is simply supported all along its edges and 
subjected to a uniform thrust N per unit length, the frequency w follows the relationship 

2 (w/w*) = 1-N/Ncrt. (4.1) 

However since when the boundary is curved Navier boundary conditions are no longer applic­
able" Lurie concluded that although the relationship is exact for a simply supported plate with 
an arbitrary number of sides it is not valid in the limit when the number of sides becomes 
infinite. 

Here w* is the fundamental frequency and the Ncrt is the critical buckling load for the 
polygonal plate. 

It is curious that the exact linear law appears to break down in the limit. 

We are thus led to investigate whether such a relationship holds for either the simply 
supported, or the clamped elliptic plate. Suprisingly it holds for both, see figs 4 and 5. 

In both cases when the aspect ratio a/b + - 1 the above results coincide exactly with those 
obtained by Wah [6] for a circular plate. 
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SUMMARY 

STRUCTURE LJFE PREDICTION USING BROAD BAND 
ACOUSTIC FATIGUE THEORY 

Monash University, Melbourne 

Engineering structures are often required to be designed to perform a 
duty with a specific life. Generally speaking it is possible that many sources 
of excitation may occur simultaneously in the structure. Such as mechanical, 
aerodynamic, turbulence and acoustic noise excitation. The life prediction is 
thus becoming very difficult. This paper describes a technique developed in 
the Mechanical Engineering Laboratory of G.E.C. Power Engineering Company, 
so that the structure may be tested at design stage in an acoustic testing 
facility. The measured broad band stresses may be extrapolated to the anti­
cipated excitation spectrum from site measurements. By the use of a broad 
band acoustic fatigue theory the life of the structure may be predicted. The 
technique is widely used in the nuclear engineering field where a structure 
life expectancy of 30 years is required. 

1. Introduction 

The designers are often confronted with a problem of design of structure to perform its 
function for a certain specified time~ ~nder an environmental conditions which may vary tremen­
dously from very high vacuum up2to 10-1 Torr and low temperature - 120°C for some spacecraft 
structures to 750 to 1000 lb/in and 750°C for nuclear reactor structures. 

The source of excitation may be mechanical, aerodynamic, turbulence, and acoustic noise. 

The period for which the structure is required to stand the environment may be a few 
seconds, e.g. the spacecraft structure required to stand the launching noise, or may be 30 years 
fbrthe structures in the nuclear reactors. (Because of the radiation hazard which prevents 
maintenance and repair to be carried out inside the reactor after the nuclear fuel is activated.) 
It becomes very important that a technique should be developed for life prediction at the 
structure development stage. 

This paper describes a technique developed by the Mechanical Engineering Laboratory of the 
GEC/EE Co. at Whetstone, which only involves the fatigue life of the structure due to narrow and 
broad band vibrational stresses. These stresses may be induced by acoustic noise or turbulence 
in the fluid of a nuclear reactor. 

A typical acoustical structural failure is shown in Fig. 1, which is a diffuser of the CO 
circulator, 6 to 7ft. dia., 12ft long made oft inch thick mild steel with fillet and butt 2 

welds. Failure took place after about 1000 hours testing run in one of the early design reactors. 

Since then acoustic fatigue tests have been carried out on fillet welded plate specimens 
12" x 12" x t" thick fillet weld to a heavy 2" x 2" frame as shown in Fig. 2a. The specimen 
hangs at the mouth of the high intensity horn, Fig. 3c. The fatigue specimens were tuned to its 
resonant frequency by the use of noise generated by an electro-pneumatic noise generator with 
pure tone excitation. The shortest time to cause failure was 90 seconds at 159 dB. All four 
sides of the welds failed simultaneously. The fatigue life curve plotted Vs. noise level is given 
in Fig. 2. 

However, in service, the stresses experienced by the structures are often narrow b&ad ~ith 
Rayleigh distribution (see Fig. 4) or most likely broad band, with multi-modal vibration, a 
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typical structure response is shown in Fig. 5. The fatigue life prediction of these types of 
structures is the main concern of this paper. 

2. Definition of acoustic stress or complex dynami~ stress 

2.1 Time average stresses 

The conventional engineering stresses become inadequate in dealing with dynamic problems 
espec~ally under random or acoustical excitation. The simple engineering stress expressed in 
lb/in is useful for static (or D.C.) work, as the stress varies with time, for dynamic work, a 
time average stress or root mean square (r.m.s.) should be used. For sinusoid waveforms, the 
r.m.s. stress (~ ) is simply:-

r.m.s. 
() _1 
r.m.s.(t) - Y2 <Y 0 to pk. ( 1 ) 

2.2 Spatial average stresses 

The spatial average stress is an average stress covering an area of certain components and 
is defined as followsJ. 

1 2 2 2 
() ( t ) = - (~1 + 0:2 + . • . . +() ) • • • • • • • • • • ( 2) r.m. s. , s n n 

Experiments have been carried out on structures using from 6 to 250 strain gauges, the 
spatial average stress a:: £t ) evaluated, indicated a minimum of 12 randomly positioned . . r m s. s . 
stra1n gauges are requ1red io ei reasonable accurate spat1al average stress results. (ref. 1). 

2.3 Maximum/Spatial average stress ratio 

The spatial average stress is useful as it simplifies the effect of the mode of vibration, 
and may be calculated easily by Statistical Energy Method (ref. 1). However, it is more important 
to determine the ratio of maximum stress/spatial average stress ratio. This ratio is found 
theoretically as 2.88 for simply supported plates (ref. 1), and 2.5 for beam type of structures 
(ref. 2). Experiments have shown that it never exceeds 3 for complex structures and 2.5 for beam 
type structures. 

This maximum stress thus obtained is assumed to be applied at the weakest link of the 
structure and is used for the basis of fatigue life assessment. 

2.4 Band stress and overall stress 

Band stress are stresses induced on the structure by a band of frequency. The bandwidth 
could be changed from 1 or 2 Hz to say 20 k Hz. 

With pure tone (single frequency) excitation at the resonance of structure a pure tone 
response may be obtained. (i.e. stress produced are of sine wave nature and ot constant 
amplitude). 

With narrow band excitation the stress response generally is of similar frequency but of 
varying amplitude (Fig. 4a top). As structures are mechanical filters, only allowing a narrow 
band of frequency to pass through it, the band width depends on its damping, generally about 
20 - 30 Hz if the exciting frequency is within the band, narrow band response would be produced. 

If the exciting bandwidth is wider then the structure bandwidth and a number of resonances 
may be excited at the same time the responded stress is called broad band stress. Fig. 4a 
bottom trace. 

For acoustic work the noise measurement band pass filters are divided in t octave bands 
and octave bands. It is therefore convenient to use t octave band stress or octave band stress. 

in 
For acoustic excitation the noise level generally specified in S.P.L. (sound pressure level) 

each t octave band or octave band, with an overall S.P.L. of:-

/ 2 2 2 
poverall =~P1 + p2 + p3 + •••·· •········· (3 ) 

where P
1

, P
2 

and P
3 

are S.P.L. (lb/in
2

) in each octave. 
2 

S.I. Units (Kg/em ) 

Similarly we may derive the overall stresses as follows:-

2 = /
00 

(<Y ) overall 

wher~<Y2) = time ave~age 

s (<J) df (4) (ref. 4) 

mean square stress (lb/in
2

) 

116 



S (rr) stress spectral density (lb/in
2

)/Hz S.I. Units (Kg/cm
2

)/Hz 
f frequency in Hz 

From (4) divided into smaller frequency bands we have 

2 
< <J > overall 

= <(J 2 > + (J 2 
o, 1 < 1 '2> + ( 5) 

where <<Yo,;>, <a;,~·>, <<J 2 ,~> ••.•• are mean square stress levels in the frequency bands 

0 to f 1,f1 to f 2 , f 2 to f
3 

.•.• respectively; these bands may be} octave or octave bands. 

The overall stress is in fact the resultant of all the narrow band stresses in each octave 
band, i.e. 

<Joverall =J < cJO,; > 
2 2 

+ < ()1 '2 > + < ()2, 3 > + ••••• (6) 

3. Obtaining of service stress information for life prediction 

Service stress may be obtained from existing structures in service, or they also may be 
obtained at design stage by testing in high intensity acoustic facility (see Fig. 3) as follows:-

The structures in question should first be divided into a number of sub-components, each sub­
component consists of a simple geometrical system, a panel, a beam or a cylinder. At least 12 
random strain gauges should be attached to each sub-component in order to obtain spatial average 
stress < <J ( t ) > Maximum stress can be obtained by the introduction of a factor of 3 
for panel t~essttu~~ures and 2.5 for beam type of structures. 

The structure should then be subjected to the s~rvice noise spectrum in the high intensity 
reverberation chamber. A typical one is shown in Fig. 6. 

If the service noise level is beyond the capacity of high intensity noise facility an 
extrapolation technique may be used. 

4. Extrapolation of stresses 

Before any attempt to extrapolate the stress to any other levels of noise, the sub-component 
of the structure must be shown to be linear. This should be carried out experimentally by 
exciting the sub-component at three different noise levels for a certain band of frequency, say 
a } octave band or octave band. Normally spatial average stresses should be determined at each 
level. The stress and noise level relationship should be linear. To save time a single gauge 
may be used as a preliminary test instead of using spatial average. A typical linearity curve 
is shown in Fig. 7. 

The extrapolation is generally carried out for each } octave band or octave band by 
extrapolating the stresses linearly with the S.P.L. i.e. 

<a>specified S.P.L. 
< (J"> x S.P.L. specified 

testing S.P.L. testing 

5. General remarks on acoustic fatigue 

As the acoustic wave impinges on the surfaces of a structure part of it reflects away and 
part of it is transmitted to the structure and generates bending waves in the structure, this 
in turn causes the structure to vibr~te in various modes of vibration and produces stresses in 
the structure. The stress distribution will depend on the geometry and frequency of excitation. 
The high stresses produced by the acoustic noise at the resonances of the structure could cause 
metal fatigue of the structure. 

The life prediction really involves the randomly varying stress, where "stress interaction" 
between the processes of damage at the different stress amplitude takes place, lowering or 
eliminating the endurance limit associated,with constant amplitude stress cycling, where no 
"stress interaction" will take place. 

If the vibrational stress coincides with a position of stress concentration or is super­
imposed by other types of stresses such as local mean stress, res1dual stress, thermal stress 
or by fretting effects, premature fatigue failure may occur at nominal stresses far below the 
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fatigue limit of the parent material. These should be accounted for separately as described 
later. 

The life prediction is generally aimed at the weakest link of structure, e.g. fillet welds, 
sharp edges, holes etc. where high stress concentration factors lie. 

The technique described here requires the use of S-N curves on metals with constant 
amplitude and appropriate stress concentration factors. The latter means fatigue tests should 
be carried out on specimens with stress concentration, e.g. fatigue tests on fillet and butt 
welds. 

6. Prediction of Fatigue life 

~f a.cert~in material is subjected to a certain number of stress reversals, n
1

, at a 
certa~n v~brat~on level, and the total number of stress reversals to failure at th~s level is 
N1 , then the partial fatigue damage (ref. 7) according to Miner's cumulative damage law is:-

n1 
D =-

1 N
1 

(7) 

If the vibration level is changed, a new 'partial' fatigue damage may be calculated for n2 
cycles at a failure life of N2, where N1 and N2 may be found from the material S-N curve. 

The totally accumulated fatigue damage after vibration at different levels is: 
n1 n2 

Dt = ~ + N2 + .. • (8) 

Failure occurs when the damage is complete i.e. 

. . • . . . . . . • ( 9) 

(a) Narrow band fatigue 

For narrow band fatigue,assuming stationary process, express the peak ~resses in terms of 
probability density function with a centre frequency f • Then the total number of stress 
reversals in the time t

1 
is n

1 
= f .t

1
, and the number 0 of stress reversals around the stress 

value x, within a small stress int~rval dx is:-

n (x) = f .t.p(x)dx 
0 

.......... (10) 

where p(x) is the peak probability density function. 

The partial fatigue damage caused by these stress reversals is, according to the Palmgren­
Hiner rule:-

D 
X 

n(x) 
= N(x) f t p(x)dx 

o • • N(x) 
......... (11) 

where N(x) may be found from the S-N curve for the material being the failure cycles 
at stress level (x). 

By summation of the partial fatigue damages for all values of 'x' we have:-

D = r,oo 
0 

~ 
N(x) 

dx .......... (12) 

The life of the structure TL (ref. 6 Crandall and Mark) i.e. the total average time to 
failure when D 1 may be obtained by putting t = TL' then:-

Life = TL 
~dx 
N(x) 

.......... (13) 

Substitute the peak probab~lity density curve for the stresses: x and its r.m.s. value 
·~·,then for Rayleigh distribution (see Fig. 4):-

2 
-x 

p(x) =(~) e 2c/ 

• • • • • • • • • • ( 1 4) 

and the number of stress reversals 'N' to failure at stress level may be obtained frotn: 

Nxb = a • •. • • • • ( 15) 
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I 

where a and b are constants obtained from S/N curve, and the total damage is:-

2 

D 

' 

pxdx 
N(x) 

-x 

(X) 2; r\;2 e b dx 

0 a/x 

-
f1 ( _r 2-) b r ( b > r ( ) Y u 1 +2 when is gamma function ••••• 16 

See appendix I • • • • • ( 17) 

(b) Broad band fatigue 

For broad band, first we divide it into a number of narrow bands, using octave or t 
octave band, then integrate through the frequency range. The damage in a narrow band of centre 
frequency t 1 is:-

+ c;~) + • • • • • ( 18) 

x-2 

where f 1 is the centre frequency of each narrow band, t 1 is the time spent at stress level 
'x' 1 and T1 is the life of the structure material at x1 and f 1 . 

The partial damage in this narrow band is:-

I 
D . 

X 

!ilicl 
N(x) 

~ 
N(x} 

The total damage through the wide band from frequency f
0 

to fn is:-

L:n n' I:" ili.l Ifn[ { ~ J N(x) = tf N(x) 
X f 0 

0 0 0 

p(x)dx J fo + t ~ r2 

[ t r' ~.~ tf' !. p(x)cx 
= 1 1 N(x) 2 0 N(x) 

f1 f1 

+ •••• • • • • • ( 1 9) 
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where f1, f2 are centre frequencies of the band f to f
2 

and f
2 

to r
3 

and t 
broad band excitation. 1 

time spent under 

Substitute the peak probability density curves for the stresses:-

p(x) 

and the number of stress reversals'Ntto fa;lure at stress 1 1 ~ eve x may be approximated as follows:-

a 

where a and b are constants, b is the slop of S/N curve with constant amplitude fatigue tests. 
The d~mage due to fatigue, after substituting p(x) and N(x) is:-

D p(x)dx J _ 
N(x) - [ u; f(;? J~)) dx J 

a/x 

:; [ ( ,r 2o-) b r ( 1 + ~) 1 See Appendix I. 

The total damage for all the frequency bands in t octave or octave band is:-

I 

D 
X 

t J 
... J 

• • • • • (20) 

where f~, f~ ••• are centre frequency of each ban~ by putting 
t = TL then:-

Life of structure TL = 

a 
b r (1 + 2> 

(c) Prediction of fatigue life with fatigue limit 

• • • • • (21 ) 

For life predictions with lower stress levels, fatigue limit becomes important, however 
one must be aware that if the fatigue life is effected by random stress concentration, such as 
fillet w.elds, the measured stress may be low, but the actual stress causing damage due to stress 
concentration may be quite high. In addition, it may be argued that in fatigue under random 
loads the lower stress below the fatigue limit could continue to propagate a crack initiated 
at the higher stress levels. It is an author's opinion that the introduction of fatigue limit 
may give considerable longer predicted life than without fatigue limit, especially with fillet 
welds. Nevertheless in many c&ses such aa aild steel without welds this is quite valid. 
Further research is required to clarify the effeet of fatigue limit. 
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There are two ways of introducing fatigue limit in life prediction for narrow band, L. Yeh, 
I. Vesty and B.K. Foster (ref. 4), using incomplete gamma function (Repor~ W/M(1C)p.1428. 
J. Lewszuk and D.J. White, Report W/M(1B)p.1611, (ref. 5) using N(S- S ) =a. The latter 
may be solved to give a narrow band fatigue life of:~ 0 

T a (see Appendix II) • • • • • (22) 

For broad band the total life of structure, by putting t = T
1 

then:-

... J 

• • • • • (23) 

Using incomplete gamma function, (ref. 5), the narrow band total life of structure may be 
expressed as:-

T 

and for broad band:-

r (1 + ~> 

a 

Q (8
o

2
, b + 2) 

z 

• • • • • (24) 

It should be noted that a and b for both expressions (23) and (24) are different, which 
depends on curve fitting of the experimental results. 

The truncation of peaks is unimportant in acoustically induced stresses, therefore it is 
not discussed here. 

7. Determination of the equation N Sb =a for life prediction from fatigue results 

(1) Fillet welds 

see 
The 

Fig. 

( 1 ) 

(a) 

(3) 

(4) 

( 5) 

S/N curves for plain fillet welds from various sources are plotted on a log-log pape2 
8. The equations are summarized as follows, 'a' is calculated for stresses in lb/in • 

Frost and Denton 

Lewszuk and White 

Gurney 

Acoustic fatigue L. Yeh 

C.F. Beards and L. Yeh 

S N4.6 

S N3.832 

S N2.8845 

S N3.832 

S N3.832 

= X 1026 
4.41 

7.19 X 10
22 

1.33x10
18 

' 28 
9.832 X 10 

1. 5 X 10
21 

also included is BS 153 Class G. 
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It is evident that the unexplainable difference of these results made the task of life 
prediction most difficult. The difference may be due to strength of welds, may be due to 
distribution of stress concentration or may be due to position of strain gauges, may be due to 
definition of nominal stress and life of failure, however it is thought that the safe life 
prediction is the best criterion in determining the structure life. Therefore the equation 
(5) is adopted. Fatigue limit may be introduced to increase the accuracy of life prediction at 
longer life. This was obtained by fitting narro~ band experimental results up to 1750 hours 
test. Fatigue limit thus obtained is 4400 lb/in onto peak stress. 'Figure 9 shows calculated 
results and experimental results for narrow band. The calculated results without fatigue limit 
are indicated by triangles and those with fatigue limit by squares. The experimental results 
are indicated by circles. The agreement may be seen to be good. 

B. Example of life prediction 

For a sub-component the maximum spatial average octave band stress as measured in acoustic 
testing facility under reactor S.P.L. and spectrum is listed as follows:-

Frequency 
c.t. in c/s 

S.P.L. in dB 

Max. spatial 
average ~tress 
in lb/in r.m.s. 

31.5 63 125 250 
t' 1 f' 2 f' 

3 t' 4 

137 145 143 142 

201.29 371.86 258.41 272.82 

0"1 0"2 Cll'3 0"4 

2 Overall stress = 976 lb/in r.m.s. 

(i) Life prediction on Broad Band stress Without Fatigue limit 

, 
500 1000 2000 4000 
t' 

5 f' 6 f' 
1 

f' 8 

141 145 139 130 

453.39 616.24 209.42 66.21 

0"5 0"6 0"7 0"'8 

The discrete frequency fatigue tests, Fig. 8 gives fatigue failure and stress relationship 
without any fatigue limit as:-

1. 5 X 10
21 

• • . • . • • • ( 25) 

8 d a = 1.5 X 1021 where S = 0 to pk stress; b = 3. 3 an 
N =cycles to failure at 0 to pk stress level 'S 1 

The life of structure without imposed fatigue limit js:-

a 

r (1 + !> 
1 • 5 X 10

21 

X 

X 

_p. b fl 
y~(J'"8 8 

r <1 + 3.83> 
2 

({2 X 201.29) 3 •83 
X 31~ + (y2 X 371.86)

3
"
83 

X 63 + 

X (/'2 X 25R.41 ) 3 •83 X 125 + (..f2 X 272.82) 3 •83 
X 250 + (..f2 X 451.39)

3
"
83 

X 500 

X+ (..f2 X 616.24)3. 8 3 X 1000 + (..f2 X 209.423 •83 
X 2000 + (..f2 X 66.21)

3
"
83 

X 4000 

6 
3.67074 x 10 sees 1019.65 hrs = 42.48 days= 0.119 years. 

(ii) Life prediction of narrow band with fatigue limit (checked by fatigue experiments) 

The narrow band experimental resul~s of Fig. 9were computed with the following equation 
with a fatigue limit 1 S 1 of 4400 lb/in (0 to pk) and the following equations: 

0 

N 1. 5 X 10
21 

a 

T L = ( 1 + E. Q ( F2 • b + 2 ) ( ¥ 2a-) b f I 

2 --
o-2 

1560 hours 
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The actual testing time to failure was 1680 hours, good agreement may be seen (see Fig. 9). 
Both calculated results for with and without fatigue limit are also plotted. It may be seen 
that those with fatigue limits agrees better with the experimental results. 

(iii)For broad band with fatigue limit the Life is:-

a 

Q(F2
• b + 2) (-f2o-) bf, 

()2 
. • • • • . • (28) 

with F = 4400 lb/in
2 Q may be found from BIOMETRIKA TABLES FOR STATISTICIANS by 

E.S. P_earson and H.O. Hartley, Volume 1, Table 7. 

(b) Results of Life Prediction 

(i) Fillet weld results 

Assume stress in each band are linear to S.P.L. and the overall stress and spatial 
average narrow band stress relation are the same, then, an overall stress and T curve may be 
calculated for different levels of overall stress. The results of a typical st¥ucture are shown 
in Fig. 10 without considering any fatigue limit for safe prediction. 

Items 1, 3 and 6 are sub-components with fillet welds the maximum spatial average stresses 
and estimated life are calculated. The calculated life curves are given in Fig. 10 as indicated. 
It can be seen the life curves of Items 1, 3 and 6 due ~o fillet welds are very close together. 
The estim~ted maximum stresses of item 1 is 9~6 lb/in gives a life of 42 days. Item 3 at 
649 lb/in life of 230.7 days, Item 6 536 lb/in life of 1.72 years. 

The dotted line shows that if a toe ground fillet weld is used, the life could be improved 
considerably; for example, to about 25 years in the case of item 1. 

9. Other factors effect the fatigue life 

A number of factgrs could effect the fatigue life, care should be taken on these effects 
in obtaining the 'N S = a' equation. These are: mean stress, residual stresses and stress 
concentration. Other effects such as stress changes du_e to temperature, fluid density, sound 
velocity, frequency and damping; allowance should also be made on creep, corrosion, fretting, etc. 

10. Discussion on Life Prediction 

The technique described so far is still at its infant stage, more research should be done 
to prove its validity, except on narrow band fatigue of fillet welds, which is well tested. 

As a safe prediction of life it is better not to use the fatigue limit, even though this 
could give a better result, especially when long life prediction is required. 

The work could apply to multi-modal vibration using each resonant frequency and its stress 
amplitude by analysing the service stress using 2 c/s bandwidth tracking filters. Using these 
frequencies and stress levels to calculate the failure life1 should in theory prove to be better 
than those using t octave band and octave band stresses. 

N.B. Appendix I and II may be obtained from the author on request. 
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Acoustic emission in the audio band has been us ed to an ticipat e the approach 
of ultimate failure in concrete masonry test specimens. Th e audi o output from 
the specimen was fed to a loudspeaker and monitored by a human observe r. The 
observer was easily able to interpret the load condition of the s pecimen for 
loads greater than 0.75 times the ultimate strength o f t he s pecimen and to give 
a clear warning when the ult i mate failure was immin ent . 

INTRODUCTION 

During the testing to des-truction at the Division of Building Res earch , CSIRO, of large test 
panels of reinforced concrete masonry it became desirable to determin e when the specimens were 
unsafe to approach. Failure of these specimens usually occurred suddenly and with an explos -
ive force. Ultimate loads we r e greater than 2.6 MN and because of the way the load was 
applied a large amount of energy was released instantaneously. Fl ying deb ris during failure 
created a danger zone up to a 3 m radius from the specimen. It was ne cess ary during most 
tests for a close visual examination to be made of the specimen, both to determine the extent 
and the nature of cracks that might have developed, and to t ake measurements of strain with a 
hand-held extensiometer. The prime objective of this work was therefore to guarantee the 
safety of persons entering the danger zone. In this paper a system dete c ting acoustic emission 
in the audio band is described which gives ~he required warning of the ons e t of failure in a 
concrete specimen and also gives other information about the l oad con dition of test specimens 
which is useful in the management of tests. 

DETECTION SYSTEM 

A system detecting emission in the audio band was selec ted be cause of t h e simplification in 
design and operation this makes possible when compared with a system detec t ing ultrasonic 
emission. The emphasis in recently published work on acoustic emission (1,2,3,4,5) has been 
directed towards systems detecting ultrasonic emission with some ultrasoni c s ystems being able to 
give information about the location and nature of micro-fractur es wi t hin a s peci men. In addition 
ultrasonic detection gives greater discrimination against um..ranted n ois e from the sp e cimen en­
vironment and is therefore necessary when the specimen material gives a very low level of emiss­
ion. However, for an objective which is limited to interpretation at h igh l oad levels and pre-­
diction of ultimatEfailure in a material such as concrete, the sophisticated techniques used in 
detecting ultrasonic emission a re not needed. 

The intensity of audio-band emissions from concrete spe cimens a l lows a human observer to 
interpret directly and continuously the signals emitted as the specimen is being loaded. In the 
system described the observer listens to the amplified signals through a loudspeaker . The sound 
generated from within the specimen has an easily recognised character, diffe r ent from externally 
generated sigrtals which may reach the detector via the spec i men. · The sound is distinguishable 
even during periods of direct activity on the specimen. :For example the use of hand-held exten-
siometers directly applied to the specimen produces output from the speake r, but the observer 
remains confident that he would still be able to recognise the approaching failure of the specimen. 
By comparison a system detecting ultrasonic emission cannot p r oduce any direct luunan response and 
necessarily relies on complex instrumentation to achieve what the human observer does intuitively. 
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DETAILS OF SYSTEM 

The system described used a piezo.electric accelerometer as the detector followed by a high­
gain audio amplifier and speaker. 

1. Accelerometer. The accelerometer used was a Columbia ¥od~l 302-5. The calculated sensitiv­
ity with a 2000 picofarad connecting cable is about 5 mVm- s • The specification of the 
accelerometer showed that its natural resonance was 16 kHz and that the response was uniform up to 
about 3 kHz. In addition our observations showed a broad peak in the response in the 6 kHz region 
and a falling response as the frequency was further increased until a sharp peak was reached at 
resonance. 

2. Input Freamplifier. The input preamplifier was of standard design with high input impedance 
and low noise. It used a field effect transistor input stage and provided a fixed voltage gain 
of 400. The preamplifier must be placed close to the specimen in order to limit the cable 
capacitance load on the accelerometer. It was designed therefore to have low enough output 
impedance to operate into a cable about 30 m long linking it to the power amplifier. 

3. Power Amplifier. The power output of the amplifier at clipping was 8 watts for a sine wave. 
Experience showed that adjustment of the voltage gain to a value of 20 was suitable. It is impor­
tant that the amplifier be capable of operating in a continuously overloaded or clipped state 
without blocking, or it may stop operating in the presence of large input signals which occur as 
a specimen nears failure. 

4. Speaker. The speaker was a 8 ohm 200 mm twin cone spea~er of sensitivity 96 dB S.P.L. 
(average) per watt at 500 mm, and was operated in an 0.054 m vented enclosure. 

SENSITIVITY 

The sensitivity of the system, and hence the output of the speaker was adjusted over a series 
of tests until the best listener response was achieved. An effort was therefore made to deter­
mine the sensitivity of the system and to develop tests so that the system could be set up with 
full confidence that it would operate efficiently when a test specimen was loaded. 

A calculation of sensitivity for the sys!2m from the specifications of the component parts 
showed that an input acceleration of 0.25 m s at the accelerometer would produce 10 volts at 
the speaker terminals. In order to obtain an estimate of the sensitivity of the complete system 
an impulse force was applied to the structure with a pendulum. A small steel ball of mass 0.13 g 
was suspended on a 1.2 m length of fine cotton attached to a vertical face of the specimen. When 
the ball struck the specimen after swinging from an initial deflection of 25 mm an output of 20 
volts peak was generated at the speaker terminals. The same test applied at various parts of 
the specimen resulted in output variations of less than 3 to 1. The energy input to the specimen 
by the impact must of necessity be less than the kinetic energy of the ball, 0.33 mJ. Although 
the pendulum test gives a quantitative estimate it is difficult to perform. 

It is desirable to have a simple empirical test which can be used to prove the response of 
the system when it is applied to a specimen. For this purpose a reed relay (Hamlin Type MIC-2) 
on a metal mount of thesame type that is used for the accelerometer was temporarily attached to 
the specimen in several locations. When the system was set up correctly electrical operations 
of the reed gave an output of about 3 volts peak at the speaker terminals from favourable 
positions and at least 1 volt from other parts of the specimen. 

It has been our experience using concrete specimens with dimensions up to several metres 
that emission generated in any part of the specimen carried to the detector. We have not at any 
time had to relocate the accelerometer to optimise its sensitivity. 

DESCRIPTION OF SPECIMENS AND LOADING 

The structures loaded in the test described were sections of reinforced concrete masonry wall. 
The dimensions were 3m in height, 1m in width and 0.12 m thickness. The accelerometer was 
clamped onto the narrow edge of the wall with the sensitive direction along the 1 m horizontal 
dimension. This location gave minimum response to low frequency flexural modes in the specimen. 
A further a~vantage is that this location gave good mechanical protection to the accelerometer 
during the expl~sive failure of the specimen. The load was applied by a steel frame enclosing 
the test specimen and a pair of hydraulic flat jacks. The flat jacks were expanded with oil from 
a hand pump at pressures up to 13 MPa. The load was applied in 3 or 4 steps, the pauses being to 
allow for examination and strain measurements. The rate of load application during each step 
gave an approximate stress increase of 1. 7 MPa/min to the specimen. 
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The specimens were generally loaded under axial compression and generated a typical concrete 
compression failure. A few specimens were loaded eccentrically and these developed a gradual 
bending failure leading to final collapse. There was no audible difference in the emission fr.:>m 
the two types of failure. 

In addition, the system has been connected to a variety of other concreJ;e test specimens. 

1. A large hollow-box structure of lightweight concrete which was loaded until considerable 
structural damage had occurred. 

2. Several standard 150 mm x 300 mm cylinders of dense concrete which were loaded to failure in 
a testing machine. 

3. Other small specimens of both dense and lightweight concrete which were loaded to failure in 
a testing machine. 

In all cases the onset of ultimate failure was easily anticipated even when the specimen was 
of a type not previously tested. For t'hose 'tests using the testing machines to load the speci­
mens, noise from the machine motor was audi.ble from the speaker. However, this background did 
not mask the emission from the specimen. It was found that noise from the motors was reduced 
by placing a piece of 5 mm plywood between the platens and the specimen. The rate of load 
application varied over wide limits but because of the high rate at which emission pulses are 
generated near failure the audible impression did not alter. 

NATURE OF OUTPUT 

The signal generated in the accelerometer by isolated emission pulses within the specimen was 
a single-frequency decaying wave train, in the frequency range 4 to 7 kHz. The frequency varied over 
this range for different specimens but in any given specimen it was constant for a given load. 
The single frequency increased about 5 per cent as the load was increased to failure. Figure 1 
shows a single emission pulse and is typical of either external impact excitation or the early 
stages of loading when isolated pulses occur. A similar output was produced by the pendulum 
impacts described above. 

In the initial work a transducer made from a cheap 
in an inertial mount was compared to the accelerometer. 
a response proporti'onal to acceleration the output from 
obtained from the accelerometer. 

crystal gramophone pickup cartridge used 
After double differentiation to obtain 

the crystal pickup was similar to that 

Although the emission detected was confined to a relatively narrow band of frequencies by the 
detection and reproduction system, the output closely resembled the sound one would expect instinct­
ively. The output from the speaker is easily recognised by persons with no previous experience. 

ACOUSTIC EMISSION DURING LOADING 

The output generated when the specimen was loaded was similar to that described for single 
excitation. No significant output was obtained until the load exceeded 0.75 times the ultimate 
strength of the specimen; after that time an intermittent series of pulses occurred at a 
repetition rate of one or two per second. The output ceased if the load was held constant or 
allowed to fall slightly. At this time the sound from the speaker would be described as a soft 
ticking. As the load was increased to 0. 9 times the ultimate strength, the pulses occurred at a 
repetition rate greater than 10 per second and increased in amplitude to the stage where the 
amplifier was clipping all pulses to a constant amplitude. The output no longer ceased if the 
load was held constant but it could be stopped if a load reduction greater than 3 per cent was 
allowed. When load was reapplied the emission immediately reappeared. 

In the last few seconds before failure the pulse repetition rate increased greatly and the 
sound became a continuous roar. No listener, even one hearing the sound for the first time 
could mistake the warning. 

While it is true that the amplification system could be prevented from clipping during the 
last stage of loading by the inclusion of an automatic gain control we found that the system 
operated satisfactorily without this added complexity. 

USES OF SYSTEM 

Apart from setting maximum straifi limits based on knowledge of structural behaviour and 
material properties, the usual way of detecting the approach of ultimate failure of specimens 
is to look for non-linearity in the observed stress versus strain relationships. This method can 
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give a very late warning or even no warning at all when applied to concrete specimens. In a 
test where a complex speci,men is being loaded it is difficult and expensive to continuously 
monitor strain at the large number of points required to fully protect the structure against 
unexpected failure. Acoustic emission from the whole specimen can in most cases be monitored 
with a single transducer. 

1. Safety. As acoustic emission is presented in the form of an audible signal it can be moni­
tored by the operators of a test without distraction from their other duties. Thus all persons 
who may be endangered by a sudden ultimate failure of a test specimen can ensure their own 
safety. 

2. Structural Model Protection. ·often expensive structural models must be used in a series of 
tests where each test places the model at risk. With careful interpretation of the acoustic 
emission it is possible to stop loading before any damage is done to a model and yet still deter­
mine its ultimate strength with an accuracy of 5 per cent. 

3. Photographic Recording of Failures. The technique has been used at the Division as an aid 
in the photographic recording of failures. Because of the short running time and high cost of 
photographic recording it is impractical to film a failure without a reliable indication of when 
to start the camera. With the aid of acoustic emission the photographer is able. to start the 
camera just a few seconds before failure. 

4. Failure Interpretation. Throughout 
failures were successfully anticipated. 
by malfunctions of the loading equipment 
of the specimen. 

the series of tests on masonry walls, all except two 
Both of these failures were found to have been induced 

causing sudden unbalance of loads and immediate failure 

From a careful study of tape recordings of emissions made during the tests it was possible 
to determine the cause of the failure and estimate the true ultimate strength of each specimen 
thus recovering useful information from these tests despite the mishaps. These two cases 
illustrate that while the system described can be an important safety measure it cannot give a 
warning for shock-induced failures, and is no substitute for the care and attention that is 
necessary in all test loadings. 

CONCLUSION 

The system described is cheap and simple to set up and operate. It gives real time 
information about the specimen additional to that normally gathered in load tests without 
requiring extra staff or causing distraction from normal duties. While functioning mainly 
as a safety measure it can be used in many ways to improve test procedures. Listening to the 
acoustic emission makes it possible to follow and interpret the progress of a test instead 
of having to wait for the inevitable and possibly sudden failure without knowing when it is 
going to occur. 
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SUMHARY - Vibration analysis o_f complex structures such as machine 
tools, aircrafts, etc. become extremely difficult owing to the pre­
sence of multitude of uncertaini ties. 11ost o.~ such analyses re­
quires a fast, high memory digital coHlputer which may be uneconomi­
cal and time conswning. Actual vibra tion measurement at several 
points on the structure demands large number of transducers and 
accessories. In this paper although knov1n but not completely ex­
plored technique by sound measurements on the vibrating structures 
is proposed to deterilline their dynamic responses. 

Sound radiations from vibrating Btructures in the nea:c field 
have been determined analytically using both monopole and d ipole 
theories and compared well with experimental results. l!'urther 
dynamic response for the same has. been determined using well known 
vibration theories and compared well with experimental results. 
Subsequently the relation betv1een the acoustic res_ponse and vibra­
tion responses have been established. 

The comparison of these results reveal a good agreement among 
them for simple structures such as beams and plates. Wi tl1. the en­
couragement provided in this investigation, it is hoped that this 
method could be conveniently used to determine vibratio1.1. responses 
of even complex structures from sound measurements. 

GLOSSARY OF ~.rERNS 

~ 
0 

density of air at rest (kgm-3) 
-1 c velocity of sound (ms )_1 k acoustic wave number (m ) 

r radius vector (m) · _2 p acoustic pressure (Nm ) 
pm,pd acoustic pressure due to monopole, dipole theories 
h vertical distance between surface and microphone 
a thickness of structure 
mn generalised mass as defined in ref.[lO] 
¢n(a~¢n(x)charecteristic functions of beam as defined in ref.[lO] 
j

0 
spherical Bessel function 

no 

Po 
(,.) 

L 
y 
z 
3PL 
u 
R 
F 

spherical Neumann function 
reference acoustic pressure (=2xlo-5Nm-2) 

angular frequency (sec-1 ) 
vibration displacement amplitude (m) 
real part of acoustic impedance (=ka/(l+k2 a2 

)) 2 imaginary part of acoustic imped<:1nce ( = 1/( l+lC a ) ) 
sound pressure level (dB) _1 velocity amplitude ( (t.) L)Cms ) 
radius of micropho~e 
:Zorcins amplitude tN) 
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1. ll{TRODUC TION 

Theoretical determination of dynamic behaviour of complex structures such 
as space vehicles, ships, etc., is quite complicated and time consuming. Ob­
taining these through standard vibration tests involves sirLiulta neous measure­
ment of response at various points through use of several vibration pick ups. 
Evaluation of the same . through s ound meas tiTeraents using a singl e u icr'ophone 
has bee::(l ~·oulld quite a dvantageous . Exa ct ·estimation of the dynamic character­
istics involves use or suitable acoustic ·[.; heories. lilany of ~he available ana­
lyses do not cover practi'cal cas~s-. Bes ides , the most of analyses and mea­
surement confined to far field. 

In this pres .ent paper an attempt is made to study both theoretically and 
experimentally the sound response of structures and compare -vvi th the results 
of vibration tests. vlhile doing so, var.:j_ous effects such as near field, area 
of microph one, etc., are taken into account. 

2. 'I'HEORE l iCAL. AP PH.OACH 

The use of vibroacoustic data in the prediction of design and test crite­
ria is well known [1]. Results · are ava ilable for the evaluation of the dis­
tance of the receiver from the monopole and dipole acoustic sources by consi­
dering the sound energy at that location [2]. 

Any mathematical model involved in the vibroacoustic study comprises of 
elementary monopole and dipole sources, which are nothing but the first two 
terms in the series solution of acoustic wave equation [3,4,5]. The equation 
for pressure due to an elemental area radiating sound into a kalf space is 
given by [6,7]. 

dp = _fockU ejka (Y+jZ) ej( ~t-kr)dS (1) 
2nr 

Since the microphone is made use of in the measurement of acoustic pres­
sure, the above elemental pressure is integrated over the projected area o,f 

. the microphone, on to the structure (which is a circle of the same radius). 
The microphone is placed along the direction of vibration and in the immediate 
vicinity of the structure. Since the dimension of this area over which inte­
gration is performed is very small compared - to the rest of the area, one may 
assume an uniform velocity distribution U over that area (Fig.l.l) Eqn.(l) can 
be written as 

ckU · 
dp = ~21t (Y+jZ)(P+jQ)[j

0
(kr) -·jn

0
(kr)] dS 

where P = cos(ka)and Q = sin (ka) 
substituting for the radius vector (Fig.l.2) 
r 2 = h2 + c? , dS = 21tcr dcr 
After integration, Eq(2) becomes 

:Pm = f
0

ckU {t(YP-ZQ) 2 +(ZP+YQ) 2 J.[(CI)2 +(SI)2 J} i 
where CI = f [sin(kV(h2 +R2 

)) - sin(kh)] 

SI = !. [cos (kh) - cos( k'{( h2 +R2 
) ) ] 

k 
Then sound level is evaluated from relation 

( 2) 

( 3) 

SPL = 20 log10 (p/:p0) (4) 
The sound ~ressure levels are calculated for a given height of the micro­

phone from Eqs.(3) ,and - (4), in which the velocity amplitude can be evaluated 
from vibration displacement measurements. 

as a next higher approximation, the vibrating structure · is considered to 
be com~osed of dipole sources [8,9]. For this one has the following expres­
sions (Fig.2.1 and 2.2). 

2 2 2 r 1 = r +L - 2rL cos & , 
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As the microphone centre is in line with the dipole axis~ (Fig.2.3) 

= r 2 + L 2 
- 2hL, r 2 = r 2 + 12 + 2hL 2 

The Eqn.(l) gets modified for the case of dipole as 

i
0

ckU .k -jkr1 -jkr2 
d eJ a (Y+jZ)( e - e __ ) dS P - 2~ r 1 r 2 

(5) 

Substituting the values of r 1 and r 2 , in Eg_n.(5) and int:egrating, then taking 
the modulus only 

pd= !
0

ckU {[(Y:P-ZQ) 2 +(YQ+ZP) 2 ][(CDl-OD2)2 +(SDl-SD2) 2 J} i 

where g~~ ~ = ~ (sin(ky(h2 +R2 +~~~))- sin(k1{(h2 + ~~~))] 

~i~ ~ = ~ [cos(k1{(lf+i~~)) - cos( kV(h2 +R2 +:~~))] 
and Ful = L2 - 2hL, Fu2 = L2 + 2hL 

(6) 

The pressure component due to dipole assemblage is calculated using the 
already knovm velocity from Eqn. ( 5). 

In addition to the measurements of amplitudes from tests, in case of 
cantilever structure, theoretical amplitudes were evaluated from vibration 
analysis for the first five modes. ]~he response of a beam to ? point harmo­
nic excitation taking into account the damping is given by [10] 

~ ~n(a) ¢
11

(x) F 
1 

= ~l mn 4.J~ V[ ( l-Sl2 I ~~1+ ( ~ .n. I w~)2 ] 
(7) 

Since the microphone is placed in the immediate vicinity of the struc­
ture, the effect of its area. is no\'1 tak en into consideration and a fresh the­
oretical a:.1alysis is made. .this shows some marked differences as compared to 
that of Eg_s.(3 and 6). In this case the radius vector is given by (Fig.3) 

r 2 = h2 + 1J.2 + (l - 2!-Lcr cos ( & - ¢ ) ( 8) 
Using this expression in Eg_n.(3) and Eqn.(6) they get modified as 

y ckU 
0 {[(YP-ZQ) 2 + (Z1?-Y •~) 2 } [(OIB)2 +(3IB) 2 J} i 

2~R2 

where, 

CIB = l3.1595[(h2 +2R2 
)
31 2-2(h2 +H.2 

)
31 2+h3 j-1.31595 lC [(h2 +2R2 ) 51 2 

_2(h2 +R2 )512+h5], 

and SIB = 9.87 k R4 [1-(IC h2 16) - (:lc
2 

i1
2 16)] 

(9) 

These ex:;_)ressions are to be use ·.l v.rt1en the source is considered as mono­
pole array. 

However, in case of dipole array, they get modified as, 

Pda= ~ockU J[(YP-ZQ) 2 +(Z:P-YQ) 2 ] [(CIDl-GID2) 2 +(.31Dl-SID2) 2 J} i (10) 
27tR2 ll 

and 
SIDl 
SID2 

~ 
~ ,.... ,....,7 , . v='j. u l{: . 
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and - ~t+l,_ F,u2, are same as before. 

The numerical evaluation of the above expressions were carried out in 
the Computer IBN 370/155, usi.Q.g double precision arithmetic. 
3. EXPERll•IENTAL PROCEDURE 

Cantilever beams and plates all edges clamped were tested for their re­
sonant behaviour. 1he fixtures for these structures were mounted on effecti­
vely isolated foundation to eliminate outside disturbances. Sound tests were 
carried out mostly during late night hours to keep back ground noise level 
minimum. 

For the vibration tests, electrodynamic exciter, contactless inductive 
plcK up and other related equipment were used. By changing the position of 
the pick up, on each of the resonant frequencies mode shapes are obtained 
indicating the nodal positions. 

For sound tests, a condenser microphone:. together with B a:nd K Frequency 
Analyser unit was used. · Frequency analyser was more effective than sound 
level meter as the former can filter the discrete frequencies. A special 
attachment (displacement apparatus) v1as used for traversing the microphone 
along the length of the structure. Care was exercised to maintain the con­
sta.nt air gap between ti1e pick up and the structure, in addition the effect 
of using piezlelect1:ic accelerometer was studied. The experimental set up· 
could be seen from Fig. s. 

4. RESULTS AND CONCLUSIONS 

The following conclusions may be drawn in these investigations: 
a) In 1?igs. 4 and 6 the results obta_ined for beam and plate are shown. 1 A' 
refers to, the amplitude in dB estimated from sound measure.ment. Essentially 
the monopole theory has been used to evaluate the sound pressure level the­
oretically, l'rom .Eqn.(3). l'hese are represented by 'B 1 and 'C', the measure­
ments of vibration and acceleration amplitude being made th.roi.i.gh vibration 
pick up and an accelerometer respectively. The mass effect of accelerometer 
can be observed in above 1nentioned figures, particularly for thin structures 
at high frec1U.encies· (Tables 1 and 2). _ 

t) In Figs.5.1 to 5.5 and 7.1 to 7.3, the mode shapes of both a beam and 
plate for their first five and tllree frequencies respectively are shown. It 
can be seen that mo-nopole theory gives good qualitative results compared to 
dipole ro.sul ts. However dipole theory can be safely applied to lower fre­
quencies .• 

c) The the0I'etical evaluation of SPL using Eqn. ( 9) which includes the 
effect of miDrophone area shows a consistent decrease of 3.5 dB to 4 dB. 
This coul d be clearly seen from Fig.9. 

1) It was observed in vibration tests, the measurement of amplitude using 
contactless inductive pick up becomes impossible at higher frequencies, and 
the use of piezo accelerometer also becomes ruled out due to large shift in 
the frequency of the system by which amplitudes get distorted. Specially 
at these high frequencies (i.e. audio range) the microphone as being conta.ct­
less, effectively yields sharp modal points (Figs.5.2 to 5.5 and Table ;). 

e) Primari~y, the monopole theory being sui table both at low and .hig.h fre­
quencies, the addition of the monopole and dipole theory can be acce~ted as 
it corrects the monopole evaluation in favour of the required result{Fig.5.1). 

f) It may be concluded, hence, that microphone can be effectively used as 
contactless sensing tool to evaluate mode shapes at low and high. frequencies 
of oscillation. Furthe:r; tests conducted in specia~ly constructed anechoic 
chamber may give still better results. 

The authors wish to thank I~lr.S.Swarna:nani, ·Senior Technical Assistant, 
for his kind help while conducting the experiments. 
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Table 1 

Comparison of theoretically eva luated natural frequencies ~:vi th experi­
mentally obtained by forced vibration tests with different pick ups 

for a cantilever beam 

Hode 

(37 x 5 x 0.5 em) 

Experimental 
Microphone Contactless 

Inductive 
Hz pick up Hz 

Accelerometer 
Hith magnetic 

base Hz 

Tb.eoretical 

Hz 
- - - -

1 25 25 

2 158 159 

3 438 440 

4 900 897 

5 1538 1540 

- - - - -

21 

141 

411 

770 

1223 

- - - - -

Table 2 

- - - - -

29 

181 

508 

997 

1648 

Comparison of theoretically evaluated natural frequencies ·v1ith experi­
mentally obtained by forced vibration tests with different pick ups 

for a plate all edges clamped (53 x 53 x O..l7 em) 

Mode 

1 

2 

3 

Experimental 
Microphone Contactless 

Inductive 
pick up 

Hz Hz 

55.0 

101.0 

151.0 

55.0 

101.0 

151.0 

Acce-lerometer 
with magnetic 
base 

Hz 

54.0 

96.0 

148.0 

Table 3 

Theoretical 

Hz 

55.7 

113.5 

160.5 

Comparison of theoretically and experimentally obtained nodal positions 
(through sound measurements) for the above fixed free beam 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
l'1ode 2 Theoretical 0.783 

Experimental 0. 760 

Node 3 
Theoretical 0.504 0.868 
Experimental 0.480 0.840 

Hode 4 
Theoretical 0.358 0. 646 o. 906 
Experimental 0.320 0.600 0.880 

l1:iode 5 
;:rheoretical 0.278 o. 500 0.723 0.927 
Experimental 0. 240 0.480 0.720 0.920 

- - - - - - - - - - - - - - - - - - - - - - - - - - - -
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THE MEASUREMENT OF THE TRANSMISSION LOSS OF A LOW 
NOISE REDUCTION TEST ITEM 

D. A. Bies 
Department of Mechanical Engineering 
University of Adelaide 

Adelaide, S.A. 

Noise, Shock & Vibration Conference, 1974 

SUMMARY -

J. A. Pickles 
Department of Mechanical Engineering 
University of Adelaide 

Adelaide, S.A. 

Monash University, Melbourne 

The problem of the meas urement of the tra nsmi ss ion l oss of a test item of 
l ow noise reducti on is cons idered . The t es t item might be a low transmission 
l oss panel, a smal l or even a l ar ge aperture. It is shown tha t energy feed 
back from the s ource r oom during measurement of the reverberant decay of the 
receiving room does not place a l ower bound on the trans~issi on loss that 
can be measured. It is shown that a r evers al of the r oles of the source and 
receiver rooms with each s e t of measurements i s sufficient to unambiguously 
define the transmi s sion l oss of any te s t item even in the ca s e of very low 
noise reduction. 

GLOSSARY OF TERMS -
(The indices i and j may take the values of either 1 or 2) 

A constant of eq (21), joules/m 3 
Ai equivalent totally abs orptive area f or the •ralls of r oom i excluding the common partition 

and air propagation effects, m2 

a 
B 
B. 

l 

a dimensi onless quantity defined by eq (17 ) 
constant of eq (22), j oules/m 3 
constant of eq (26) 

b dimensionless quantity defined by eg_s .( 14 ) and ( 15) 
c speed of s ound, m/sec 
D. reverberant field energy density in r oom i , j oules / m3 
1r 

H. equivalent totally abs orptive area for rQom i, m2 
l 

L. steady state sound pressure level in the reverberant field of r oom i, dB/20~PA 10 
Lit instantaneous s ound pres sure level in the decaying reverberant field of room i, dB/20~PA 

M a dimensionless quantity defined by eq (18 ) 
M. solutions to eq (2 3) given by eqs ( 24) and (25) 

l l 
m 'air absorption coefficient, m-
(NR)ij noise reduction from room ito room j, decibels 

S area of the common partition, m2 

S. total surface area over all ,.,ralls of room i, m2 
l 

(TL) transmission loss, decibels 
t time, sec 
V. volume of room i, m3 

l 

4V./S. mean free path betr,reen reflections in room i, m 
l l 

W. . power flow from the reverberant field of room i to room j throu€h the cor.'!rn0n partition, 
lJ r,ratts 

W. 1r po-wer flm-r to the reverberant sound field of room i, ,,ratts 

"J. ss' .. mi absorption coefficient of the ccrr .. mon f;8.rtition 
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CL, 
l. 

1\ 
A 
A, 

l. 

cr. 
l. 

generalised absorption coefficient including not only wall absorption but propagation loss 
between reflections expressed as the fraction of incident acoustic energy absorbed averaged 
over all walls of room i 
fraction of incident acoustic energy absorbed averaged over all walls of room i 

decay coefficient of eqs (21) and (22), sec-1 
decay coefficients of eq (26), sec-1 

frac·tion of transmitted energy delivered to the reverberant field in room i 

fraction of incident sound energy transmitted through the partition 

INTRODUCTION 

The standard procedure for measuring the transmission loss of a test item requires a measur& 
ment of the noise reduction through the item and a measurement of the sound absorption of the 
receiving room. 1 The latter measurement is generally made by determining the reverberant decay 
of the receiving room with the test item in place on the assumption that the reverberant energy 
feed back from the source room is always quite negligible. Thomas Mariner2 has analysed this 
situation and has shown that for some cases of interest the energy f.eed back may not be neg­
ligible and that in the case of low noise reduction through the test item the error experienced 
in neglecting energy feed back may be quite large. He further concludes that this situa~ion 
imposes fundamental limits on the possible precision of measurement of transmission loss and 
that in the limiting case of little or no noise reduction the transmission loss cannot be 
measured with any predictable precision. 

Mulholland and Parbrook 3 have considered the matter further, following Mariner's analysis, 
and have proposed an alternative procedure involving the use of a calibrated source and sub­
stitution panel. In their procedure first a thick panel is tested then the low noise reduction 
item is tested. Theygenerally agree with -Mariner's conclusions but they do claim that low 
transmission loss test items can be measured using their substitution procedure. A search of 
the literature seems to show that the matter has rested there. 

We have reconsidered Mariner's analysis and have found, contrary to the conclusions of the 
previous authors, that there is no fundamental limit to the precison of measurement implied. 
For example, we have found that the equations can readily be solved and the necessary analysis 
by which the transmission loss of a lossless aperture giving low noise reduction can be measured. 
The use of the procedure is then demonstrated for three cases: a large 9.7m2 opening, a 1.5m2 

opening and a 1.5m2 mass law panel. 

The matter of the power flow to the reverberant field of the receiving room is also con­
sidered. We argue that in spite of various attempts to define separately a direct and a 
reverberant field, the original assumption of Buckingham4 that all of the transmitted acoustic 
power is delivered to the reverberant field of the receiving room is best on a purely pragmatic 
basis. We show, however that the calculated transmission loss is rather insensitive to the 
definitions of the reverberant field that have been proposed. The matter is only important to 
the conclusion that the transmission loss can be defined with precision in terms of measurable 
quantities. 

EQUATIONS FOR TRANSMISSION LOSS MEASUREMENT 

In this section we will consider the transmission of sound through a partition common to two 
reverberant rooms. We will follow the analysis generally outlined by Mariner2 and considered 
further by Mulholland and Parbrook3

• We will show that contrary to the conclusions of the 
authors cited, Mariner's equations for transmission loss are readily soluable in terms of 
neasurable quantities • The transmission ioss of a simple opening can be measured without 
resort to substitution methods and calibrated sound sources. 

~lternative definition of the reverberant field 

We assume that a sound source in room ~ne establishes a reverberant field that is incident 
~pon the common partition. As a consequence some acoustic energy flows through the partition 
into room two. Close to the partition in room two the sound field will be elevated and apparen~ 
iominated by sound radiating directly from the panel, however remote from the panel in a 
suitably live room the sound field will be sensibly constant and apparently dominated by 
nultiply reflected sound. These observations may be described by defining a direct field and a 
reverberant field.~As detail about the direct field is seldom known or of importance it is 
~ommonly described as a spherically divergent field and consistent with the concept that the 
reverberant field describes the reflected sound it is defined as the field resulting after the 
iirect field has been once reflected. 

The suggested definitions of the rev~rberant and direct fields seem straightforward but as 
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will be shown by reference to Mariner's formulation they lead to a conceptual difficulty. 
Mariner defines the power flow to the reverberant field of room two, w

2 
, as follows. 

. r 

W2r = W12(1 - 132)exp(-_4V2m/S2) (1) 
Symbols are defined separately in the Glossary of Terms. In the above expression w12 is the 
acoustic power flow through tbe partition from room one to room two. The expression (1-62) 
represents the fraction of acoustic power reflected at the walls of room two while the ex­
ponential term takes account of air propagation loss. 

Since the quantities multiplying W12 in eq (1) are close to unity the equation may be 
readily linearized. 'Ihus following Mariner we may write in place of eq (1) 

(2) 

where 02 is the fraction of transmitted energy which is delivered to the reverberant field. The 
quantity 02 is related to the generalised random incidence absorption coefficient a2 as follows. 

1- a2 

H2/S2 

s
2
s

2 
+ 4v

2
m = A

2 
+ S (a + T) + 4v

2
m 

(3) 

(4) 
(5) 

As defined by eqs (4) and (5) the quantity a 2 takes account of sound absoprtion at all the walls 
in room two including transmission back to room one and dissipation at the common partition as . 
well as air propagation loss. 

The definition of the generalised absorption coefficient a2 is quite reasonable for multiply 
reflected sound. However, as Mariner concedes its use in eq (3J must lead to an under estimate 
of the power flow to the reverberant field. For example all the walls of room two cannot be 
equally effective in absorbing acoustic energy at the first reflection of the direct field. 
Further the direct field can hardly be described as randomly incident on any wall. Clearly the 
panel will never see the direct field; it will only see sound at least once reflected. Further­
more the air propagation loss of the direct field will depend upon the geometry of the room and 
it would be quite fortuitous if it could be estimated with any accuracy in terms of the mean 
free path, 4V2/S2, between many reflections. The power flow as defined by eqs (2) and (3) must 
be co~sidered as only approximate at best and thus a transmission loss using eq (3) cannot be 
defined with precision. 

Donato 6 has considered the problem of the definition of the direct field and he concludes 
that it can be estimated with more precision thEil suggeste.d by Mariner. He provides an 
analysis by which it can be described but the description requires more than a knowledge of the 
total wall area and volume of the rece2v2ng room. Donato does not, however, explain how the 
direct and reverberant fields are to be measured separately in the region where the reverberant 
field predominates, a requirement which must surely be met if the definitions are to be of use 
for the measurement of transmission loss. 

When a measurement is made of the reverberant field it must always contain a contribution, 
however small, from the direct field. Thus a further difficulty with eq (3) is encountered; the 
reverberant field defined to exclude the direct field cannot be measured. Rather the sum of the 
direct and reverberant fields as defined above are always measured in the reverberant field. 
These considerations lead to the suggestion that the power flow to the reverberant fieid be set 
equal to the power transmitted through the panel in which case 

o2 = 1 (6) 
The assumption expressed by eq (6) has the pragmatic advantage that the power flow to the 
reverberant field, as defined, can be measured. It is in agreement with the original assumption 
or Buckingham4

• This definition of the reverberant field has the additonal advantages of pro­
viding an unambigious definition of transmission loss and an accurate description of a practical 
measurement situation. 

Equation (6) is offered as an alternative to eq (3) which avoids the ambiguity which arises 
from the use of the former equation in defining the transmission loss. However, in any case~he 
generalised absoprtion coefficient a2 is always small so that practically 02 is very little 
different from unity. The chief advantage then in the use of eq (6) is that a precise definitkr. 
may be given for the transmission loss in terms of measurable quantities. The method for 
solution to be outlined below is equally effective if either eq (3) or eq (6) is used as will be 
shown. 

The power flow in the reverberant field results in acoustic energy losses on propagating 
through the air and on reflecting at the walls. This fact may be expressed in terms of the 
reverberant field energy density as 

(7) 
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The power flow from the reverberant field of room one through the panel to room two on the other hand is 

W12 = DlrScT/4 (8) 
Substitution of eqs (7) and (8) into eq (2) gives the steady state relation between the rever­
berant fields of rooms one and two as 

~quation (9) provides the required relation between the reverberant sound field in room one and 
the resulting sound field in room two by which the transmission ioss may be defined. 

(9) 

rransmission loss, noise reduction and some useful relations 

The transmission loss of a partition may be defined in terms of the fraction of energy in­
~ident upon the partition which is transmitted. Thus by definition the transmission loss of a partition is 

(TL) = -10 log
10

T 
(10) 

~oom one to room two is 

I'he noise reduction, on the other hand, may be defined as the difference in sound pressure levels 
in the reverberant :fields of the two rooms. Thus according to eq (9) the noise reduction from 

(11) 

N"hile the noise reduction in the opposite direction, wherethe sound source is now placed in ·room 
two instead o:f roon one, is 

(12.) 
rhe transmission loss may be written in terms o:f the noise reduction :from room one to room two 
~sing eqs (10) and (11) as 

(13) 
For later convenience we note the :following relations. I:f we add the noise reductions 

neasured in the opposite directions we obtain 

(NR)12 + (NR)21 = 10 log b (14) 

ifhere b = H H /S2 T2cr cr 
1 2 1 2 (15) 

On the other hand, i:f we subtract the no1se re uc 1on · d t · measured :from room one to room two from 
the noise reduction measured in the opposite direction we obtain 

where 

and 

(NR) 21 - (NR) 12 + 10 log10(v2/V1 ) - 10 log
10

M = 10 log
10

a 

a = H
1 

V 2 /H
2 

V l 

M = cr 2/cr1 

(16) 

(17) 

(18) 

It will be shown that eqs (14) and (16) allow the determination o:f the transmission loss of a 
partition even when the transmiss1on oss 1s z r · 1 · e o and the noise reduction is very small. 

Reverberant decay o:f two coupled rooms 

· M · 'd r the decay o:f reverberant energy in room two where account is Follow1ng ar1ner we cons1 e . t . 
taken of energy flow back :from room one. The decay o:f reverberant energy 1n room :wo 1s 
v2 (dD2 /dt) where the loss on reflection and propagation is -D2rH2c(4 and the ene~gy s~~~lie: is 
given ~y eqs (2) and (8). Thus the energy balance :for room two dur1ng decay may e wr en Y 
modifYing eq (9) to read as :follows, 

4v 2 ( dD2r/dt) 

Similarly we may write :for room one 

-D H c + DlrSTcr2c 2r 2 

4v1 (dD1r/dt) = -DlrH1c + n2rSTcr1c 

Particular solutions :for eqs (19) and (20) are 

A exp (-At) 

n2r B exp (-At) 

(19) 

(20) 

(21) 

(22) 

(19) and (20) leads to the following expression which Substitution o:f eqs (21) and (22) into eqs 
defines two particular values o:f A. 

Ml } = 0.5[(a+1) ±/ (a-1) 2 + ab 1 
M2 
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where (24) 

and (25) 

In writing eq (23) use .has been made of eqs (15) and (17). The quantities a and bare defined 
by eqs (14) and (16) in terms of ~eadily measured quantities provided that in case M is not 
taken as unity and eq (3) is used that M can'be estimated. It will be shown that in this case 
M may be determined by successive iteration. Thus in either case M and M may be determined 
fromthe two noise reduction measurements made in opposite directio~s. 2 

The particular solutions given by eqs (21) and (22) may be generalised by making use of the 
solutions given by eqs (24) and (25). It will be sufficient to consider the case where the 
source is placed in room two and the reverberant decay in room two is subsequently measured when 
the source is abruptly shut off. In this case the reverberant energy density at time t subseq1em 
to shutting off the source in room two is 

D2r(t) = D2r(O)[B1exp(-A1t) + B2exp(-A2t)] 

where initial conditions at time t equals zero require that 

B1 + B
2 

= 1 

and D
1

r(O) = D
2
r(O)Srcr

1
/H

1 

(26) 

(27) 

(28) 

Substitution of eq (26) into eq (19) and the use of eq (28) leads to a linear equation in Bland 
B2 which is independent of eq (27). Thus solutions for B and B

2 
may be determined using tne 

latter equation and eq (27). The solutions are as follow~, 
B1 = M1 (a-M2 )/a(M1-M2 ) 

s2 = M2 (M
1
-a)/a(M

1
-M2 ) 

(29) 

( 30) 

The quantities B and B may thus be determined from the two noise reduction measurements des­
cribed earlier u~ing eq~ (14), (16) and (23). 

Equation (26) may be re.written using eqs (24) and (25) as follows, 

' H H 
D2r(t)/D2r(O) . = B1 [exp(-M1ct/4v

2
)] 2 + B2 [exp(-M2ct/4v2 )] 2 (31) 

If we measure the change in sound pressure level in the reverberant field that takes place in 
timet then eq (31) may be used to determine H

2
. For this measurement we use 

120 - L
2

t = 10 log10 (D2r(O)/D
2
r(t)) (32) 

We note in passing that a level change is measured, not the conventional decay rate, thus the 
decay rate need not be constant as suggested by eq (26). 

The value of H2 given by eq (31) allows the calculation qf the transmission loss using eq 
(13) directly if cr 2 is set equal to unity. In case that the power flow to the reverberant field 
is defined, following Mariner, so that cr2 is given by eq (3). Then an iteration procedure must 
be used. In this case reverberation decay measurements must be made in both rooms. One proceeds 
by initially assuming that M in eq (16) is unity. This is a fairly good assumption for most 
reverberant rooms. Then one proceeds to calculate values for H1 and H2 and, following the 
definition of eq (4) and its equivalent for room one, a1 and a2. These values of a1 and a2 
are used to calculate a new value for M according to eq (18) which is entered into eq (16) and 
the whole process is repeated. It has been shown using a small computer programme that the pro­
cess is convergent to at least three decimal place accuracy in M which is more than sufficient 
for the accuracy of measurement of sound pressure levels possible in most reverberation chambers. 

TEST ARRANGEMENT 

Test Rooms 

Testing was done in the reverberation chambers of the Department of Mechanical Engineering 
at Adelaide University. This facility consists of two connected, rectangular chambers of volume 
105.6m3 (6.09m x 5.18m x 3.36m) and 179.7m3 (6.84m x 5.57m x 4.72m). Construction is of 0.3m 
thick reinforced concrete faced internally with hard gypsum plaster. Isolation from ground 
vibration is accomplished by mounting each room independently on soft helical spring supports. 
The two rooms are connected by an opening of area 9.71m2 (3.04m x 3.20m). There is no mechanical 
connection between the two rooms, a 0.37m gap between them being bridged by a frame of 25mm 
thick chipboard supported from the external wall of the larger chamber. A small gap between 
the edge of this frame and the outer wall of the small chamber is sealed with nonhardening 
mastic. 
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The larger room contains a rotating vane diffuser of area 7.05m2 (2.90m x 2.43m). The 
diffuser was run at its maximum rate of rotation, 7 revolutions a minute, during all tests. 

Removable Wall 

The size of the aperture connecting the two rooms may be reduced by removing the chipboard 
frame and sliding a modular, double-leaf lead wall into place between the chambers. This wall 
consiBts of two independent wooden frames supporting free hanging lead sheets of surface density 
39 kg/m2 • Each leaf of the wall is divided by the wooden frame into three panels running the 
full height (3.10m) of the aperture between the test rooms. The lead sheet in the two outer 
panels is permanently attached to the frame but that in the centre panel is hung on removable, 
modular wooden sub-frames so that a number of different aperture sizes may be easily obtained. 

The walls are mounted independently, one being attached and sealed to the outer wall of the 
small test room and the other to the larger room. Rockwool blankets 90 mm thick are hung 
behind each lead sheet in the space between the two leaves of the wall as shown in figure 1. 

When tested with the centre bay filled with three lead hung sub-frames the transmission loss 
of the composite wall was found to be 40 dB at 63 Hz rising to over 80 dB at frequencies greater 
than 500 Hz, as shown in figure 1. 

For two of the tests reported in this paper one of the three subfran.es in the centre bay of 
the wall was removed and replaced by a metal frame. This frame was attached rigidly-to one leaf 
of the double wall and a gap between it and the second leaf sealed with non hardening mastic. 
Test panels 1.5m x l.Om were clamped in this metal frame. 

Apparatus 

Each room was acoustically excited by two 25 watt twin-cone loudspeakers located in opposite 
trihedral corners of the room. The speakers were powered by the one-third octave filtered out­
put of a Bruel and Kjaer Random Noise Generator (Type 1402). 

Bruel and Kjaer one-half inch microphones (Type 4134) were used in conjunction with a Bruel 
and Kjaer real-time analyser (Type 3347/4710) and graphic level recorder (Type 2305) to measure 
the sound pressure levels in each room. The real-time analyser contains one-third octave filters. 

Time and space averaging of the acoustic field in the small room was effected by attaching, 
the microphone to the end of a l.Om long arm mounted on a continuously rotating Bruel and Kjaer 
turntable (Type 3921). To provide a signal suitable for transmission through the turntable 
sliprings the microphone signal was first passed through a Bruel and Kjaer prec1s1on sound level 
meter (Type 2203) mounted on the turntable. The period of rotation of the turntable was 80 
seconds and the path length swept out by the microphone was 6.3m. 

In the larger chamber the microphone traversed continuously along a wire stretched obliquely 
between two opposite faces of the chamber. The time taken to traverse the chamber in one dir­
ection was 66 sec over a length of path of 5m. 

The same equipment was used for reverberation time measurements. 

Measurement Procedure 

Each measuring system was calibrated using a Bruel and Kjaer pistc~phone (Type 4220). 

The transmission characteristics of the opening or panel between the two rooms was measured 
first using the small room as the source room, and then in the reverse direction using the large 
room as the source room. Sound pressure levels in each of the rooms in each of the one-third 
octave bands between the 63 Hz and 8kHz centre-frequency bands were recorded on the graphic level 
recorder chart. Each record was sufficiently long to ensure one complete rotation of the 
microphone boom or one complete traverse of the larger room. 

Reverberation measurements for each one-third octave band were made by abruptly stopping the! 
output from the random noise generator after the establishment of a uniform reverberant sound 
field and recording the decaying reverberant sound field in the room on the graphic level 
recorder. 

EXPERIMENTAL RESULTS 

Three configurations were tested. In the first the two rooms were coupled by an open area 
of 9.71m2 (3.04m x 3.20m), that is the full transmission loss aperture. For the second test the 
double-leaf wall was mounted between the rooms and the centre sub-frame of the centre panel 
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removed to give an open area of 1.5m2 (1.5m x l.Om). Finally a sandwich panel with rubber core 
and steel sheet faces was mounted in the 1.5m x l.Om aperture in the double-leaf wall. This 
panel has been designed to have a mass controlled response over a wide frequency range (co­
incidence frequency 129 kHz). It consisted of a 3. 2mm thick sheet of 75 durometer hardness 
natural rubber bonded to 24 gauge cold-rolled steel facing sheets with Dunlop 5758 adhesive. The 
surface mass of this composite panel was 14.9 kg/m2 . 

For each one-third octave band the average sound pressure level was estimated by eye from 
the graphic level recorder chart traces. At the lowest frequencies the spatial variation in 
reverberant level varied as much as ± 2.5 dB about the mean owing to the characteristics of the 
signal generator and the response of the room. Above 1000 Hz the level variation was ± 0.25 dB 
or less. 

The sound pressure levels so obtained were used to calculate the aperture or panel trans­
mission loss according to the usually accepted procedure 1

, and also according to the modified 
procedure described above. 

The transmission loss data so calculated are plotted in figure 2 for the 9.71m2 open area, 
:in figure 3 for the 1.5m2 open area and in figure 4 for the 1.5m2 rubber cored panel. In these 
!cUrves the mean trend is indicated by the straight lines. The vertical bar at each one-third 

!
octave band centre-frequency indicates the difference in estimated transmission loss between 
;measurements made with transmission from the small to the large room and those made with trans­
mission in the reverse direction. 

DISCUSSION OF RESULTS AND CONCLUSIONS 

The transmission loss of the full 9.7m2 opening of the Adelaide acoustic test facility was 
tested in order to provide strong coupling between the two rooms. It was expected that under 
such circumst ances the effect of the omission or inclusion of energy feed back .during reverber­
ation measurements in the data analysis would have a strong effect on the results and indeed the 
data in fig. 2 confirm this expectation. On the other hand it must be admitted that the opening 
is so large as to clearly violate the requirement for diffuse reverberant fields in the two 
chambers unless the definition proposed in connection with eq (6) is accepted. Thus additional 
interest was provided by the exercise to see what answers would be obtained for clearly the 
transmission loss of the full opening must be zero over the entire frequency range shown in the 
figure. Above the 250 Hz one third' octave band the error in measurement using the proposed 
procedure is less than 2.0 dB. The results using the standard procedure neglecting energy feed 
back are clearly inferior. 

Tests were also run using the 1.5m2 opening. In this case the energy feed back between the 
two rooms would not be great but the reverberant fields -in the two rooms should be more nearly 
di·ffuse. A second problem with the smaller opening is that the transmission loss is not 
necessarily ze,ro over the entire frequency range of interest. However, we have estimated that 
the transmission loss should be only 1.5 dB in the 100 Hz band and that it should tend to zero 
at higher frequencies. Our estimate seems to be in general agreement with the predicitions for 
circular apertures. 7 Our estimate was carried out on the basis of a simple square piston type 
analysis. 8 

The data shown in fig. 3 generally lie within 1 dB of zero in the frequency range above the 
200 Hz one third octave band. Again the results of the standard procedure, neglecting energy 
feed back, are clearly inferior. Our data using both the standard and modified procedures show 
an increase of transmission loss toward low frequencies generally not predicted by theory. The 
reason for this is not known but since similar behaviour was observed with the larger opening, 
it is thought that the problem lies with the finite size, especially of the smaller, of the 
reverberant rooms of the Adelaide University facility. 

The data for the mass law panel shown in figure 4 are presented as a further comparison. 
In this case the panel was constructed to bend only in shear thus ensuring mass law response.e 
Thus the expected random incidence transmission loss could be calculated. We note thatthe 
modified procedure, which accounts for energy feed back, gives results 'idemtical to the standard 
procedure in this case where energy feed back is neglicible. 

We conclude that the modified procedure will give good results for measured transmission 
loss for at least three cases where the expected transmission loss can be predicted. These 
cases include even the case of zero transmission loss and very ·little noise reduction. 
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MEASUREMENT OF ACOUSTIC ABSORPTION BY MEANS 
OF TWIN IMPEDANCE TUBES 

J.l. Dunlop 
School of Physics 
The University of New South Wales 
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An apparatus is described that can be used to measure the co­
efficient of absorption of acousti~ ina.terials.. . The, apparatus con­
sists of tw·i:no tubes or wave guides' one containing the sample and 
the other being used as a reference , tube. Short bursts of sound 
are launched along the tubes and the coefficient of absorption cal­
culated from m~asurements of the incident and reflected tubes. The 
apparatus ·offers two independent methods of determining the co­
efficient of absorption and compares· well in accuracy with the con­
ventional standing wave tube apparatus. 

Introduction 

The intrusion of higher noise levels into more and more aspects of our live~ 
has meant that there is a growing awareness of the need to control our various 
acoustic environments. One such technique of control is to use acoustic absorp­
tive materials. When used in circumstances where multiple reflections of sound 
occur, these materials are able to dissipate an appreciable amount of acoustic 
energy, and thus reduce noise levels. 

To obtain the most effective use of these materials, accurate determination 
of their absorption and 1J1lpedance cha-racteris·t'i·cs is required. Th.ere a-re two 
conventional techniques used to measure the absorption characteristics of 
acoustic materials - the reverberation chamber and the impedance or standing 
wave tube. However there are often differences and discrepancies in the results 
obtained by these two methods casting doubts on the accuracy of either method. 
For example the reverberation chamber method may at times yield absorption co­
efficients in excess of 100%. Absorption measurements in the standing wave 
impedance tube are made by measuring the position and intensity of the standing 
wave minima. In order to do this it is necessary to move either the sample, the 
signal source or t}l,microphones. Because of the resulting changes in the geo­
metry of the system acoustic coupling ·or leakage is difficult to monitor or 
control. This may lead to an inaccurate measurement of the coefficient of 
absorption or the acoustic impedance. 

This paper describes the~velopment' of an apparatus similar to that 
described by Powell & Van Houten(l) which can be used to determine the absorption 
coefficient of a material by the measurement of sinusoidal wave packets in a 
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wave guide or tube. The use of twin tubes means that sample impedance measure­
ments can also be made. In addition apparatus provides two independent methods 
of measuring absorption coefficients. This latter feature yields an indica­
tiQnhofhthe accuracy of the technique as distinct from the precision with 
Wh~c t e measurements can be made. 

Wave Propagation in Air Filled Cylindrical Rigid Walled Tubes 
As the twin tube system relies on the propagation o£ sinusoidal wave 

packets in a cylindrical tube the constraints of such a wave guide should be 
examined to evaluate the related limitations of the apparatus. 

The tubes may be regarded as cylindrical wave guides with rigid walls. 
Generally propagation of waves along the axis of such tubes is attenuated 
by losses at the walls of the tube. These losses are caused by heat conduction 
but more significantly by viscous resistance offered to the fluid motion at the 
walls of the tube. This implies that (for loss free propagation) the radi~l 
boundary condition of zero velocity at the walls of the tube should exist. 
Pressure would therefore tend to be a maximum at this boundary. 

The odd radial modes are rapidly attenuated with distance along the tube 
because their velocity tends to be high at the tube walls thus maximising this 
frictional~ dissipation of the energy. However the plane wave mode and the 
higher order even radial modes will propagate along the tube axis with negligiblE 
attenuation because they satisfy the condition of zero velocity at the boundarie~ 

The almost uniform radial energy distribution of the plane wave mode makes 
it ideal for measurement with a probe microphone positioned somewhere along the 
axis of the tube. Signals propagated in the higher radial modes are not so 
suitable because of their varying energy distribution across the tube. 

These considerations mean that the frequency of the acoustic waves used in 
the tube has to remain below the cut-off frequency of the first ~ ,0) radial 
mode. 

The cut-off frequencies of the different modes that can propagate in the 
tubes may be calculated by solving the wave equations (in cylindrical co­
ordinates) with suitable boundary conditions. The solutions generally involve 
Bessel and Newmann functions, the cut off frequency (fzo) of the second axial 
mode is given by (2) 

3·9.C 
~ 

where R is the tube radius, 
C the velocity of sound 

and A the wavelength 

At frequencies below the cut-off of this mode only plane waves in the 
axial direction are possible in the tube. 

Obviously the frequency of the waves being propagated should be lower than 
the cut-off frequency. However other frequencies are involved because of the 
shape of the wave packet. 

The wave•packet signal may be described by the following function 

F(t) sin w t 0 <t< nT 
0 0 elsewhere 

where w angular frequency of the sinusoidal waveform 
To period of wave 
n number of c,ycles in wave packet 

The frequency spectrum for this signal is given by 
mTI (sin x ~) 

F m-; x y 
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where X 
m1T 
w 

0 

(w - w) y = m1T (w + w) 
0 wo 0 

This spectrum contains many- hariJlonics o£ :t;requency aboye th.e required cut­
off fre. quency ._ The mag_ni tude _o_ f . the. se harm_ onic_s can be reduced by changing the 
shape of th.e wa,ye packet· most si,ropl~ h~ filtering. For example, after 1/3 
octave band filtering the wave packet is no longer square but has the appearance 
shown in Figure 1 with considerably reduced fiigher harmonic content. 

~he advantages of filtering the wave packet are twofold. First, reducing 
the h1gh frequency content of the signal reduces dispersion effects that might 
have occurred in the tube because of higher mode generation and differing 
propagation velocities. This would have resulted in distortion of the wave 
packet as it propagated along the tube. The second advantage of filtering is 
related to the response of the loudspeakers - these can accommodate more easily 
the filtered wave form because of the reduced frequency range. · 

Apparatus 

The principle of the twin tube system involves launching sinusoidal wave 
packets of intensity 90-100 dB re Zxlb- 5 Nm- 2 along rigid wall tubes, 
The sample being tested is placed either at the end of one tube wi~n a rigid 
plate backing or at the centre of the tube. The other tube remains empty and 
is used as a reference tube for phase and intensity comparisons. 

With the sample at the end of one tube the absorption coefficients of the 
material with a rigid backing are determined from measurements of the ratio 
(complex) of the intensity of the wave packet reflected from the sample to that 
reflected from the end of the empty tube. When placed at the centre of the tube 
the transmission a~d reflection coefficients of the sample may be found by 
using similar differential measurements. These latter measurements may then he 
used to calculate the value corresponding to the absorption coefficient of a 
sample with a rigid backing. 

In Figure 2 is shown a sketch of the t'Yin tube apparatus illustrating the 
manner in which the filtered sinusoidal tone burst is generated, amplified and 
propagated from speakers at the ends of the two tubes. The incident and 
reflected wave packets are detected by means of probe microphones located at 
corresponding positions in both tubes. The detected signals are amplified and 
then displayed on the screen of g dual trace. storage C.R.O. from which all 
measurements are made. 

The frequency response of the speaker or the cut off frequency for the 
higher modes will determine the upper frequency limit to be used. As the tubes 
used were 100 mm in diameter the upper cut off frequency was about 2 KHz. In 
order to produce the plane wave mode of the wave packet signal and restrict the 
generation of higher modes it is necessary for the cone diameter of the speakers 
to be approximately equal to the internal diameter of the tube. This introduces 
a lower frequency limit because of the restricted frequency range of small 
loud speakers. 

The low frequency limit of the system is also related to the size of a 
suitable wave packet and the distances between the probe microphones and the 
ends of the tubes. That is, the length of wave packet has to be such that no 
overlap of reflected and incident parts of the packet will occur at the probe 
microphone. For the tubes used (20ft.long) this means that wave packets not 
greater than 30 ms in length can be used and as a minimum of 5 or 6 periods 
required in each packet the lower frequency limit is therefore about 200Hz. 

Errors 

All measurements made with the twin tube. s-ystem are taken from a trace on a 
C.R.O. screen. Before any measurements are made the ihtensity and phase of the 
incident wave packet~are calibrated by observing their coincidence on the C.R.O. 
screen. The C.R.O. traces in Figure 3 display the incident and reflected wave 
packets in both tubes. The upper trace is of the signal in the sample tube 
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showing firstly the incident and then the attenuat:ed reflected wave packet. 

The errors ·involved in making intensity measurements are related to the 
ratio of the C. R.O. trace .thickness to the screen he.ight. For phase measure­
ments the fractional error is the ratio of the trace thickness to the screen 
width. 

The precision of the system in making intensity or phase measurements falls 
within 2-4%. The error in determining the absorption coefficient of a sample 
with rigid backing is therefore about 2-4%. However in calculating this absorp­
tion coefficient using values obtained from the transmission measurements the 
magnitude of the errors is usually much greater beacuse of extra com~utations 
and measurements required. These were conservatively estimated at between 
5 and 10%. 

The general accuracy of the measurements obtained may be estimated by 
comparing the results obtained using the twin tube apparatus with those obtained 
using the conventional standing wave tube. 

Results 

Thirty samples with widely varying absorption characteristics were tested 
using the twin tube apparatus. For each sample the absorption coefficient(with 
a rigid plate backing) was determined using the two methods outlined - with the 
sample positioned against the end plate and with the sample positioned in the 
middle of the tube. Each of the samples was also tested using the conventional 
standing wave impedance tube in two different laboratories. 

The results of the testing showed that there was good agreement in the 
values obtained by all three methods at most frequencies. A major discrepancy 
was the values of absorption obtained between the twin tube results and the 
standing wave tube results at high frequencies for some samples. This is 
illustrated in Figure 4. No acceptable explanation for this phenomenon has yet 
been proposed but it may be related to acoustic coupling between speaker and 
microphone in the standing wave tube. Figure 4,5, illustrate some of the 
typical absorption results obtained. 

Conclusion 

Apart from the ease of operation and accuracy of the twin tube system 
there are the obvious drawbacks associated with the doubling of equipment and th( 
difficulty in matching the speakers when a two tube system is used. On the otheJ 
hand it seems ~ossible that the system might be automated by using a swept 
frequency oscillator synchronised with a third octave band filter set. The 
changing frequency of the oscillator could be used to regulate the tone burst 
generator a:r~d thus to control the size of the wave packet. The detected 
signals could then be processed digitally or using analogue techniques to 
provide measurements of absorption coefficient over a frequency range. 

The twin tube apparatus suffers the same restrictions on frequency range 
as does the standing wave tube mainly due to tube diameter. The frequency 
range could therefore be extended by the use of tubes of different diameters. 
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AN EXPONENTIAL HORN LOUDSPEAKER 

The basic equations describing the behaviour of finite exponential horn 
loudspeakers are examined. From this study a compact 4-way horn system 
covering the frequency range 25Hz-20KHz has been designed around relatively 
inexpensive drivers in an attempt to optimize size, cost and performance 
requirements. 

The low frequency horn is designed to radiate into the 'conical' area 
expansion~of a trihedral room corner to provide a large firial mouth area. 
This horn is decoupled from a smaller horn having a cutoff frequency of 120Hz 
by an acoustical low-pass filter. An electrical cross-over at 400Hz is then 
used to divide the drive signal between the bass unit and a smaller horn having 
·a cutoff frequency of 270Hz. A commercial horn tweeter is used at frequencies 
above 7KHz. 

The results of experimental steady-state and tone-burst tests are given 
and show that the design objectives have been satisfied. 

GLOSSARY OF TERMS 

density of air CMS mechanical compliance of suspension 

velocity of sound CMB mechanical compliance of air in box 

flare rate CMl mechanical compliance of air space 

throat area in front of driver 

mouth area RAB acoustic resistance of box 

diaphragm area rMS mechanical responsiveness of 
suspension 

complex acoustical throat impedance 
mechanical responsiveness of air 

= ~T + jXAT rMB 
in box 

complex acoustical mouth impedance rMT mechanical responsiveness of throat 

complex mechanical throat mobility fT force at throat 
1 

ZMT 
fc force at cone 

UT volume velocity at throat 
mass of diaphragm and voice coil 

uc volume velocity at cone 

acoustic mass of air load on rear side UB volume velocity in box 
of diaphragm due to box 

CAB acoustical compliance of air in box 
particle velocity at throat 

particle velocity at cone 
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~ voice coil resistance B magnetic flux in voice coil air gap 

R resistance of signal generator g 
L length of voice coil 

Lv voice coil inductance R, length of horn 

eg voltage of signal generator R radius of mouth (or equivalent radius 
if mouth is not circular) 

INTRODUCTION 

There is currently a wide range of materials suitable for use as loudspeaker cones including 
polymer foams, dense polymers, metals and the more traditional doped paper. However the dynamic 
behaviour of these materials is determined by their mass, rigidity and damping and the acoustical 
output of the loudspeaker will generally deviate from the electrical input and could be quite 
different ifs.uch factors as cone breakup modes and resonances were not well controlled. In the 
case of a direct radiator loudspeaker there is a mis-match between the high impedance electro­
mechanical circuit and the low impedance air mass of a room aggravating the problem of controlling 
the cone motion. Furthermore, because of the exacting nature of the hearing process, amplitude 
irregularities, harmonic and phase distortion are highly undesirable in a good quality system. 
Consequently despite a host of empirical and semi-quantitative rules for loudspeaker design, 
production of a good loudspeaker still demands an intensive program of testing and development 
and such units tend to be expensive. 

An alternative approach to the problem of sound reproduction is the use of a light membrane 
driven uniformly over its surface by electrostatic or electromagnetic means. Such units are 
capable of very good free field amplitude and phase response but the problems of fragility and 
good acoustic accommodation have led to the continued .pursuit of an "ideal cone". 

The requirements of a cone driver are eased considerably if the aBrupt impedance mismatch 
between the cone and air is avoided. 

Correct acoustical- coupling may be realised by loading the loudspeaker with some form of 
horn which eff.ecti vely transforms the high particle velocities over a small area near the cone 
to lo~ particle velocities over a larger area near the mouth of the horn, i.e. an acoustical 
transformer. 

The impedance at low frequencies presented to a loudspeaker driver by a horn of fixed mouth 
and throatareas is governed by the rate of area increase (flare rate) and mathematical law 
governing the flare. A low flare rate nea,r the throat of the horn as found in the hyperbolic 
horn •for· 'example· is necessary for good low frequency performance. However, a sound wave in such 
a horn travels a relatively long distance 'before the pressure falls giving a higher value of 
non-linear distortion (resulting from the non-linear pressure-volume air characteristic) than a 
conical horn for example. An exponential area increase gives a reasonable compromise between 
these requirements. Comparisons between different horns are available in the literature (1-4) 
and this paper will now only consider the exponential horn. 

THE EXPONENTIAL HORN 

The · area S at any point distance x from the throat of the born is given by 

• • • • • • (1) 

where ST is the throat area and m the flare constant. The frequency dependence of the throat 
impedance of a range of horns is considered in the standard texts (1, 2) and the results will only 
be summarized here. 

If the horn is a number of wavelengths long and if the mouth circumference is larger than 
A then the horn .behaves as though it were infinitely long. The resistive and reactive components 
of the throat impedance then vary smoothly with frequency as shown in figure 1. Note that below 
a certain cutoff frequency fc the resistive component RAT is zero and no energy is transmitted. 
The cutoff frequency fc is given by 

me 
47T 

• • • • • • ( 2) 



As the length and mouth area of the horn are reduced a series of peaks and troughs occur 
in RAT and XAT as shown for example in figures 8-10. As the dimensions are reduced further 
the horn finally acts as a cylindrical tube with resonances occurring at wavelengths which are 
half-integral multiples of the tube length. 

For a finite exponential horn the acoustical throat impedance is given by 

2.£1 S!tiZAM[Cos (b£+6)] + jpc sinb£ 
z (3) 

AT ST j SM ZAM sin b£+pc cos (bi+8) 

where e = tan- 1 ~ with a = 1!!... 
b 2' 

seen by the moutfi of the horn. 
ZAM is taken to be that seen by 
given by 

ZAM 

b = ~~4k2 - m2; k = 2
: and where ZAM is the acoustical impedance 

The horn is usually assumed to be radiating into a free field and 
a flat diaphragm of area SM mounted in an infinite baffle and is 

J1 (2kR) 
kR • • • • • • (4) 

where R is the radius of the mouth and J1 and K1 are ordinary and modified Bessel functions of 
the first kind using the notation of Watson (5) . In a small room ZAM will probably differ from 
that given by equation 4 because of the effects of room eigentones but this expression is 
employed to keep the problem tractable. The resistive and reactive components of ZAM may be 
calculated numerically from equations 3 and 4 or by using an analogue method (6) and the 
amplitude and phase response of the horn calculated. For high quality music reproduction 
the horn requirements may be summarized briefly as: 

(i) mouth circumference large compared to A so that the horn resonances are damped by RAT· 

(ii) length greater than } to minimize the effects of the impedance mismatch at the mouth. 

(iii) fc should be as high as possible in horns having a small throat area to avoid non­
linear distortion. 

It is usually inconvenient to build large horns with a circular cross-section and so 
rectangular cross-sections are usually employed. However, standing waves may be established 
between parallel or near-parallel walls if the lateral dimensions become comparable to the 
wavelength. These appear as absorption dips in the frequency response at wavelengths which 
are half integral multiples of the lateral dimensions and should be avoided. Another problem 
with bass horns is their great length (typically 6m for a 30Hz cutoff). Unless they are built 
into the listening area (7-9) they are usually folded for convenience. This has a negligible 
effect at frequencies where the diameter is a small fraction of the wavelength but at higher 
frequencies reflections may occur at bends if the inner and outer path lengths differ by an 
amount greater than A/2. Consequently bends should take place near the throat where the 
diameter is small. If this is not possible then the horn may be divided into a number of 
parallel units to keep the cross-sections small as in the Klipsch design (10) for example. 

Wavefront expansion at the mouth of an exponential horn may be restricted by a baffle or 
trihedral room corner. This is equivalent to extending the exponential horn into a conical 
horn but because a conical horn propaJates spherical waves it does little towards effectively 
lengthening an exponential horn which propagates plane waves. The real advantage of this 
termination is that it restricts the solid angle into which the horn radiates permitting a 
reduction of the mouth area by a factor of four for a room corner as compared to an infinite 
baffle mounting. Most folded bass horns use a number of conical sections to approximate an 
exponential area increase and so operation will lie between that expected of pure conical and 
exponential horns. Another property of a horn which may be useful is its directionality. 
This will be determined by the phase and group velocities across various incremental areas 
and these depend upon the flare rate, the cross-sectional shape, the size of the mouth opening 
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and the frequency. The mouth of a horn largely determines its directional characteristics 
when the wavelength exceeds the mouth diameter and at higher frequencies the flare rate becomes 
predominant. The directional property may be used to provide a uniform sound distribution over 
a chosen listening area. 

THE HORN-DRIVER COMBINATION 

The elements of a horn loudspeaker are shown in figure 2 and the corresponding equivalent 
circuit in the mobility representation shown in figure 3. All terms are defined in the glossary 
at the beginning of this paper. 

1 To facilitate analysis of this circuit let us assume initially that is purely resistive 
When the reactances of MMD and CMs in parallel with CMB are equal and ZmT 
opposite a resonance occurs at the frequency w0 given by 

w 
0 

1 

• • • • • • ( 5) 

This is just the free air fundamental cone resonance shifted by the additional compliance of 
the air space behind the driver. The resonance is damped by the parallel combination of rMS' 
rMB and the Q is given by 

Q r w
0 

MMD 
r 

w 
0 

• • • • • • ( 6) 

where r is the value of this parallel combination. The value of r is usually determined by 
rmT and Q is usually quite low and hence the diaphragm resistance controlled. 

At frequencies below w0 the equivalent circuit reduces to that shown in figure 4. 
Consequently, if rMT is constant and the value of Q is kept low (<1), the response of the 
loudspeaker will be uniform down to very low frequencies where it will fall off at a rate 
approa~hing 6db per octave, i.e. the loudspeaker will continue to operate well below the 
calculated cone resonance). In practice zmT is a complex function of frequency near the horn 
cutoff and the operation of the loudspeaker in this frequency range will depend upon the horn 
characteristics. In fact the large reactive component of the throat impedance near fc causes 
the response to fall sharply. 

Beranek {2) shows that ZmT may be represented as a resistance in series with a negative 
mass reactance and so the effects of this reactance may be offset by the correct compliant 
loading of the driver and the conditions of resistive loading maintained at frequencies down 
to fc. 

Because of many conflicting requirements it is necessary to use more than one horn 
loudspeaker to cover the whole audio spectrum. However, because of the different horn 
lengths associated with different frequency ranges, unless the drivers are coplanar different 
propagation delays will be introduced. When using folded horns coplanar mounting of the 
drivers is not possible and it is so necessary to keep the difference in acoustic path lengths 
in horns covering adjacent frequency bands as small as possible. Indications (11) are that 
the minimum detectible time between acoustic events is ~2.5 ms and so the path differences 
should be not greater than ~O.Bm. 

THE LOUDSPEAKER DESIGN 

In the loudspeaker system to be described here four horns are used with cross-over 
frequencies at 120 Hz, 400 Hz and 7 KHz and adjacent horns differ in acoustic path length 
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by less than lm avoiding any propagation delay effects. The loudspeaker system is shown in 
figure 5. Conventional cone drivers are used up to 7KHz because of their greater availability 
and lower cost than specialized pressure drivers. The throat areas of the horns have been kept 
approximately equal to the cone areas. While this results in a lower efficiency it was felt 
that cone flexibility might introduce non-linearities if any greater pressure loading was used 
and the efficiency 0f the system is still well above that associated with direct radiators. 
Furthermore, tone burst tests indicate that the damping provided by the horns under these 
conditions is quite sufficient. A commercial horn loaded tweeter is used for frequencies 
above 7KHz. 

The crossover at 120Hz is performed acoustically by decoupling the low frequency horn from 
the rear of the bass driver with an acoustical low pass filter and loading the front of the 
driver with the higher frequency horn. This arrangement is shown schematically in figure 6. 
The equivalent acoustic circuit for this arrangement using the impedance analogy is shown in 
figure 7. _Inspection of this diagram shows that at high frequencies the volume velocity of the 
rear throat UT is much less than that of the cone Uc because of the shunting effect of the air 
compliance in the box. At these frequencies the throat impedance of the "front" horn ia 
appre9iable and so the sound energy is radiated from that horn. At low frequencies uT · ~ Uc and 
the throat impedance of the front horn is low and so the sound energy is radiated fromthe "rear" 
horn. The crossover frequency is given approximately by 

= c STR 
wco v (7) 

where v is the volume of the box and STR the throat area of the rear horn. 

Because the low frequency horn is now restricted to frequencies below 120Hz there are no 
problems associated with folding this horn and the only folds in the front horn occur near the 
throat where the cross-sectional area is small. The compliances of the diaphragm suspension 
and cavity provide the reactance necessary to balance out the horn throat reactance as described 
in the .previous section. 

The 400Hz crossover is performed electrically and is low enough to prevent any standing 
waves occurring across the front bass horn. Because of the rise in impedance of the midrange 
horn in the vicinity of 400Hz the active crossover has the low-pass 3db point at 400Hz and the 
high-pass 3db point ~t 450Hz to maintain a uniform response. Third order Butterworth filters 
are used in an active crossover and separate power amplifiers drive the bass and midrange units. 
This is done to maintain good electrical damping in the crossover region (12). A passive third 
order Butterworth high-pass filter is used to drive the tweeter at frequencies above 7KHz. An 
attenuation network is necessary because of the high efficiency of the tweeter but this also 
provides good electrical damping. The natural rolloff in the mid-range response provides the 
necessary low-pass function and is probably due to cone break-up effectively reducing s0 and 
interference effects at the horn throat. 

The design criteria for the system are as follows: 

Rear bass horn: cutoff frequency 
mouth area 
effective mouth area 
throat area 

35Hz 
0. 56m2 

2.2m2 
2.3xlo-2m2 

The calculated fundamental cone resonance (equation 5) of the bass driver mounted in the 
box is 70Hz with a Q (equation 6) of 1.0. 

Front bass horn: cutoff frequency 
mouth area 
throat area 

Acoustical Crossover: cutoff frequency 
air volume 
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Bass Driver: 

Midrange horn: 

Effective cone mass 
Free air cone resonance 
Diameter 
Type used 

Cutoff frequency 
Mouth area 
Throat area 

1.5xlo-2Kg 
50Hz 
0.3m (12"} 
Plessey-Rola 12UX 

270Hz 
6.0xlo-2m2 

6.0xlo- 3m2 

f>>fc (Approx. vertical dispersion angle 30° 
(Approx. horizontal dispersion angle 90° 

These criteria produce a horn essentially the same as that described by Greenbank (13} 

Midrange Driver: 

Tweeter: 

Effective cone mass 
Free air cone resonance 
Diameter 
Type used 

Type used 

1.8xl0-3Kg 
80Hz 
O.lm (4"} 
Foster FE103 

Foster FHT6 

The calculated throat impedances for the horns constructed are shown in figures 8-10. 
The impedance fluctuations give a calculated variation in the acoustic output not exceeding t3db. 
The sinewave response of the individual horns and the composite curve for the complete system are 
shown in figure 11. At the time of writing there was no reverberant chamber available for 
measurerr~nt of the overall frequency response. The response of the rear bass horn was taken as 
the pressure at its mouth in an attempt to avoid the effects of standing waves in the measuring 
room. That of the front bass horn was taken outdoors with the microphone lm on axis. These 
tests were performed using a home-built capacitor microphone and preamplifier and IEC 53A 
function generator. Point by point measurements were taken with all major peaks and troughs 
recorded. The midrange -horn and tweeter were tested in the anechoic chamber, Department of 
Mechanical Engineering, Monash University. These tests used a B&K 4133 .%" microphone, 2604 
microphone preamplifier and RMS rectifier, 1022 B.F.O. and 2305 level recorder. 

The frequency responses of the bass horns are as expected. The dip occurring at 500Hz 
in the mid-range horn is due to reflections down the axis of the horn resulting from the impedance 
mismatch ~t the horn mouth and that around 1500Hz is due to standing waves between the nearly 
parallel top and bottom of the horn. The effects of these resonances were investigated using 
tonebursts generated by the function generator and two worst-case results are shown in figure 12. 

'The rapid rise and decay of .the tonebursts indicates the good transient response at these 
frequencies and highlights the good damping provided by horn loading (14}. 

The maximum sound pressure level obtained with a stereo pair of units just before the onset 
of appreciable distortion was 115 db measured at 3m on axis in a well damped 5mx7mx3m room. This 
level produced a reading of 125db at 0.3m for the midrange horn mouth. All measurements were 
taken with a B&K S.P.L. meter on the linear scale using recorded orchestral music as the source. 

The midrange horn and an electrostatic loudspeaker array have been compared on a direct A-B 
basis using the same bass horn. Consistent identification of the sound source operating has 
proved very difficult using a wide variety of music indicating subjectively the good transient 
response and low distortion obtained by horn loading (15}. 
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SUMMARY- Using classical elasticity equations and Hamilton's principle, the 
existing theories of torsional vibrations of bars viz., the 
elementary theory, St. Venant's theory, Love's theory, Timoshenko 
and Gere's theory, Reissner and Lo-Goulard's theory and Barr's 
theory are briefly reviewed and a refined theory taking into account 
the Poisson displacements is constructed. This theory removes the 
discrepancies in the strain-displacement relations of the existing 
theories and gives rise to a sixth order differential equation with 
corresponding boundary conditions. The paper proposes a method of 
solving the differential equation for a given boundary condition. 

1. Introduction 

Coulomb (1) developed the elementary theory of torsion of bars with circular cross-section, 
under the assumption that the cross-sections remain plane and rotate without any distortion during 
twist. Navier (1) applied this elementary theory to bars with non-circular cross-sections and 
arrived at erroneous results with respect to angle of twist and maximum shearing stress. St. 
Venant (1) used a semi-inverse method and obtained correct solutions of the problem of torsion 
for prismatical bars with non-circular cross-section. Poisson (2) is reported to be the first to 
have applied the elementary theory of Coulomb to determine the torsional vibration 
characteristics of bars with circular cross-section. For bars with non-circular cross-section, 
the torsional stiffness term can be modified according· to St. Venant 's theory to obtain better 
results, e.g., see the work of Rao, Belgaumkar and Carnegie (3). 

Love (2) considered the effect of longitudinal inertia in the torsional vibration of bars 
with non-circular cross-section. Timoshenko (4) considered the effect of normal strain in the 
torsion problem which was later extended by Gere (5) for dynamic problems. 

Reissner (6) extended the torsion problem to include nonuniform twist and Lo and Goulard (7) 
generalized this to vibration problems. Barr (8) included the effect of longitudinal inertia in 
Lo and Goulard's work. 

In this paper, we propose a new theory considering the Poisson strains for uniform twist. 

2. Nomenclature 

A area of cross-section of the bar 
b breadth of the bar 
Bz c1G 

B4 EI ¢¢ + y2Gc4 + 2yGC 3 
B6 y2GCz 

C C1 GA! [(~'Y- z)2 + (¢ ,z + y)
2]dA 

c2 Af[(!¢dy)2 + (!¢dz)2]iA 

C3 A![( ? ,y- z)!¢dy + (o,z + y)!~dz]dA 
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l Af[(f¢dy),z + (f¢dz),y] dA 

Af[zf¢dy - yf¢dz]dA 

0 flEe 2,xxdx ; dR = 0 JLEa2,xdx 

E modulus of elasticity 

g 

G modulus of rigidity of the material 
Ip polar moment of inertia of cross-section 

I¢¢ A!¢
2

dA 

1 

M 
p 

r 

length of the rod 

amplitude of e 
frequency 

f l 2 
0 s8 'xtdx 

t time 
T kinetic energy 
ux,uy,uz= displacements along x,y and z directions 

U strain energy 
x axial coordinate 
y,z cross-sectional coordinates 
e angle of twist 
¢ warping function 
£ij components of strain tensor 

Tij components of stress tensor 

s mass density 
v Poisson ratio 
a unit twist 

subscripts x.y and t after a comma denote partial derivatives. 

3. Revision of Existing Theories 

The theories mentioned earlier in the Introduction'are given in Table 1. Starting from an 
appropriate state, the strain energy and kinetic energy are calculated and variational principle 
is used in deriving the differential equation of motion and the corresponding boundary conditions 
for the bar. This table shows the derivation of equations in an unified manner and also reveals 
that the assumed state in Timoshenko-Gere's theory does not satisfy the strain-displacement 
relations according to Poisson equations. 

4. Refined Theory for Torsional Vibrations 

To remove the discrepancy in the theories which is mentioned in section 3, the following 
state is assumed for the bar. 

llx = ¢8 •x 
lly = -ze - ve,xxf¢dy 

Uz = y8 - v8,xxf¢dz 

The corresponding velocities are 

llx•t = ¢8 •xt 
uy•t -(ze,t + ve,xxtf¢dy) 

uz't = ye,t - ve,xxtf¢dz 
The components of strain for the state given in equation (1) are 
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£xx ¢8 •xx 
Eyy • -vq,e,xx 

Ezz • -vq,e,xx 

£xy • l/2[(¢,y- z)e,x- ve,xxxf¢dy] 

Eyz = -v(e,xx)/2[(f¢dy),z + (f¢dz),yl 

Ezx • 1/2{(¢,z + y)e,x -ve,xxxf¢dz] 

The corresponding stresses are 

'txx • E¢e •xx 

'tyy - 0 

-rxy = G[(¢,Y- z)e,x- ve,xxxf¢dy] 

-ryz • -ve,xxG[(f¢dy),z + (f¢dz),yl 

'tzz • 0 'tzx = G[(¢,z + y)e,x- ve,xxxf¢dz] 

The strain energy and kinetic energy of the system are then obtained as 

f L 2 L 2 L2 2 2U • 0 Eiq,q,e 'xxdx + 0 f c1Ge •xdx + 0 f v GC2e •xxxdx 

f L L 2 2 
- 0 2vGC3e,xe•xxxdx + 0 f v GC4e •xxdx 

L 2 L 22 · L 2T • 0 f ~Ipe •tdx + 0 f c2~v e •xxtdx + 0 f 2~vc5e,xxte,tdx 

+ 0f~ I4>4>e
2 

•xtdx 

(3) 

(4) 

(5) 

t2 
Applying Hamilton's principle, viz., t{ (U-T)dt is stationary for a conservative dynamical system 

taken between two arbitrary intervals of times, and taking the variations, we arrive at the 
following differential equation and the corresponding boundary conditions: 

2 2 2 
v GC2e,xxxxxx- (EI¢4> + v Gc4 + 2vGCJ)e,xxxx - c2 ~v e,xxxxtt 

+ c1Ge,xx + (~Iq,q, - 2~vc5 )e,xxtt - ~rpe'tt • o 
{[ - (Elq,q, + v2GC 4)e,xxx + c1Ge,x + v2Gc 2e,xxxxx- 2vGC3e,xxx 

- c2~v2e'xxxtt- ~vcse•xtt + ~Iq,q,e•xtt]oe}~ 
+ {[EI¢4> + v2Gc4)e,xx- v2Gc2e,xxxx + vGC3e,xx + c2~v2e,xxtt 
+ ~vc5e,tt]oe,x}~ + {[v2GC2e,xxx- vGC3e,x]oa,xx}~ • o 

with v • 0, the above equations (6) agree with Timoshenko-Gere's theory given in Table 1. 

5. Solution for Free Torsional Vibrations 

For free vibrations·, a is assumed as 

e • esinpt 
Then the differential euqation (6) becomes 

v2Gc2e,xxxxxx- (Eiq,q, + v2GC4 + 2vGc3 - c2 ~v2p2)e,xxxx 
2 + (C1G - ~Iq,q,P +2z;;v c5p2) e,xx + z;;Ipp2 0 = 0 

Equation (S) can be written also as 

B6e•xxxxxx- (B4 - D4p2)e,xxxx + (B2 - D2p2)e,xx + Dop2e • o 

Solution of equation (Sa) can be written as e • Mebx and hence 

(6) 

(7) 

(S) 

(Sa) 

B6b6 - (B4 - D4p2)b4 + (B2 - D2p2)b2 + D0 p2 • 0 (9) 

Equation (9), is cubic in b2 and let the three roots be b2
1, b22, b23. These three roots in turn 

will give six roots of b, viz, bll' b12 , b21 , b22 , b31 , b32 • These roots may be real or complex 

and are functions of p2. The complete solution of equation (Sa) then becomes 

b11x b x b21x b22x b31x b32x a • M11e + M12e 12 + M21e + M22e + M31e + M32e (10) 

For the case of fixed-fixed boundary conditions, e • e,x • e,xx • O.at x • 0 and 1 and hence we get 
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1 1 1 1 1 1 

bll bl2 b21 b22 031 b32 

b2 b2 b~ b2 b2 b2 1 1 2 3 3 

blll blzl bzll bzzl b311 b321 e e e e e e 
.. 0 

b e b111 blzeblzl b 1 
11 b21e 21 b 1 b22e 22 b 1 b31e 31 b 1 b32e 32 

2 bll1 2 bl21 2 b211 2 b221 2 b311 2 b321 
hie b1e b2e b2e b3e b3e 

Equation (11) can be reduced to a 5 x 5 determinant whose elements are functions of p2. If p is 
one of, the natural frequenciesequation (11) will be identically ~atisfied. But since the natural 
frequency is not known, to start with, an approximate value of p can be assumed and the determin­
~nt . of . equatiqn (11) can be evaluated. An interpolation procedure can be adopted by increasing 
the ' values of p2 at regular intervals until the determinant changes its sign and the appropriate 
root isfoandthen by the Regula falsi method. Similar to equation (11), the corresponding 
determinant equations can be set up for other boundary conditions as well. 

6. Conclusions 

Based on a unified . approach, with the help of classical elasticity equations and Hamilton's 
principle, the existing theories for torsional vibrations of bars are reviewed. A refined theory 
taking into account the Poisson displacements is constructed and a procedure for the solution is 
proposed. The actual numerical calculations are under progress and will be reported subsequently. 
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No. 

1 

2 

3 

4 

... ....,. 
(II 

5 

6 

Author 

Elementary 
Theory for 
circular rods 

St. Venant's 
Theory 

Love's theory 

Timoshenko and 
Gere's Theory 

Reissner and 
Lo/Goulard's 
Theory 

Barr's Theory 

State 
Asstnnp­
tions 

llx = 0 
uy = -ze 
uz = ye 

Ux = <1>
9 •x 

lly = -ze 
uz = ye 

llx = <1>6,x 
lly =-z.e 
uz = ye 

ux = cpe,x 
u = -ze 
u~ = ye 
Exx = cpe •xx 
Eyy= -\IEXX 
Ezz= -VExx 

ux = cpa. 
Uy .. -ze 
uz = ye 
Exx= cpa.,x 
E = -\IE 
Eyy= -\IE XX 

ZZ XX 

• • 

Table 1. Various Theories of Torsional Vibrations of Bars 

Resulting differential equations 

~rpe - crpe•xx = o 

~rpe - c1e•xx • o 
(longitudinal inertia is ignored) 

2 .. 
(~Ip - ~Icpcpax)9 - C18•xx = 0 

.. 2 4 
~rpe + (-c1ax + EI<j>cpax)e = 0 

r~Ip 0] r ~ ] + [ -Gipa! 

l o o L a. GLax 

-GLax 

(GK-EI<j><j>ai) 

(longitudinal inertia is ignored) 

r~Ip 0 l[ ~ 1 + [ -Gipa; 

j_o ~ret><!> J "& J GLax 

-GLax 

2 (GK-EI<j><j>ax) 

][ : J -l:l 

J [ : j = [ :] 

Resulting boundary 
conditions 

[GI e,xoej1 = o p 0 

[c1e,xoe]~ = o 

[(~Icpq,e•x + c1e,x)oe]~ 
= 0 

2 L 
[EI<I><I>axeoe,x] 0 = o 

L 
[(c1ax-EI<I><I>a;)eoeJ

0 

[(Gipe•x + GLa)oGJ~ 
= 0 

[-Elcp<j>a•xoa]~ = 0 

• • 

0 

Differential 
equn. of 
warping 
function 

no warping 

'i/2<1> = 0 

2 g'il cj> - ret> = 0 

-g'i12cp + d<P 0 

2 -gR'il <P + dRcj>=O 

• • 
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SUMMARY - Transient nonlinear response of beam columns has been studied 
analytically in this paper. Such a study enables us to understand 
the response of load bearing columns to blast loads. The present 
work deals with the transient response taking into account the 
effects of axial force due to the mid-plane stretching and the 
applied compressive force. Galerkin's technique has been employed 
to solve the equation of motion choosing the normal modes of linear 
vibration of beam columns as comparison functions. A fourth order 
Runge-Kutta method is employed to solve the coupled ordinary non­
linear differential equations in time-dependent generalised 
coordinates. 

1. Introduction 

Results are obtained for beam columns with simply supported and 
built-in end conditions. ·The load on the beam is uniformly 
distributed and the pulse is assumed to be of rectangular shape. 
Response is obtained for various ratios of axial force to critical 
buckling load and for differential magnitudes of pressures. Non­
linear responses are compared with ·the corresponding linear 
solutions. The effect of nonlinearity plotted as a function of 
linear deflection/thickness ratio for various axial force ratio 
reveals that the effect of nonlinearity is strongly dependent on the 
end conditions and alsp on the magnitude of compressive force for a 
given deflection to thickness ratio. In general the effect of mid­
plane stretching on lateral deflection increases as flexural 
rigidity decreases. The nonlipearity is of hardening type. 
Convergence characteristics of Galerkin's method and stability of 
numerical integration procedure are also established. 

One often comes across beam columns which undergo large transient lateral displacements (as 
for example, load-beaming columns subjected to blast loads). The present work deals with 
transient response of such elements, taking into account the effects of axial force due to mid­
plane stretching and the applied compressive force. 

Earlier works in this field are restricted to linear, small amplitude vibrations of beam 
columns (1). Effects of midplane stretching due to large amplitudes have been studied only for 
simple beams undergoing free and steady vibrations (2,3). 

In the present work, response is obtained by Galerkin's method followed by numerical inte­
gration. Normal modes of linear vibration of beam columns are chosen as comparison functions. A 
fourth-order Runge-Kutta method is applied to solve the equations in time-dependent generalised 
coordinates. Comparisons are made with the response obtained disregarding the effect of midplane 
stretching to establish the 'nonlinearity effect' as a function of amplitude ratio. Beams with 
simply supported and fixed ends are studied. 



2. Equations of Motion and Method of Solution 
The equation of motion for the lateral vibration of a beam column, including the effect of 

, l~Qdplane stretching, but neglecting the effect of shear deformations and rotary inertia, can be 
WTitten as a4 a2 EA { JLa 2 \ a2 a2 

El ]xf + P ~· - L 0 (*) dxJ. ax~ + m W • F (x, t) (1) 

where E is Young's modulus, I - moment of inertia, P is the constant axial force, A is area of 
cross section, L the length and F is the transverse external load. The third term on the left 
hand side of Eq. 1 is due to the effect of midplane stretching. Of course Eq. 1 is to be 
supplemented by proper boundary and initial conditions. 

Closed form analytical solution is possible when the beam is simply supported, with no axial 
force (P • 0) and F(x,t) is sinusoidal in t, For this case solution can be obtained through 
elliptic functions (4). Otherwise one has to resort to approximate analytical or numerical 
procedure. 

To solve Eq. 1, Galerkin's method is applied in the present work. 
functions of free linear vibrations are chosen as comparison functions. 

For this purpose eigen 

The equation for free linear vibrations can be written as, 

h_ a2 _iy 
EI axzi" + P a + m at"Z • 0 

which can be written in non-dimensional form as 

a4n a2n a2n 
~ + c.r. w + m = 0 

with n .. Z • ~=" .. .! · e • t ~ L, ~ L • ~~ 

r • P/Pcr• Per being the buckling load; m = beam mass per unit axial length, 
and c • n2 for simply supported beam 

c = 4n2 for built-in beam. 
Solution of Eq. 2b is of the form 

n(t;,e) = Y (t;) T (e) 

For a simply supported beam Eq, 3 takes the form 

n(t;,e) • Sin(nnO • sin(we) 
n • 1, 2, --- • 

From Eqs. (4) and 2b, we get 

w2n • n4n4 - c.r.n2n2• 

For the case of a built-in-beam, writing Eq. 3 as 

n(t;,e) = Y(t;)sin(we) 

the following results can be obtained (1) 

yn (0 = Cosh pnt; - Cos qnt; - Q11 (Sinh Pnt; - Pnlqn Sin qnt;) 
Cosh Pn - cos qn 

Qn • -----~:---
Sinh Pn - Pnlqn Sin qn 

where Pn and qn are related to Wn as 

s2 = c2r2/4 +- w'J.. n n 
P2n • sn - c.r/2 

q2n = sn + c.r/2 

and satisfy the transcendent&~ equation 
(q2 - P2n) 

Cosh Pn Cos qn + 0. 5 _n __ _ 
Pn • qn 

The response of the beam column is assumed 
N 

y{x, t) .,. 1: Yn (x)Tn (t) 
n•l 

sin qn sinh Pn,• 1, 

to be of the form 
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where Y~s are linear norm~l modes previously discussed and T 's are to be determined. As usual 
Eq. 6 is substituted in Eq. 1 and the resulting error is ortRogonalised with respect to each of 
th~ comparison functions Y. As a result we obtain ordinary non linear coupled differential 
equations in Tn's. For N = 2, the two equations in T1 and T2 are obtained as 

El I 2 ,, EA 3 
fl + (mL4 WI ) Tl - mt4 { Bll (AllT 1 + A2zT!T22 + 2AlzT21 Tz) 

+ B21 CA11T21T2 + AzzT3z + ZA1zT1T2z)l = ·G1 * Q(t) 

Tz + (m~Z w2z) T2 - ~t {B12 (A11T31 + AzzTlT2z + 2A12T21T2) + B22 

(A11T21T2 + A22T32 + 2A12T1T22)} = G2 * Q(t). 

lp. Eqs. 8 and 9 the following notations are used: 

Aij = 1f Yi'(x)Yj'(x)dx 
0 

Bij = ~~ Y{'(x)Yj(x)dx 

Gi ~J P(x)Yi(x)dx 

where F(x,t) • P(x) * Q(t) 
d d ( • ) = d t ; ) ' = dx 

••• (8) 

• •• (9) 

Also orthogonality properties of normal modes are made use of in obtaining Eqs. 8 and 9 
that is 

~f .Yi(x)Yj(x)dx = 6ij 

~~ Yi(x) * L [Yj(x)] dx = wi26ij 

where L is the differential operator of Eq. 2a. For this reason, note that the H.near terms arc 
not coupled in T1 and T2• For N = 3, resulting equations are given inthe Appendix. 

3. Results and Discussions 

A computer programme was written to generate comparison functions and to obtain non-linear 
· transient response. Eqs. 8 and 9 were numerically integrated by Gill's extension of fourth order 
Runge-Kutta method for the purpose of comparison of linear response was also computed in the s amE· 
program by Duhamel's integral. · 

Results are obtained for a steel beam (E = 30xlo6 psi, p = 0.289 lbs/in3) of length 14.5 
inches and cross- section 1 in. width and 0.25 inch depth. Loading on the beam is uniformly 
distributed over the whole length and the pressure pulse is rectangular of sufficient duration t n 

give maximum dynamic amplification (equal to 2.00) in linear vibration. Ratio of axial force P L­

critical buckling load and the magnitude of pressur~are the parameters. 

In figures 1 and 2, effect of nonlinearily (percentage reduction in maximum dynamic deflect '! 
based on linear response) is shown as function of linear deflection/thickness ratio and axial 
force ratio r. From these it is seen that the nonlinearity effect is strongly dependent on the 
axial force, and increases as the axial force increases. From figure 2 it can be seen that non­
linearity effect is much higher for simply supported beam than for clamped beam. This is 
consistent with earlier results obtained for free vibration and frequency response (2,6). From 
the nature of dependence on axial force and end conditions, it may be inferred that the smaller 
the bending rigidity, the higher the effect of nonlinearity. These observations are more clearl~ 
seen in Fig. 3, where 'dynamic beam stiffness' is plotted for linear and nonlinear cases. 

It is of interest to note from Fig. 3, that the nonlinear stiffness curves for non-zero 
compressive force intersect the linear stiffness curve for the simple beam (r = o). At such 
points, compressive and tensile forces may be said to nullify one another. 

Results were obtained employing first two and first three symmetric modes. The results are 
seen to be in very good agreement (see Table 1). Excellent convergence is thereby indicated, eveLi 
for large amplitudes. 

Figures 4 and 5 show the response in first cycle, with pressure intensities as parameter. Th .: 

responses are typical of hardening type nonlinearity. For higher intensities of loading, and thus 
for larger amplitudes, response time and deflection to load ratio are small~r. The numerical 
integration procedure was t~ted for stability by varying the step size. No appreciable differencc. 
was found in results over a wide range of step sizes. 
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4. Concluding Remarks 

As has been discussed, the effect of axial tension on transverse vibration is a function of 
bending rigidity of the beam. In the study of beam columns, linear theory over-estimates the 
response by a larger margin as compared to a beam having the same order of deflection. The errors 
are of still greater consequence if ·one studies dynamic yielding, where one is likely to use a 
wrong yield function by disregarding the axial force. 

The study of nonlinear response of beam columns also helps one to estimate the magnitudes of 
tensile force developed for a simple beam as a function of amplitude. 

Apart from its central purpose, this paper has also demonstrated the utility and power of 
Galerkin's method. Excellent convergence with two modes has been achieved even for cases which 
cannot be classified as "weakly nonlinear". 
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Appendix 

For 3-mode approximation the equations in time-dependent generalized coordinates are 

Tl + <~f w21) Tl - ~t { AllBllT31 + A22B21T32 + A33B31T33 + (AllB21 + 2Al2Bll) 

T21T2 + (A11B31 + 2A23B21) T21T3 + (A22B31 + 2A23B21) T22T3 

+ (A22B11 + 2A12B21) T22T1 + (A33B11 + 2A13B31) T23 

+ 2(Al2B31 + A23Bll + Al3B21) TlT2T3 } • GiQ(t) 

EI~7 EA 3 3 3 
T2 + (~) T2 - mt4 { Al1Bl2T 1 + A22B22T 2 + A33B32T 3 

+ (A11B22 + 2A12B12) T21T2 + (A11B32 + 2A13B12) T21T3 

+ (A22B32 + 2A23B22) T22T3 + (A22B12 + 2A12B22) 2 T 2Tl 

+ (A33Bl2 + 2Al3B32) T23Tl + (A33B22 + 2A23B32) T23T2 

+ 2(A12B32 + A23B12 + A13B22) TlT2T3 } = G!Q(t) 

.. EI 2 EA { 3 3 3 
T3 + (mt4 w 3) T3 - mt4 All Bl3T 1 + A22B23T 2 + A33B33T 3 

+ (A11B23 + 2A12B13) 2 T 1T2 + (AllB33 + 2Al3Bl3) T21T3 

+ (A22B33 + 2A23B23) 
· 2 
T 2T3 + (A22Bl3 + 2Al2B23) 

2 T 2Tl 

+ (A33Bl3 + 2Al3B33) T23Tl + (A33B23 + 2A23B3a) T23T2 

+ 2(A12B33 + A23B13 + A13B23) T1T2T3 } • G3 * Q(t). 

179 

(A) 

(B) 

(C) 



t -Q) 
.CJ'l 
0 
~ 

c 
Q) 
u 
I... 
Q) 

a.. -...... u 
Q) --Q) 

I... 
0 
Q) 
c 
c 
0 
z 

t 
C1l 
C1l 
.9 c 
Q) 
u 
I... 

~ 
>­t: 
0 
Q) 

c 
c 
0 
c -0 

...... 
u 
Q) --w 

60 

50 r= O· 8 

40 

30 

20 

10 

0·0 0 ·2 0·4 0·6 0 ·8 1·0 1·2 1·4 

Linear deflection /thickness _____.. 
Fig : 1 ·Effect of axial fore e (clamped be am) 

60 

Simply Supported 
Clamped 

50 

40 

30 

20 

10 

r= 0·6 

r=O· 4 
r=o·z 

r=O·O 

r= 0·4 

r= O·O 

0·0 0·2 0 ·4 0·6 0 ·8 1·0 
Maximum linear defl./thickness .. 

Fig 2 Effect of ax1al force and end conditions 

180 

1·6 



20 Clamped Beam 

I 
16 

Cll 
12 

1... 
::J 
en 
t/) 
Cll 8 1... 

Cl.. 
,. ..... ..... 

.X 
..... ..... 

0 ,., 
Cll 

,., 
4 

......... 
Cl.. , ,., 

0 
0·2 0·4 0 ·6 0 ·8 J·O J·2 J·4 

Maximum dynamic deflection I thickness-----+ 

Fig.3.Nonlinear dynamic characteristics 

5·0 -... 
/ ' \ 

t \ Clamped Beam 
4·0 \ Axial force ratio :0 ·5 

GJ 5\ 
1... ' :J 
t/) \ 
t/) ' Cll 3·0 ' 1... a. ' - ' en 
en ' <1.1 \ c:: 2·0 \ .X 
u 
£. ...... -c:: 
.Q 1·0 ...... 
u 
~ -<1.1 
0 

0·0 1·5 5 ·5 9·5 13-5 17 ·5 

Time( Milli seconds)__. 

Fig . 4 . Response due to various pressures 

181 



I 

20·0 55 8f'Om 
r= 0·4 

i \ 

16·0 \ 
ell \ 
~ 

~Lin :J 

"' \ 

"' \ ell 
\ ~ 

a. 12·0 \ -"' \ 

"' \ <11 
c \ 
~ 

.~ 8·0 
£. --c 
0 -u 4·0 
<11 
~ 

<11 
0 

7 ·5 ' 11·5 15·5 19·5 23·5 27·5 

Time Milli sec • 

Fig 5 Response of S.S . beam 

TABLE 1-a 

Simply Supported r • 0.6 

Defl.lthickneas Max. NL Reaeonae ~Inch••2 

Preaaure Lin. NL ' 2 Hod•• 3 Hod•• 
0.50 0.15 0.131 0.032 736 0.032739 
1.00 0.30 0.218 0.054396 0.054401 
1.50 0.45 0.279 0.069787 0.069795 
2.00 0.60 0.327 0.081655 0.081665 

Table 1-b 

Built-in Beaa r • 0.80 

5.00 0.584 o. 379 0.094695 0.94690 
8.00 0.934 0.488 0.12206 0.12215 

10.00 1.17 0.544 0.13597 0.13606 
15.00 1.751 0.655 0.16382 0.16349 
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EFFECTS OF TRANSVERSE SHEAR AND ROTATORY INERTIA ON 
THE NATURAL FREQUENCY OF A CANTILEVER BEAM WITH A TIP MASS 

N.G.R.Iyengw 
[)epartment of Aerona.Jtic .. Engineering 
Indian Institute of Technology 
K.npur, India 

SlJM.tARY 

An accolDlt is given of a study of the effects of shear defo~tion and 
rotatory inertia on the natural frequency of a mi fora cantilever ben with a 
tip mass and JDOment of inertia at the tip. Exact frequency equation has been 
derived. Numerical results for the first three -.odes have been obtained for 
several colllbinations of mass and aass .o-.ent of inertia of the tip .us and 
ro~ato~ ~nertia of the ben. The results are presented in the fon of gnphs 
wh1ch 1nd1cate the effects are substantial for higher .odes. 

INTRODUCTI ~ : 

The problea of free vibration of uniform cantilever bea.s with a concentrated .ass at the tip 
has been studied extensively by several authors. The notable ones are due to Pipes (1], 
Prescot (2] and TeJI1)le and Bickley [3). Durvasula [ 4] analysed the above proble• by including tlw 
effect of •ss moment of inertia of the tip mass. These probleM uy be considered as a shplified 
version of a large aspect ratio wing carrying a heavy tip uss or fan blades of a tU1'bofan jet 
engine or a wind t\.l'lnel sting carrying a ldssi le 1n0de 1. The analysis carried out by the above 
authors does not take into account the effect of shear defor.ation and rotatory inertia of the be•. 
tt is well known that the classical, Euler-Bernoulli theory is inadequate for the study of higher 
110des of the beaas, as well as for the IIOdes of beaas for which the cross-sectional di.ensions are 
not sull when co~~pared to their length between the .odal section. Rayleigh (S) introduced the 
effect of rotatory inertia and Timoshenko (6] .odi fied the theory to include the effect of trans­
verse shear defo1'111ltion. Since, then it has been studied extensively by Searle (7), Kruszewski (I] 
md Huang [9,10] by approxhtate methods. Caligo and C.labrase (11] used the •thod of initial 
constraints to derl ve equation for frequency in a closed fon for uni fon be- with cluped or 
free ends. Carr (12] e~loying the characteristic fu\ctions and energy approach obtained the 
natural frequency for be us. Camegie and Thous [ 13} used a finite di fferenc:e •thod to obtaiD 
the response of the syste•. All these studies, however, have been •de for a -.ml fon be• without 
a tip uss. In the investigation described here, the influence of trmsvene shear lftd rotatory 
inertia on the natural frequency of a unifora cantilever bea with a tip aass ad inertia are pre­
'lented. The exact frequency equation is derived in a closed fora. Nu.rical results have been 
obtained in tens of para•ters for shear defor.tion, rotatory inertia, tip •ss ad ass .-nt 
of inertia of the tip .us and are presented in a graphical and tabula.r foras. 

Analysis for the vibrations of a finite beu on elastic few~datiCJD is in pro~ss. 

PORMJLATION OF THE PROBLEM : 

The differential equation that govern the total deflection W(x,t) ad the bendin1 slope t(x,t) 
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of a beam vibrating freely are 

(1) 

and 

(2) 

where EI is the bending rigidity of the beam, K is shear coefficient, A is area of cross section 
and p is the mass density of the beam. 

aw 
Shear Slope; cp(x, t) = ax - 1jl (3) 

Bending moment; M(x,t) = -EI !! (4) 

Shear force; Q(x, t) = K G A (~~ - ljl) (5) 

Eliminating W or·"lJJ from equations (1) and (2), one obtains the following two uncoupled 
equations in W and 1jl 

a4w a2w 
(p I 

E I a4w I P2 a4w 
E I -+' p A-· - .. + - . p) +-- -= 0 

ax4 at2 G K ax2 at2 K G at4 

a4w a2w E I a4tP I 2 a4w E I-+ p A-- (p I+ -p) + _P_ -= 0 
ax4 at2 G K ax2 at2 K G at4 

When the nondirnensional parameter ~ is introduced, defined by 

~ = x/L, d~ = {1/L) dx 

equations {6) and t 7) can be rewritten as 

E I a4w 2 E a4w I P2 ·a4w 
--.-+ p A !.._! - .e_.!_ (1 + -~ +-· - -= 0 
,L4 a~4 at2 L2 G K aF,;2 !)t2 K G at4 

Assuming the mtion to simple harmonic, W(~,t) and ljl(~,t) can be written in the form 

W(f,;,t) = W(~) exp {ipt) 

ljl(f,;, t) = 1/J{f,;) exp {ipt) 

Substitution of equation (11) in equations (1), (2), (6) and (7) leads to 

2 2 2 1 dW {1-b r s)ljJ+--=0 L df,; 

d 2w + b 2 s 2 w - L d lP = o 
df,;2 d~ 

d4w 2 2 2 d2w 2 2 2 2 
4 t b 9 {r t s ) 2 - b {.1 - b r s ) W • a 
df,; df,; 
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(7) 

(8) 

(9) 

(l<f) 

(11) 

(12) 

{13) 

{14) 



where 
b2 = P A L

4 
2 

E I p 

r 2 = 1/A L2 

s 2 = E 1/K G A L2 

(15) 

(16) 

(17) 

(18) 

The dimensionless parameter b is directly related to the frequency of vibration p. The 
dimensionless parameters r and s are measures of the effects of rotatory inertia and shear defor­
mation. Solutions of equations (14) and (15) are 

where 

(12) 

W(t) = cl cosh af; + c2 sinh at + c 3 cos et + 

lP(t )= C' 1 
sinh aE; + C' 2 cosh at + c3 sin et + 

a = .!_ [ { [b2 (r2 _ 52) ]2 ,. 4b2}1/2 ~ b2(r2 + 

12 

e = .!_ [{ [b2(r2 - 52) ]2 + 4b2}1/2 + b2(r2 + 
If 

c4 sin 

C,4 cos 

52)]1/2 

52)]1/2 

et 

et 

(19) 

(2P) 

(21) 

The constants in equations ( 19) and (20) are not independent, but related by the equation 
or (13) as follows, 

a2 + b2 s2 a2 + b2 52 

Ci = c2 , C' = cl (22a) 
La 

2 La 

e2 - b2 52 52 b2 - ez 
c• = c4 , C' = c3 (22b) 

3 L e 
4 

L e 

It should be noted that the solution~ in equ~tions (19) and (20) are valid only under the 
conditions 

(23A) 

and 
(23b) 

The boundary conditions are 

W(O) = 0 ~ (0) = 0 , (24a) 

(24b) 

and 
(24c) 

Making use of the boundary conditions, the frequency equation can be written as 
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(82 - a2) 
B + (~ + r,;B) - 2 + sinh a sin cosh a cos B 

aS Br,; an 

1 [b2 2 t5(a2 + s2) + s {-r,; sinh a cos a - n cosh a sin B} ar,;n (n-a) 

+ e b2 
(ar,; + nS) {r,; cosh a sin B - n sinh a cos B} 

+ e b 
4 

s 
2 

t5 { -2 n r,; + 2n r,: cosh a cos B - sinh a sin B 

where (25) 

(26) 

NUMERICAL EXAMPLE 

~requencies have been completed for the first three mqpes from the frequency equation (25). 
A rat1o of E/G = 8!3 and a shape factor K = 2/3 have been assumed. Under these assuq>tions·, 
s = 2r and the var1ables a, B , n and r,; become function of the parameter r. 

a and B can now be written as 

a = .!_ { (9r4 b4 + 4b2) 1/2 - 5b2 r2}1/2 
II 

B = !_ {(9r4 b4 + 4b2)1/2 + 5b2 r2}1/2 
If . 

(27) 

Equation (25) is solved to obtain the first three roots for all combinations of the values of 
t5, e, and r listed b~low : 

r = 0.02, o.o4, o.o6, o.os, 1.0 

t5 = 0.25, o.s ' 1.0 , 2.0 J 3.0, 5.0 

and e = o.oo4,o.oos,o.ot, o.Ol2,0.04 

Method of Regula-Falsi is used to obtain the results on the IBM 7044 digital conputer. The 
results are presented in the form of graphs (Fig5.l to 3) for the first three modes. Whereever, 
the curves get close to each other, they are omitted for the sake of clarity. 

DISCUSSION AND CONCLUSION : 

From the graphs it can be seen that the roots decrease with increasing values of e and 6. 
This is to be expected, as an increase in t5 means that the external mass is more while an increase 
in e means an increase in the inertia properties and hence the frequencies should indicate a 
decreasing trend. Further, the graphs show the effect of increase in the value of r. It is seen 
that the first mode values are not very much affected (curve is almost flat). However, for higher 
modes the frequencies decrease very rapidly with increase in r (see Figs. 2 and 3). At higher 
values of 6, the curves tend to coafase with an increase in e, which corresponds to the case of 
a fixed-fixed beam. 
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Tables 1 and 2 show the variation of frequency with 6 fpr a given value of e and r. It is 
seen that for a given value of e and T ,the fre~uencies decrease very rapidly in the lower range 
of 6 and do not change much ·in the higher ranges thus exhibiting a symptotic behaviour. This 
effect is pronounced for higher modes. 

[1] 
[2] 
[3] 
[4] 

[5] 
[6 1 

[7) 

[8] 

[9] 

[10] 

[11] 

[12] 

[13] 

REFERENCES : 

Pipes, L.A., Applied Mathematics · for Engineers and Physicists, McGraw-Hi 11 Book Co.p.263. 
Prescot, J., Applied Elasticity; Dover Pub. 1946, p. 213. 
Templet G. and Bickley, w.G~' Rayleigh Is Principle' Dover Pub. 1956' p. 111. 
Durvasula, s., "Vibrations of a Unifo.rm Cantilever Beam Carrying a Cencentrated Mass of 
Moment of Inertia at ·the , Tip", J. Ae. Soc. Ind. Vol. 18, 1966, p. 18. 
Rayleigh, Lord, Theory -of Sotmd, Macmillan Co. N.Y. p. 293. 
Timoshenko, s.P., "Oli the Correction for Shear of the Differential Equation for Transverse 
Vibration of Prismatic Bars", Phi 1. Mag. Vol. 41, 1921, p. 744. 
Searle, J.H.c., "The Effectso of Rotatory Inertia on the Vibration of Bars", Phil. Mag. 
Vol. 14, 1907, p. 35. 
Kruszewski, E. T., "Effects of Transverse Shear and Rotatory Inertia on the National Freq­
uencies of a Uniform Beam", NACA TN. 1909, 1949. 
Huang, J.C., "The Effect of Rotatory Inertia and Shear on the Vibration of Beams Treated by 
the Approximate Methods of Ritz and Galerkin", Proc. 3rd u.s. Nat. Cong. Appl. Mech. ASME 
1950 J p. 189. 
Huang, J. c., "The E:(~ect of Rotatory Inertia and of Shear Deformation on the Frequency and 
Normal Mode Equations of Uniform Beams with Simple End Conditions", J. Appl. Mech. Vol. 28, 
1961 J p. 5 78. 
Cali go, D. and Calabrese, G., "Effect of Transverse Shear and of Rotational Inertia on the 
Vibration of Elastic Beam", Rendiconti di Mathematica Serie, Vol. 6, 1970, p. 481. 
Carr, J.B., "The Effect of Shear Flexibility and Rotatory Inertia on the Natural Frequency 
of Uniform Beams", Aeroneutical Quart. Vol. 21, 1970, p. 79. 
Carnegie, w. and Thomas, J., "The Effect of Shear Deformations and Rotatory Inertia on the 
Lateral Frequencies of Cantilever Beams in Bending", J. Engg. for Industry, Vol. 94, 
1972' p. 267. 

.L 
Table 1. VARIATION OF FREQUENCY (b)c.. WITH 6 

FIRST MODE SECOND MODE THIRD MODE 
6 e = .004, r = .02 e = .004, r = o.o2 e =.004, r = 0.02 

0.50 1.41377 3.88095 6.18374 
1.0 1.24403 3.82945 6.18362 
2.0 1.07374 3.79732 6.18355 
3.0 0.97908 3. 78541 6.18352 
5.0 0.86857 3. 77538 6.18350 

I 

Table 2. VARIATION OF FREQUENCY (b)2 Willi 6 

FIRST MODE SECOND MODE THIRD MODE 
e = o.o4, r = o.o2 e = o.o4, r = o.o2 e = o.o4, r = 0.02 

0.5 1.37848 2. 96757 5.08621 
1.0 1.22487 2.96577 5.oo551 
2.0 1.06439 2. 96451 4.95132 
3.0 0.97335 2.96401 4.g3042 
5.0 o. 8654,9 2.96358 4.91248 
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SUMMARY -

Most of the modern building structures have to be analysed for horizontal 
dynamic loads like earthquakes and wind. The analysis of these structures can 
be done by different approaches which can be generally classified as purely 
analytical and experimental-analytical. 

In the pure analytical method assumptions are being made as to the 
mechanical characteristics of the element from which the structural resisting 
system is composed. These assumptions are used to build a mathematical model 
(i.e. spring-mass system with defined degrees of freedom) which is used for 
the determination of the static stiffness properties of the overall structure. 
Stiffness properties are then used for the calculation of static deflections 
and stresses and also for the calculation of natural frequencies and the 
corresponding mode shapes which are required for the calculation of 
deflections and stresses resulting from dynamic loads. 

In the experimental-analytical model the results of the theo~etical 
analysis are checked against experimental results made on a simplified 
laboratory size model. 

It is the author's op1n1on that the main disadvantages of the two ~bove 
methods are as follows:-

in the purely analytical method the success of solution depends largely 
on the assumptions made at the start and any wrong assumption cannot be 
improved whatever the refined techniques of calculations used later. 

in the experimental-analytical method the simplified laboratory model, 
generally made from a homogeneous material different from the one used 
in the real building, cannot give reliable results. 

The small amplitude resonance testing method consists in inducing small 
amplitude vibrations to a real structure from which the true resonant 
frequencies and mode shapes are determined. These are later used in 
calculation of static stiffness properties of a mathematical model of the 
structure in which the definition of the degrees of freedom and the distribution 
of masses only are required. The computation of the latter model therefore is 
much simpler than the one mentioned above. 

The main contribution of the small amplitude resonance testing is 
therefore in providing tool for checking the validity of assu~ptions for the 
mechanical characteristics of structural elements. The author does not know 
about any other availabl~ method in which such a check can be made on the whole 
structural system. 

The paper reviews the techniques of the small amplitude resonance testing, 
together with the main equipme .: _ required. The formation of a suitable 
analytical model for symmetric structures is discussed and numerical methods 
for the solution for stiffness properties are presented. 
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The m~thod is then applied to two laboratory size structures which 
are experimentally tested both for resonant frequencies and static 
stiffne.ss. 

1. Introduction 

The use of resonance testing to determine static characteristics has been applied in the 
past decade to a variety of structures. 

It consists mainly in processing the data from resonance testing using theory derived 
from the modal analysis. To make the understanding of the paper more efficient, basic 
principles of the modal analysis are concisely explained. 

There are several methods of processing the data from resonance testing and general 
classification of them with particular emphasis on the use in aircraft has been given by 
Young and On (3) ** 

Nielsen(l) used resonance testing to identify a five-storey symmetric reinforced concrete 
building and his method of "processing" is applied in the present paper. The author used 
Nielsen's method in the past in investigation of reinforced concrete wallsC4). Another method 
of "processing" resonance data has been described by Berman and A.a.nnellyCZ) and their method 
is also used in the present paper. 

In what follows, the structure is assumed to be elastic and linear within the range of 
investigated deformations. These assumptions allow the use of small deflection theory. The 
experimental work has indeed proved that maximum deformations of the st~uctures during 
resonance testing were indeed very small. They were much smaller thari the deformations 
required for static testing. 

The investigated structures are analysed for horizontal loads only. 

Notations are explained where they first appear. 

2. Resonance Testing of Structures 

There are several methods through which a structural system with constraints (subsequently 
defined as system) can be brought into a vibratory motion. These methods can be classified 
as forced and ambient. 

In the forced method, vibrations of a vibration generator (subsequently defined as shaker) 
are transmitted to the system. If the vibrations of the shaker are periodic and of constant 
amplitude, then the resulting vibrations of the system are of the steady-state type, with the 
same period of vibration, but with different amplitudes. In the resonance testing the 
vibrations are in addition harmonic so that slow sweep o\•er a range of frequencies allows 
detection of resonances which occur at modal (natural) frequencies of the system. This method 
is usually defined as forced-steady-state. 

There are other forced methods such as deceleration of a shaker brought to a high 
frequency- the run-down test, and the impulse method. It is the author's opinion that these 
are much less suitable for the purpose, and therefore are not investigated here. 

In the ambient method, wind induced vibrations of the system are recorded and decomposed 
by means of Fourier Transform technique into harmonic vibrations. The resonances are detected 
by comparing the relative amplitudes of particular harmonics. 

In the present investigations the forced steady-state method has been used. The 
equipment consisted of a shaker and accelerometer transducers, the description of which is 
given below. 

** Raised numbers in brackets in the text refer to literature references. 
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Shaker: Electromagnetic with a permanent magnet field. The unit produces unidirectional 
motion and has been tailored td develop up to 50 lbs. force in the frequency range from 
0-400 Hz. Maximum amplitude of movement is ~ inch peak to peak, but it has never been fully 
used. The vibratiqns of the shaker were generated by a harmonic frequency generator controlled 
by a frequency counter with five digits reading capacity. The output from the generator was 
magnified by a D.C. amplifier. 

Accelerometer: four-arm Wheatstone bridge consisting of semi-conductor strain gauges attached 
to a cantilever arm. Resonant frequency maximum 450 Hz and range in some; -10 to + lOg and in 
the others: -50g to +50g. 

During tests, the shaker was suspended by means of thin steel wire from a rigid surface 
so that it formed a low frequency, low stiffness independent system and was attached to the 
tested system by an articulated, long and thin arm, capable of transmitting unidirectional 
motion only. 

3. Theoretical fundamentals of the use of resonance testing results for the computation of 
static properties of the system 

3.1 Modal Analysis 

As mentioned earlier, modal analysis forms the theoretical L.mdamentals of the method. 

For the purpose of performing modal analysis the following assumption is added to that 
previously stated: the system is constrained and it possesses a finite number of degrees of 
freedom. Unfortunately there is no systematical approach in the mathematical sense as to 
the determination of the number and of the location of these degrees of freedom, apart from 
the requirement that these degrees of freedom should fairly represent the motion of the system 
under the considered system of forces (in the present case- horizontal forces). 

These assumptions can be used to construct two representative matrices of the system. 
These are the stiffness (or flexibility) matrices and the mass matrix. All matrices are 
square of the order n x n, where n - the number of degrees of freedom. 

The stiffness matrix {K} is symmetrical and in general case full, while in particular 
cases it may be a band matrix. The meaning of a coefficient, kij, in the matrix (where i 
and j specify respectively number of the row and number of the column) is the force at the 
degree of freedom i and in the direction of that degree of freedom due to unit displacement 
at and in the direction of degree of freedom j while all other degrees of freedom, including 
i, are restrained against motion. 

The flexibility matrix {F} is simply the inverse of the stiffness matrix and the meaning 
of the coefficient, fij, is the displacement at and in the direction of the degree of freedom 
i due to a unit force at and in the direction of the degree of freedom j. 

The mass matrix {M}is a diagonal matrix oi order n x n and the meaning of coefficient 
mii is the lumped mass at degree of freedom i. The lumping of the masses is done using 
simple geometrical consideration of the distribution of masses around the particular degree 
of freedom. 

If now (x) denotes vector of order n x 1, representing the displacements of the system, 
the conservative equation of motion becomes: 

{M} (x) + {K}(x) (0) (1) 

where (0) is a zero vector and (x) is the vector of accelerations, i.e. second derivative 
with respect to time of displacement vector. 

2 
Equation (1) is transformed into a system of homogeneous equations with respect to w 

by the following substitution: 

(x) (A)e -jwt 

where (A) is n x 1 vector of amplitudes, j - imaginary number (j
2 

frequency and t - time, e - the base of natural logarithm. 
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That substitution yields: 

(-w2{M} + {K})(A) (O) (3) 

The solution of equation (3) gives the modal matrix {D} of order n x n where each 
column, i, is a natuzal vector (d.) of order n x 1 corresponding ·to mode i of vibration and 
a diagonal matrix w of order n

1
x n; where wf is the square of circular frequency of mode i. 

The relationship between the {K} and {M} matrices and the modal solution can be written 
as a modal equation of equilibrium: 

(4) 

The following orthogonality properties of the modes will be used subsequently: 

{GMS} (5) 

where the top suffix T denotes transposition and {GMS} is a diagonal matrix of generalized 
masses. 

(6) 

The off-diagonal elements of {GMS} are zero because of the orthogonality property of 
modal vectors corresponding to different modes: 

0 for any i ::/: j 

In mathematical sense, modal analysis is the solution of the characteristic value 
problem for a conservative system. 

3. 2 Direct Solution fo'r Stiffness artd Flexibility 

In the so-called direct solution equation (4) can be solved for {K}(Z) to yield: 

{K} (7) 

-1 
where ({ }) denotes the inverse of a square symmetric matrix. 

If equation (7) · is premultiplied by ({K}) -l = {F} then the new equation can be 
solved for {F} • 

(8) 

We notice that both equations (7) and (8) require inversion of diagonal matrices only. 
Inv.ersion of such matrices does not require the use of special algoritlnns; in the inverse of 
a diagonal matrix the diagonality is fully preserved and it is sufficient to rewrite the 
matrix by filling the diagonal with reciprocals of the elements. 

3.3 Properties of Equations (7) and (8) 

both equations can be solved for any number of modes, i.e. when {D} is a rectangular 
matrix of order n x m, where n - as before, number of degrees of freedom, and 
m - number of available modal vectors. Matrices {w2} and {GMS} are in this case of 
the order m x m. 

in general case, equation (8) cannot be obtained by inversion of equation (7) and 
vice-versa, the particular case when it is possible being when all n modes are available 
and matrix {D} has been normalised with respect to {M} so that {GMS}= {1} (a unit matrix). 

for m < n equation (7) and (8) will yield different results. The question which of the 
equations is more reliable when the data from the resonance testing is used, is 
investigated in the present paper. 

also, for m < n the calculated {K} and {F} are singular, so that they cannot be 
inverted. 
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3.4 
(1) 

Nielsen's Approach · 

The modal equation of equilibrium -(4) for the case where {D} is of the order n x 1 cau 
be written as: 

{Ai}(k) 
2 

w. {M} (d.) 
l. l. 

(9) 

where matrix {Ai} is constructed from components of modal vector (d.) and is of the or dr .. :­
n x p(4) where p - number of unknown coefficients in {K} and (k) is1 vector of these p u'1 ; 
coefficients. The choice of number of coefficients in (k) and the construction of {f.. i} tT, u • 

be done with special care. To do this the structure must be represented as a spring-m&s ~.­
system with number of masses equal to the number of degrees of freedom and the number o f 
springs varies according to the model of the structure, i.e. "close coupled", "far-coupL. 
etc. In the present paper three of such models are investigated for structure No. 2. 

Equation (1) cannot be solved directly as matrix {A.} is not a square matrix. 
l. 

There are two different approaches to the solution of equation (9) and both lead t o 
the same final equation. 

Nielsen(l) used a statistical approach which consisted of rewriting equation (1 ) in 
terms of an error vector (V) . 

{A.}(k) - w2
{M}(d.) 

l. l. 
(V) (10) 

squaring both sides of equation (10) and differentiating with respect to (k), leads t v 

equation (11): 

2 T 
w {A . }{M} (d.) 

l. l. 
(11) 

T where {Ai}{A } is a square matrix but not necessarily non-singular, the inverse of which, i f 
possible, wifl yield results for (k). 

Equation (11) can also be obtained if the concept of pseudoinverse matrix is used (
6

) 
In publicationT(6), pseudoinverse of a rectangular matrix {B} with real coefficients is 
defined as ({B }{B})-1. 

We notice that equation (11) can be obtained from equation (10) by premultiplyi ng both 
sides of the last one by {AT}. Using now the concept of pseudoinverse, the solution for 
(k) is given by equation (12). 

(k) 
T -1 2 T 

( {A
1

}{A}) w. {A. }{M.} (di) 
l. l. l. 

(12) 

In the present paper this method is applied to Structure No. 2. 

If several modes of the structure are available, equation (10) can be rewritten: 

(13) 

which again can be rewritten as: 

{AA}(k) (Z) (14) 

where {AA} is a rectangular matrix of the order (n x m) x p and vector (Z) is of the cider 
(n x m) x 1, where m - number of available modes of vibration. 

Equation (14) is again solved using equation (12). 

The influence of the number of modes upon the solution is also investigated in the 

present paper. 
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4:. The Investigated Structures 

Structure No. 1 is shown on Figure 1. It is a two-storey symmetric space frame with 
square concrete ~igid floors and !-steel columns. The columns were bolted to the floors 
through anchor steel plates. At the base column were fixed through heavy beams to the 
testing floor (5' thick reinforced concrete). 

Two degrees of freedom were assumed for the horizontal motion of the structure. 
Theoretical stiffness matrix has been calculated assuming full restraint (no rotation) at 
column joints. Experimental flexibility matrix has been determined statically by applying 
horizontal loads at the floor levels. The inverted theoretical stiffness and the experimental 
flexibility matrices are presented below: units are in/lbs for flexibility and 
lbs/in for stiffnesses. 

Theoretical (Inverted) 

-5 [0. 658 o. 658J {F} = 10 
0.658 1.316 

{F} 

Experimental 

10-5 [1.66 1.89] 

2.07 3.60 

Theoretical Stiffness 

[ 

303951.4 -151975J] 
{K} = 

-151975.7 151975J 

Two translational modes of vibration were determined experimentally in one direction only. 

Structure No. 2 is shown on Figure 2. It is a three-storey symmetric space steel frame. 
Columns are continuous !-beam sections, while floors are made from interconnected channel steel 
beams. At the bottom, columns were cast into a rigid reinforced concrete base, which was then 
fixed to the testing floor. Three degrees of freedom were assump~ for the horizontal motion 
of the structure. Theoretical stiffness matrix has been calculated by taking into 
consideration the actual floor stiffnesses and experimental flexibility matrix has been 
determined through static experiments. 

Three translational modes of vibration have been determined experimentally in one 
direction only. 

The inverted theoretical stiffness matrix and the experimental flexibility matrices are 
presented below: 

Theoretical (Inverted) Experimental Theoretical Stiffness 

~
.719923 s~ J 

-5 et~~ 
{F}= 10 .887895 1.867783 c 

.903488 2.059768 3.089737 

't864 1.16 1.2~ 
{F}= 10-5 1.10 2.49 2.92 

. 1.20 2.78 4.31 

{K}= c::~:~ 316:;:et~tc J 
[~1794 -153127 125150 

5. Presentation of the results 

Experimentally determined and theoretically computed stiffness and flexibility matrices 
follow the descriptions of the tested structures. In Figure 3 a comparison is made between 
flexibilities obtained by using different methods of processing the data from the resonance 
testing. Since comparison between coefficients of several flexibility matrices is difficult 
an imaginary horizontal unit load vector is applied to the structure and deflections at each 
degree of freedom are calculated subsequently. This leads in fact to summations of rows in 
flexibility matrices and these are then compared. 

For the sake of completeness of representation, full matrices are given in Table I. 

6. Conclusions: 

Structure 1 - assuming that the static experimental flexibility matrix is the most 
reliable, the direct solution for flexibilities gives rowwise results which differ by no 
more than 6.2%. If averages are considered, then that difference reduces to 1.4%. There is 
no consistency in these variations, i.e. some are towards increase in stiffness (smaller 
flexibility coefficients) and others towards decrease in stiffness. On the other hand 
comparison of data in Figure 3 and Table I shows that direct solution for stiffnesses compares 
well with theoretical solution only if all three modes of vibration are used. But the 
theoretical stiffness matrix when inverted has the average flexibility reduced by 25.5%, 
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and so must be the solution for stiffness. If three different spring-mass models are 
considered, then the best results are obtained through model No. 3, but only if the number of 
used modes of vibration is equal to the number Qf degrees of freedom. 

If model No. 2 is compared with model No. 1 then the two give results which deviate in 
opposite directions. While model No. 1 gives much stiffer structure, model No. 2 is more 
flexible. The increase in stiffness in the case of model No. 1 becomes evident if the type 
of the structure which the model can represent is taken into account: it is the so-called 
shear structure with infinitely rigid floors. 

For Structure No. 1 only direct solution is available using one mode a~d two modes• In 
both cases the average results differ by 11.5% from the static experimental value, the 
direction of the variation being uniform towards increase in stiffness. That increase in 
stiffness can be perhaps explained by the fact that in resonance testing the amplitudes of 
the structure -were much smaller than in static experimental testing. 

In general it can be concluded that the direct method of solution for flexibilities ~s the 
most successful one. The author has not at present an explanation why the direct solution for 
stiffness is less successful than the direct solution for flexibilities. But this is an 
advantage for structural solution, where in most cases analysts are interested in deformations 
of the structure for a given set of forces. Now the deformations are obtained by 
multiplication of the flexibility matrices by force vector. 

For more complex structures analytical models are extremely difficult to build, a fact 
which favours again the use of the direct method. 
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TABLE I 

VALUES OF STIFFN~SS AND FLEXIBILITY MATRICES FOR STRUCTURES NO. AND NO. 2 

Units are lb/in for stiffness matrices and in/lb for flexibility matrices: 1 in/lb = 5.71 N/mm. 
STRUCTURE NO. 1 STRUCTURE NO. 2 1 lb/in = 0.175 mm/N. 

Direct Solution 

1. Two Modes 

K= r,76279.4 -90294.81 F-l0-5(i.390169 1.7517991 
t82805.3 71654.~ - 0.606495 3.41997~ 

2. One Mode 

K· r6900.67 
~0547.16 

10547 .1~ F=10-5fi.141777 1.91818~ 
16120.5~ 0.918185 3.22255!J 

STRUCTURE NO.2 (Cont.) 

First Model 
(Flexibility matrices obta1ned by inversion 

of the stiffness matrix) 

1. Three Modes 

b
388380 J 

K= 242576 363018 
0 -120442 120442 

F=l0- 5 ~:~~~~~~ 1.098094 1 
~· 685852 1 . 098094 1 . 92836~ 

2. Two Modes 

t248379.9 J 
K= 116098.2 170937.1 

0 -54838.9 54839 ffi
.755961 J 

F=l0-5 . 755961 1 .617299 
. 755961 1.617299 3.440822 

3. One Mode 

~359196.0 J ~.512619 J 
K= 164119.4 215325.5 F,=l0-5 0.512619 1.121931 

0 -51206.1 51206.1 0.512619 1.121931 3.074824 

FOR DETAILS OF MODELS SEE FIGURE NO. 3. 

Direct Solution 

1. Three Modes 

b
335336.4 -219910.6 50335.6~ [.873458 1.198071 1.19015~ 

K= 220603.9 330250.8-155299.2 F=l0-5 1.155743 2.513342 2.782004 
59989.3 -171054.0 119390.6 1.216983 2.998946 4.225429 

2. Two Modes 

[
97005.05 48845.24 -65415.3~ [.834311 1.241940 1.16689~ 

K= 47598.31 27854.02 -25260.94 F=l0-5 1.281925 2.370474 2.867580 
67608.84 -27206.28 57618.83 1.259605 2.949806 4.260041 

Second Mode 1 
(Flexibility matrices obtained b¥ inversion 

of the stiffness matrix) 

1 . Three Modes 

t335599. 7 J [· 993671 J K= 218038.3 336087.5 F=l0- 5 1.435726 3.049775 
48979.1 -163661.3 114682.2 . .624522 3. 739112 5. 51419 

2. Two l!odes 

[
302398.2 J [.887077 J K= 182157.7 288723.6 F=l0-5 .150641 2.432668 
33490.1 -138204.2 104714.1 .234616 2.841959 4.309898 

. Third Model 
(Flexibility matr1ces obtained by inversion 

of the stiffness matrix) 

1. Three Modes 

[
329026 .6 J . [.868031 J 

K= 219303.8 336394.9 F=l o-5 1.137706 2.400893 
54060.1 -162740.5 116943.6 1.181980 2.815186 4.226364 

2. Two Modes 

f483962.0 J 
K= 400840.0· 546831.0 

132415.0 -252730.0 154541.0 

FIGURE 3 

For each Matrix the first column includes the Value of the Row and the second column the Percentage 
with respect to Static Experimental Matrix 

ROW 1 
ROW 2 

'AVERAGE ~ 

STATIC 
EXPERIMENT A~ 

MUL T. BY 10-

3.551100 
5.67 100 

100 

Sum of Rows in Flexib'iljty Matrices of Structure No. 1 

DIRECT SOLUTION 

M~~~ ~~e~o-5 
3.141968 88.5 
5. 026471 88.7 

88.6 

DIRECT SOLUTION 

MU~~~ ~~d1o- 5 

3.060962186.2 
5.140736 90.7 

88.5 

Units are: 

forfl ex i bil ity i n/1 b. 

for stiffness lb/in. 

Sum of Rows in Flexibility Matrices of Structure No 2 

in/lb = 5.71 N/mm. 

lb/fn .. 0.175 mm/N. 

STATIC DIRECT SOLUTION DIRECT SOLUTION DIRECT SOLUTION FIRST MODEL riRST MODEL FIRST MODEL SECOND MODEL 
EXPERIMENTAL M~t~~e B~01~~? MULT. BY l0-5 

ROW 1 3.284 100.0 3.261 99.3 
ROW 2 6.51 100.0 6.451 99.1 
ROW 3 8.29 100.0 8.441 101.8 
AVERAGE % 100.{) . 99.7 

THIRD MODEL THEORETICAL 

M~~~~e BMYo~~s-5 FROM INVERTED 
CALCULATED STIFFNESS 

3.187717 97.1 2.511183 76.5 
6.353785 97.6 4.815432 74.0 
8.223535 99.2 6.052993 73.0 

98.0 74.5 

Two Modes_ 5 MUL ~~e B~016- 5 M~~r:e B~016~ 5 Two Modes
5 

One Mode Three Modes 
MULT. BY 10 IMII 1 T BY10- MULT BY 10-5 MUL T BY JQ-5 

3.243 98.8 3 .081 93.8 2.0576 62.7 2.267883 69.1 1.53786 46.8 4.053919 123.4 
6. 520 100.2 6.424 98.7 2.88204 44.3 3. 9906 61.3 2. 75648 42.3 8.300895 127.5 
8.47 102.2 8.581 103.2 3. 712315 44.8 5.814082 70.1 4. 709374 56.8 10.877837 131.2 

100.4 98.6 50.6 66.8 48.6 127.4 

Models for Structure No. 2 

I .. ~-~ 
~;;;; 

~I 
~ 

First Model Second Mode 1 Thfrd Model 
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Noise, Shock & Vibration Conference, 1974 Monash University, Melbourne 

OFFICE FLOOR VIBRATIONS- DESIGN CRITERIA AND TESTS 

M. M. Me Cormick 
BHP Melbourne Research Laboratories 
Clayton, Victoria 

D. Mason 
John Connell & Associates 
Melbourne, Victoria 

SUMMARY - The paper reviews available criteria for assessment of human percepti­
bility to occupant-induced vibrations in office building floors. The character­
istics of typical vibrations and methods for their calculation are investigated 
and .verified by several tests which are described. Design recommendations are 
presented. 

\ 

1. BACKGROUND AND SCOPE, 

In early 1972, John Connell and Associates (JCA), structural designers of the Collins Place 
Development in Melbourne, sought advice from officers of BHP's Melbourne Research Laboratories (MRL) 
on some aspects of the design of composite steel beam-concrete slab floor systems with particular 
reference to vertical vibration induced by normal conditions of office occupancy and potential 
annoyance to the occupants. 

BHP's Head Office building employs a similar floor system to that projected for Collins Place, 
and MRL had become involved in conjunction with designers Irwin, Johnston and Partners (IJP) in 
solving a similar design problem some four years earlier. 

Both buildings are similar in that the designers sought to provide large column-free work 
areas in which flexible furnishing and partitioning arrangements are possible. This approach to 
building planning is relatively new in Australia, and means .. that many sources of vibration damping 
present in buildings constructed in the past may not necessarily be present in these buildings. 

Further, in order to achieve this objective, longer span floor beams (12 to 13 m) are used 
than has been common in the past (6 to 8 m). Finally, economic considerations require that the 
floor system be as shallow and ~s light as possible which led in each building to the selection of 
lightweight concrete floor slabs acting compositely with high strength steel beams. 

As a result of these largely non-structural factors, the floor systems are longer, shallower, 
lighter, more flexible and potentially less well damped than floors within the designers' previous 
experiences, for which reason the designers in each case saw fit to consider in more than the usual 
detail the possibility of floor vibrations and their likely effects upon occupants. 

This paper describes the criteria which were considered in the designs, several tests which 
were undertaken to verify a number of design assumptions, the so~utions which were derived, and 
subsequent performance of the floors in BHP House. In the light of this experience, a design 
method is recommended. 

Only transient vertical vibrations caused by normal occupancy and usage are considered. 
Steady state vibration caused by plant operation is usually isolated at its source and is not con­
sidered here. Lateral vibration caused by wind forces was also considered by the designers in each 
case but a discussion of that subject is outside the scope of this paper. 
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2. THE DESIGN PROBLEM 

There are two aspects to the design problem, namely: 

(i) the prediction of relevant characteristics of vibration likely to be induced, and 
(ii) determination of an acceptable level of vibration. 

With regard to the first, there are numerous methods available for calculating structural re­
sponse to a given disturbance. These include some fairly comprehensive computer programs which are 
available commercially. However, a design office seeks simple, economical and reliable checks to 
ascertain whether or not a problem is likely to exist before considering recourse to such programs. 
Further, reliable computer analyses tend to find at least three significant degrees of freedom in 
a typical building floor, and the response patterns obtained are difficult to relate to available 
human sensitivity criteria. Finally, the damping characteristic of the floor is of fundamental im­
portance, and this is difficult to predict analytically. Therefore, primary attention has been 
directed to simple methods which can be related to available sensitivity criteria. However, several 
computer analyses were made and are referred to later. 

With regard to the second aspect, there is a paucity of useable information available, despite 
the fact that mechanisms of human response to vibration are now being researched (e.g. 5b and 
various measuresofhuman response to steady state vibration have been available for some years (6, 
9). Reference 9 in particular gives a good review of the state of knowledge in this area up to 
1965. A brief review of the little information on human response to transient vibration that is 
available is given below. 

Reference 1 - Lenzen 

Lenzen is believed to have been the first to attempt a solution to this problem. His solution 
has been directed specifically towards a particular type of floor system which utilizes a light 
weight concrete slab (of the order of 70 mm thick) supported compositely by closely spaced (approx­
imately 1 to 1~ m) light steel trusses with spans up to about 8 m. The total depth of the floors 
is such that most satisfy the span/depth ratio recommendations of the u.s. Specification for steel 
building design (15). The SAA Steel Structures Code (14) contains no such provision. The floors 
of interest in this paper use heavier slabs (100 to 140 mm thick) compositely supported by heavier 
rolled steel beams at typical 3 to 4 m spacings over spans of 12 to 13 m. TOtal floor system depth 
is about the same as for Lenzen's trussed floors, but approach the limits recommended in Reference 
15 for span/depth ratio. 

Lenzen studied a number of both in-situ and full scale model floors, and the response of occu­
pants to varicus types of disturbance creating transient vertical vibration. He found that 

(i) 
(ii) 

(~ii) 

(iv) 

(v) 

damping was themost significant factor influencing human response. 
when damping exceeded about 5%*, the occupant felt only an initial impact. 
when damping was less than about 3%, the occupant responded as though to a steady state 
vibration. 
when damping was between 3% and 5%, human response was reasonably well described by ref­
erence to a vibration perceptibility chart. 
the usual formula f = (TI/2L2 )i(EI/m) gave reasonable estimates of the natural frequency 
f hz with which the floors responded. In this formula, L is the span, EI the flexural 
rigidity and m the mass/unit length of a single simply supported beam. 

Lenzen's vibration perceptibility chart derived on the basis of his observations simply modi­
fies an earlier chart by ReiherandMeister (see Ref. 9) by multiplying the amplitude scale by a 
factor of 10. This is shown in Figure 1, and requires that damping be between 3% and 5% approxi­
mately. 

He also found that a typical vibration amplitude could be approximately ascertained as the 
equivalentofthe static deflection under a 1.35 kN point load. This load was to be modified to 
(O.Ol5L2/D) kN for longer span floors without partitions, where L and D are the span (m) and depth 
(m) respectively. The closely spaced truss and slab floor shows significant two-way action, and 
Lenzen's earlier work suggested that no more than 10 trusses be assumed to act together when cal­
culating the deflection. Later work (7) gives a more rigorous method of calculating stiffness. It 
was initially believed that the 10-truss assumption was the basis for the 10-fold amplification of 
the amplitude scale referred to earlier, but this belief has subsequently (7) been found to be in­
correct. 

Thus the second aspect of the design problem has been almost inseparably keyed to the first in 
Lenzen's approach because of its inherent empiricism. 

*Throughout this paper, all figures for damping are quoted as% of critical d~ping. 
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Lenzen's approach has been critically reviewed by Chang (8, 10), who suggests that its validity 
for other types of floor system~ .:!.s doubtful. Nevertheless, it has been adapted by Khan (2} and 
applied to a wide variety o~ floors, using deflection under a 1.35 kN point load as an estimate of 
likely vibration amplitude. It is claimed thatuse of this procedure has not resulted in any unsat­
isfactory flr rs in the u.s., and the range of floor characteristics considered by Khan are shown 
in Figure 1. 

Finally, it is worth noting that Lenzen shrewdly made no recommendation for limiting amplitude 
and frequency. It has been left entirely to the designer to ascertain an acceptable limit. 
Lenzen's approach only gives the designer a description of the type of vibrations likely to be ~n­
countered. A further review of the problem is given by Lenzen in Reference 11. 

Reference 12 - Soretz and Holzbein 

The authors of Reference 12 quote a further reference which claims that disturbing vibration is 
avoided when a floor deflects no more than 0.7 mm under a 1 kN point load. (Approximately 1 mm 
under 1.35 kN as used by Lenzen and Khan.) They also point out the need for further research. The 
1 mm limit is plotted on Figure 1 for comparison with other criteria. 

Reference 4 - I.s.o. 

The recommendations ofthis document are intended to apply to all types of vibration although 
the present authors feel they are more directly applicable to continued steady state vibration. Th:·:: 
document recommends maximum values of r.m.s. acceleration continued for various periods to give 
several levels of occupant comfort and work efficiency. The stated threshhold levels for reduced 
comfort with exposure times of 1 minute and 1 hour are shown in Figure 1. Although it is difficult 
to relate these exposure timesto typical building floor vibrations of ihterest here (they may be 
accumulated times of a series of individual events), it is seen that a reasonable comparison may be 
drawn with Lenzen's criteria, without the need to make any assumption as to the source and magnitude 
of the disturbance. 

Reference 9 - Steffens - Authors' modifications 

Lenzen's approach and its reasonable comparison with the ISO recommendation prompted the pre­
sent authors to apply a similar approach to Dieckmann's criteria for steady state vibration. 
Steffens (12) summarized Dieckmann's criteria and part of a German standard DIN 4025. The author's 
adaption amounts to increasing Dieckmann's value of K by a factor of 10. It is shown in Figure 1, 
and it is suggested that for transient vibration K = 1 corresponds to a .threshold level, K = 1 to 3 
to just perceptible, K = 3 to 10 to clearly perceptible, K = 10 to 30 to strongly perceptible, but 
not annoying, work unlikely to be affected. Again, ,a rough but not unreasonable compa:dson can be 
drawn with the other criteria plotted in Figure 1. 

Summary 

The four sets of criteria which have been reviewed are ~11 approximately comparable on a qual­
itative basis. A rigorous quantitative comparison is not possible because of the subjective nature 
of the descriptions of zones of perceptibility and the individual interpretations which can be 
placed upon these descriptions. The apparent accord between these criteria does not, however, nec­
essarily vouchsafe their successful application. IJP, JCA and the authors were aware of a number 
of problems which were again reported by Lay (13) on his return from a visit to the u.s. He ob­
served that information relating to in situ performance could not be obtained and stated that 
"Clearly, some of the proposals (being developed for perceptibility criteria and methods of perform­
ance assessment) would be highly controversial and potentially discreditable to some (floor) 
systems". 

There are three possible explanations for the circumstances surrounding Lay's observation: 

(i) Lack of damping in some floors. According to Lenzen's observations, if damping is less 
than about 3%, the original Reiher/Meister sensitivity scale would be applicable and such floors, 
if plotting near the upper edge of the shaded area in Figure 1, would then be classified as having 
annoying or disturbing vibration characteristics. 

(ii) use of over-optimistic estimatesof stiffness to calculate approximate vibration ampli­
tudes, possibly due to misapplication of Lenzen's recommendations outside their range of validity. 
This is the basis of Chang's (8, 10) criticism of Lenzen's approach. It is discussed further here 
in a later section. 

(iii) use of incorrect equivalent static load for estimation of typical vibration amplitudes, 
or a similar problem with other {unknown) developments. 
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These and other matters are probed in the work described in the following sections. 

3. THE MODELS 

In each case, full scalemodels of sections of the floor had been built. Each model consisted 
of a pair of beams supporting a compositely attached concrete slab which overhung the beams on each 
side. 

The BHP model used 530UB82 Universal Beams in mild steel castellated to a depth of 730 mm. 
Beam spacing was 3.05 m and span was 12.6 m. The slab used a Grade 20 lightweight concrete with 
65 mm depth over permanent steel formwork with 55 mm deep ribs. The slab overhung the edges of the 
beams by 850 mm. No attempt was made to simulate end fixity conditions. 

The Collins Place model used 530UB82 Universal Beams in mild steel with 430 mm circular web 
openings for carrying mechanical services. Beam spacing was 4.3 m and spans were 11.7 m and 13.1 m 
- a feature which, in retrospect, caused unnecessary complication when interpreting test results. 
The slab was 125 mm thick in lightweight Grade 20 concrete, and overhung the edges of the beams by 
1.83 m. Although mild steel beams were used in the model, high strength steel beams are to be used 
in the structure. This model attempted to simulate end fixity conditions. ' 

4. THE BHP MODEL TESTS 

The calculated stiffness and natural frequency of the model were verified by static and dynam­
ic tests. All tests have been reported elsewhere by Foden (17). Typical results are plotted in 
Figure 1. Unfortunately, the instrumentation was fairly crude, using a slow response pen recorder 
which severely attenuated amplitude signals, with the result that natural frequency was the only 
dynamic parameter reliably measured. 

In addition to static load and mass dropping tests, vibrations were also created by people 
walking, running and "heel dropping" (sudden transfer of body weight from toes to heels) and the 
subjective response of anumber of observers obtained. Light pedestrian traffic produced slightly 
perceptible vibrations, although strongly perceptible vibration could be created by a number of 
people running in step. Although difficult to judge because of the absence of reliable amplitude 
signals, the results tended to support Lenzen's observation that (with damping estimated at about 
1%) the Reiher Meister steady state vibration criteria would be applicable. Nevertheless, the 
Figure 1 plot indicated that the response of the floor was typical of that in the u.s. The design­
ers IJP adopted the design without modification on the basis that it was known from design logic 
and from their overseas experience and data that the in-situ floors would be stiffer and better 
damped than was the model. Therefore. the Figure 1 plot should not become worse and the presence 
of more damping should render it valid. The desirability of undertaking future in-situ tests was 
noted. 

5. COLLINS PLACE MODEL TESTS 

The tests initially undertaken here were very similar to those on the BHP model some four years 
earlier. However, instrumentation was much improved and gave satisfactory measurements of ampli­
tude, frequency and damping. Typical results are plotted in Figure 1. Subjective observations of 
vibration due to various types of pedestrian traffic were similar to those obtained from the BHP 
model tests. Interpretation of results was made difficult due to a "beating" effect between the 
two unequal span beams with similar but non-identical frequencies. 

An attempt was then made to simulate better the in-service conditions. The free edges of the 
slab were propped to approximate in-situ connections to adjacent panels of floor, and the model 
was furnished to some extent with underfelt and office furniture. No partitions were used, and the 
extent and type of furnishing was generally far lighter than would be achieved finally. The furn­
ishing together with occupants standing/sitting on the furniture reduced subjective human sensitiv­
ity a little but had no significant measurable effect. The effect of then propping the slab was 
measurably beneficial, andtypical results are plotted in Figure 1. Subjectively, vibrations due to 
pedestrian traffic were still perceptible to all observers. Some further similar tests were also 
conducted using a mechanical impactor/vibrator built at MRL. The objective of using this machine 
was to create distrubances which could be reproduced exactly on other floors, and later on Collins 
Place floors at various stages of construction. 

In general, the results of all tests were then not sufficiently conclusive to enable a firm 
design decision to be made. The designers JCA withheld their final decision to proceed with the 
design until after assessment of test results from BHP House which had recently been completed. In 
this respect JCA were more fortunate than IJP had been four years earlier in that local experience 
was now available. In the ~sence of data from BHP House, JCA would have adopted reasoning similar 
to that used by IJP. 
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6. TESTS IN BHP HOUSE 

BHP House had recently been completed and was awaiting occupation. Floors were carpeted, 
office partitions were in place, and some furniture had been installed. 

At a subjective level, the response offloors to walking, running, jumping and heel dropping 
was judged to be acceptable, similar to that typically experienced in the home but marginally more 
perceptible than is common in office buildings. 

Tests were also conducted using the m~chanical impactor and typical results are plotted in 
Figure 1. A steady state vibration was also induced with resonance being established at two fre­
quencies, about 6 hz and 10 hz. Single impact free response was at a frequency of 10 hz which was 
considered to be the relevant (natural) frequency of the floor. The lower frequency is believed to 
be due to vibration of the slab between the beams. The increase in frequency from model (6 hz) to 
in situ (10 hz) conditions is attributed to increased stiffness. All tests indicated quite accept­
able, performance and supported the designers' reasoning in arriving at their decision as described 
earlier. 

At the time this paper was written, BHP House had been occupied for about one year and while 
some occupants say that vibration under normal office use is perceptible, no complaints have yet 
been received in regard to this type of vibration. 

In regard to the assessment of the Collins Place floors, the performance of floors in BHP 
House, particularly theirnprovement in damping characteristics, satisfied JCA that their design 
would be similarly adequate. 

7. OTHER DATA 

In an endeavour to ascertain the extent to which the performance of the two floor systems may be 
typical of Australian practice, information from public construction authorities was sought with 
little success. The S.A. Public Buildings Department kindly provided some data (3) and calculated 
.characteristics of two composite steel beam-concrete slab floors from a school and a hospital are 
shown in Figure 1. The extent of damping in each floor .isunknown, although both are considered to 
perform satisfactorily. It is seen that the predicted response of these floors is more perceptible 
than that of most others plotted. 

8. GENERAL OBSERVATIONS AND ANALYSES OF TEST RESULTS 

(i) In all tests 
through 300 rnm created 
heavy pedestrian use. 
produced results which 
considerable variation 
to the 23 kg impact. 

which were undertaken, it was found that impact from a 23 kg mass dropped 
vibrations which were reasonably typical of those produced by moderately 
The use of a 138 kg mass (1.35 kN force, after Lenzen) applied statically 
were lower than but comparable with the 23 kg impact, although there was 
which is attributed to variations in the dynamic magnification factor applied 

(ii) When amplitudes are predicted using Lenzen's O.Ol5L2/D kN in place of 1.35 kN point load 
and plotted on Figure 1, the results bear little correlation with observations. It is considered 
that this empirical adjustment is not applicable to beam-slab floors of the type considered here, 
andsho\lld not be used. 

(iii) P~rformance of model floors can be predicted analytically with a reasonable degree of 
accuracy, as described in the next section. Although exact details of the response, (as typified 
by the beating effect observed on the Collins Place model) were predicted by a finite element com­
puter analysis, a simple slide-rule analysis gave results from which much the same conclusions 
could be drawn. The extent of damping could not be predicted analytically. The simple analysis on 
which all results plotted in Figure 1 (eKcept points 11 and 12)are based, used the formula for fre­
quency given earlier, and ignored any two-way action in the floor system. That is, all calculations 
were made for a single, simply supported beam. There was good correlation between predicted and 
observed performance. The results from the impact type loading tend to give a better subjective 
measure of vibration performance than do results for the 1.35 kN point load. Thus, on Figure 1, 
points 6 and 8 are considered to be most relevant, (points 2 and 4 have doubtful validity because 
of the low damping in the se cases and vibration was far more perceptible than is indicated by 
Figure 1 for these two). 

(iv) Subjectively, vibrations createdbyidentical disturbances in BHP House are less percept­
ible than those on the Collins Place propped-edge model, yet Figure 1 indicates the converse. This 
difference is attributed to differences in the damping in each floor, BHP House having 10% or more, 
collins Place model with propped edges having between 2% and 4%. It is expected that damping will 
be further increased in the full in-situ condition in Collins Place. 
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. . {v) There is no apparent correlation between vibration perfonnance and span/depth ratio 
l~~~tation as recommended in Reference 15. The traditional recommended live load deflection limit­
at~ons {14, 15) appear to beequally irrelevant to this problem. In the next section it is shown 
that the ratio of span to beam spacing can have a significant influence. 

9. DESIGN RECOMMENDATIONS 

' The following recommendations are made on the basis of the authors' observations and results. 

{i) Natural frequency: 

Calculate natural frequency for a single beam from 

f=~!IIT 
2L2/ --;t 

where the terms and the equation are as given earlier. Include all possible sources of stiffness 
in the calculation, and make most realistic estimate possible for m in order to increase estimate 
of f. 

{ii) Vibration amplitude {simply supported beams) : 

Calculate amplitude from 

A 
M 

N 
PL3 

48EI 

where P 0.2 kN 

M dynamic magnification factor 

{1 + ~) with a minimum value of 2.0 

N no. of effective beams contributing to stiffness 

L n3 st3 ~ s 48 /2{l+ct) (l2ni) 

s beam spacing 

t slab thickness 

n modular ratio 

a ratio of arithmetic mean of torsional stiffnesses per unit width to geometric mean 
of bending stiffnesses per unit width taken parallel andtransverse to the beam axis 

EI = bending stiffness as used in freque~cy calculation. 

The dynamic magnification factor is an upper bound estimate of the exact fonnulation given by 

where t 0 is the time during which the 20 kg mass drops through 300 mm, i.e. t 0 
most practical floors, the value of M is between 6 and 15. 

0.25 sec. For 

The effective number, N, of beams contributing to the stiffness has been detennined from the 
theory of orthotropic plates {16) assuming an infinitely long plate transverse to the beam axis, 
simply supported at the span ends. The question of end fixity effects on amplitude has not been 
investigated by the authors. The significance of the beam span to spacing ratio is clear. Values 
of the ratio a are commonly less than 0.1, and may be assumed to be zero for all practical purposes 
except in the case of unusually thick slabs. Values of N are typically 1.0 to 1.5 for the widely 
space d beam and slab floors used in BHP House and Collins Place, but may be as high as about 8 for 
closely spaced truss and slab systems common in the U.S. - the L/S ratio effect. 

It seems reasonable tosuggest that this disparity, or lack of appreciation of it, could be 
the source of trouble that has resulted in some criticism of Lenzen's work when it is applied to 
other floor systems. 
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(iii) Perceptibility: 

Floors in which damping exceeds about 3% should prove acceptable when Af is less than 2mm/sec, 
(line E in Figure 1) although vibration caused by normal use may be perceptible to the occupants. 
For damping considerably in excess of 3% (say about 10% as in BHP House) a higher limit than 
2 mm/sec should be possible, but in the absence of data on unsatisfactory floor performance, such 
a limit cannot be established. 

Floors in which damping is less than about 3% are likely to have potentially objectionable 
vibrations, even when Af < 2 mm/sec, and consideration should then be given to supplementing the 
naturally available damping, preferably to a minimum of 5%. Lenzen (1) gives guidance on se£ection 
of damping devices. 

Floors as conventionally constructed with the usual degree of furnishing and partitioning tend 
to provide sufficient natural damping. BHP House is relatively lightly furnished and partitioned 
and provided adequate damping. 

(iv) Application: 

Application of this design criterion to the floors of BHP House and Collins Place result in the 
points numbered 11 and 12 respectively in Figure 1. Note that in each case, the calculated frequen­
cies of 6 hz and 4.5 hz respectively are used. 

10. CONCLUSIONS 

The paper has reviewed available information on human perceptibility b9 transient floor vibra­
tion, and methods of assessing likely levels of vibration. The design recommendations are similar 
to those advanced by Lenzen and the authors found nothing which would refute his work except as 
qualified herein. In particular it is essential when applying it outside the range of its original 
validity, to make a proper assessment of likely vibration amplitudes. 

The developmentofmore positive design recommendations seems to await data on unacceptable 
floors, and more qualitative data on damping sources and effects on people. Future tests at var­
ious stages of construction in Collins Place are aimed at providing the latter. The authors sup­
port Lenzen's observation that damping is probably the most relevant parameter. 

It is expected that floors in Collins Place will give satisfactory performance. 
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13. POSTSCRIPT 

Since this paper was written, two further references have been found. These are: 
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Reference 18 describes a proposed standard test method which consists of dropping a leather 
bag containing sand and lead shot and having a mass of 11.34 kg through a distance of 914 mm. It 
also suggests a standard method of instrumentation very similar to that finally adopted in the 
work described here, using a linear variable differential transformer mounted from a fixed refer­
ence, whose output is displayed on a recording oscilloscope. The proposed standard excitation is 
also similar to a method used in the earliest tests by the authors which was discontinued when it 
was found to produce vibrations less typical of in-service conditions than did the method finally 
adopted. However, in terms of the present authors' recommended formula for amplitude calculations, 
the two different impacts result in essentially identical calculated amplitudes for floors with 
natural frequencies in the 6 to 10 hz range. 
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Reference 19 is of particular interest in that it is the earliest published reference of 
direct relevance to the present problem·which has so far been found by the authors. The prime con­
clusions were (i) that the original Reiher-Meister sensitivity scale is far too severe to describ~ 
human reaction to transient floor vibration and (ii) floors with higher levels of damping of trans­
ient vibrations were less likely to be prone to unsatisfactory performance than were floors with 
lower levels of damping. The present authors' work supports both of these conclusions. Reference 
19 also states that the person who causes the vibration by walking is likely to feel more uncomfort­
able (than a bystander) on a lightly damped floor than on a heavily damped floor, because of an ab­
sence of comparable transience. In retrospect~ the present authors cannot support this statement 
from within the limits of their experiences and a number of researchers believe that the reverse 
situation usually prevails. However, this statement together with differences in methods of pro~ 
clueing impacts between Reference 18 and this report leads to the hypothesis that apparent incon­
sistencies could be explained in terms of the floor coverings which exist between the source of 
vibration, the floor, and the perceiver of the vibration. That is, the comparatively "hard" impact 
used by the authors on a "soft" floor covering could produce a similar response to the Reference 18 
"soft" impact on a "hard" floor covering. In a similar vein, the Reference 19 final statement could 
be explained by having the person walking on a hard floor while bystanders are comparatively better 
cushioned, e.g. seated on well padded chairs. 

Finally, Reference 19 showed a plot of "vibrations that have elicited no comment from unsuspec­
ting subjects during repeated exposure". This was given in the 10 to 50hz frequency range and 
when extrapolated to the 1 to 10 hz range, closely follows line D2 in Figure 1 herein. This line 
could then be regarded as the lower limit to human perception of the vibrations of interest here, 
although the extent of damping in the CEBS tests is not given in Reference 19. It is possible that 
further tests may show that the authors' recommended limit (Fig. 1, line E) could be liberalized 
slightly to follow line D3 or perhaps Cl. However, the liberalization would affect only the com-
paratively unusual floors with natural frequencies below about 5 hz. ' · 
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In the present investigation, the response of a floating bridge 
under moving loads is studied. The floating bridge is modelled as a 
continuous beam with concentrated masses supported by elastic sup­
ports. The effects due to both damping and the added mass of supports 
are neglected. 

A dimensionless overall transfer matrix is fi~st constructed. 
Then the relation between the con~i tions at two exterior ends of the 
bridge can now be described by a~equation using this over-all trans­
fer matrix. By substituting the prescribed boundary cortditions into 
this equation, one obtains a frequency equation, the roots of which 
can be fo~nd numerically. The results for several cases are present­
ed. It is found that t~e natural frequencies are affected by three 
parameters,, namely o( , , the ratio of buoyancy resistance to tre stiff­
ness of beam; ~ , the ratio of the mass of the supports to that of 
the beam and n, the number of spans. 

The method is extended to analyse forced vibration of floating 
bridges. Two cases are studied tn detail. One is the response of 
a floating bridge under a constant force with uniform velocity and 
the other is that under a pulsating force with uniform velocity. 
The method of modal analysis is employed to obtain the DLF (dynamical 
load factor) for each case. In the first case, the maximum DLF is 
generally found to be decreasing when ~ is increased with ~ and the 
velocity of load kept constant. Also, the maximum DLF is found to 
be increasing when the velocity becomes slower. In the second case, 
the maximum DLF is computed. It is found to be increasing when n 
is decreased and decreasing when the velocity is increased. Under 
certai11 conditions, the maximum DLF can reach the value as high as 
8.7. 

INTRODUCTION 

A floating bridge is most commonly used for military purpose. In the 
design of a floating bridge, the dynamical considerations such as the most 
dangerous vehicle speed and the range of dyn::1mic responses under the moving 
vehicle are essential. 

Timoshenko( 1
) solved the problem(~f a beam under a pulsating force mov-

ing with uniform velocity. Sir Inglis investigated the vibration of 
railway bridges subjected to a transversing force with non-uniform velocity. 
Both investigations were limited to the simply supp9rted( ~tructure. With 
regard to continuous beams, Ayre, Ford and Jacobsen~3J, 4) studied a problem 
of transverse vibration of a multiple-spans beam under the action of a mov­
ing constant uniform force. They derived the exact solutioh for bending 
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stresses and deflections of cont1nuous beam. Experiments were performed to 
verify the theoratical results. 

In this paper, a floating bridge is modelled as a continuous beam with 
concentrated masses supported by elastic supports in which the elastic 
coefficients k are the buoyant resistance of masses. Both the effects of 
damping, shear deformation, and rotatory inertia and the effect of added 
mass due to water are assumed to be negligible. The method of transfer 
matrix is adopted to calculate the natural frequencies and the method of 
modal analysis is applied to calculate its response to moving loads. 

A n-span; floating bridge supported by n+1 floating pontoons is shown 
in Fig. 1. In order to determine the natural frequencies of the bridge, a 
transfer matrix is firstly developed. On the assumption that the effects 
of damping, shearing deformation and rotatory inertia of the bridge can be 
neglected, a dimensionless equation of fre~ vibration may be written as 

4 2 
~+ ~~ = 0 
ox el ct 

( 1) ~ 

with y(x) = Y/L, X = X/L 
1 = f /fo, a = A/A0 e = E/E0 i = I/Io 4 
t = '! /T' T (foAoL /E0 I 0 )i 

(2) 

where 'Cis the time, X is coordinate along the beam, Y is the delfection 
and f 0 , A0 , E0 , I 0 are the densi.ty, cross~sectional area, Y'Jung's modulus 
and second moment of area of a reference span, respectively. We note that 7, 
a, e and i are constants for each span. 

The solution of equation (1) may be written as 

Yr(x,t) = fr(t)¢r(x) (3) 

with fr(t) = Br1 sin curt + Br2 cos CcJrt (4) 

and ¢r(x) Ar1 sin i\rx + Ar2 cos "'-rx + 

Ar3 sin ArX+Ar4 cosh Arx (5) 

f Of the r th mode where 4.>r is the dimensionless natural circular requency 
and is related to the natural circular frequency, ti)r' tc.>r = WrT' and the 
frequency constant Ar is defined as 

(6) 

~-(x) describes the rth mode shape. The constants Ar1 ' Ar2 ' Ar3 and Ar4 are 
d~ter~i~ed by boundary conditions. fr(t) indicate~ that the time function 
is harmonic with natural frequency wr• The constants Br1 and Br2 are deter­
mined by initial condition. The relations between dimens1onless Torces and 
deformations may be written as 

with m 
moment 

ib__ m = -ei ~ 
~X 

3 
q = -ei ~~ 

2 = M/M , q· = QjQ 0 , M0 =E0 I 0 /L, Q0 =E0 I 0 /L • 
and sRear force, respect1vely. 
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Consider the jth span of beam, a dimensionless field matrix (F) . may 
b~ developed by following the procedure described in ref (5). It rela~es the 
d1splacement Yt; slope JY t=- ~y/ ~x), moment m and shear force qat the right 
end R of (j-1) h support to those at the left end L of jth support with the 
equation 

(8) 

where {z) denotes the column matrix with four elements z1= -y, z2=1 , z3=m, 
z4 =q, and 

(FJj = c1 c 4A c
3
/(.:\ 2 ei) c 2/( A3ei) 

A.c2 c1 c 4 /( i\ ei) c
3
/( .A2ei) 

A..2 eic3 
A.eiC2 c1 C4/71.. 

A.3 eiC4 A.2eic
3 

c 2 A. c1 

(9) 

j 

with c1 i (cos A 1 + cosh i\.1) 

c2 = .l_ (-sini\1 + sinh A.l) 2 

c3 = 1 (-cosi\1 + cosh A.l) 2 ( 1 0) 

c4 = i (sinAl + sinh A.l) 

l = length of span/L 

Consider the balance of forces at jth 
which is a5sumed constant. A dimensionless 
relates {zjij to {Z}~ maybe written as 

floating support with mass M. 
point matrix [P) j which J 

J J 

( P)j = 0 

l 

0 

0 

0 

0 

l 

0 

0 

0 

0 

l L 
where o( = KL3 /E0 I 0 and ~ is the ra t io of fil ,i to the mass of beam. 

Defining 

we may write 

{z}~ = [uJ {z}~ 

( 11) 

( 12) 

( 13) 

where (u] = [P) n [TJ n [T) n-1 ••• (T) 1 relates the deflection, slope, 

moment and shea r force a t the first support to those at the last supoort. 
We note tha t t h e elemen t s in U are function of~. 

Determination of Natural Frea u encies 

The natural fre quenci e s c A. n be de t er;nined by applying the boundary con­
ditions to Eq. (13). For a f loa ting brid~e, the moment and sheo r force at 
both ends a re z e ro, i.e. 

( 14) 

Substituting th e b oundA r y conditions (14) into Sq. (1 3 ), w~ have 

= 0 ( 15) 
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u41(-y)~ + u42 f~ = 0 

The condition that a non-trival solution exists gives the determinant 

u31 u32 
0 ( 16) 

u41 u42 

which is called frequency e quation. The roots of Eq. (16) can be obtained 
by the method of trial and error for eac .. ~.L specific value of oJ. and {3 • L 
Corresponding to -each root of Eq. (16), ~0 can be expressed in terms of y

0 
by applying Eq. (15). Then the deflection, slope, moment and she~r force 
at any section of any span (say jth span) can be calculated by the follow­
ing equation 

{ z J j ( B J j ( T J j-1 ... [T) 1 fz J ~ ( 17) 

where {z) L = r -y 

}: 
-U3~{-y)/U32 0 

' and [B J j D1 D2 D3 D4 = 
~ei ~ei ~ei ~ei 

D2 D1 D4 D3 

- A.2ei A.2ei A.2ei A.2ei 

D1 D2 D3 D4 
jl A A"" /('" 

D2 - D1 D4 D3 
j 

with n1 = cos A X, D2 = sin A.x, n
3 

cosh .Ax and n4 = sinh .Ax. 

Since the lower modes ar~ more important in engineering applications, 
we have calculated the first three frequency constants from Eq. (16) for 
various values of~ and ~ • The results for two-equal-span bridge and 
three-equal-span bridge are shown in Table 1 and Table 2, respectively. 
To study the effect of number of spans, n, on the natural frequencies we 
have also calculated A.~ foro(,= 10 with various ~ • The results are listed 
in Table 3. We find tha t the natural frequencies decrease as n increases. 

Response of Floating Bridges to Moving Loads 

In this section, the responses of floating bridges to moving loads are 
investigated. The mOving loads are classified into two types: 
(a) constant concentrated load; (b) pulsating force. The method of modal 
analysis is used in our analysis. The dynamic load factors (DLF) for any 
rth mode are derived and the numerical results for max (DLF) 1 , afe cal­
culated in detail. 

For convenience of analysis, consider a dimensionless force F(t) mavin~ 
across the span of the floating bridge at a dimensionless uniform velocity 
c as sho.wn in Fig. 4, where F(t) = F'( 7: )12/EQio = Fof(t) and c = UT/L. The 
modal equation :of motion may be written as (6): 
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Table 1: 

The Frequency Constants , .i\r' f or a Two- s-::;m Fl oatin{f 
Br i dge 

order 
o( 

~ 
of mode 

rth -· 
o . o 50 . 0 100. 0 150. 0 ?.00 . 0 

o.o 1 4.730 5 . 602 6 .1 82 6 . 615 6 . 960 
2 7 . 853 8 .063 8 .?75 8 .483 8 . 682 
3 10. 996 11 ,090 11 . 186 11. 282 11. 378 

0.01 1 4 . 625 5 , /4 /f 5 6 .045 6 . 1+75 f> . 81.3 
2 7 . 710 7. 916 8 .093 8 . 353 8 -495 
3 10. 749 10 . 832 10.917 11 .002 11. 088 

0.05 1 4 . 303 5 . 074 5 . 609 6 .020 6 . 355 
2 7 . 329 7 . 456 7 .592 7. 786 7 . 967 
3 10 .1 21 10 . 176 10 . 23 1 10. 288 10 . 345 

0.1 1 4 . 031 4 . 729 5 . 226 "i . 613 5 . 931 . 
2 7 . 068 7 .1 51 7 . 242 7. 341 7 . 446 
3 9 . 691 9 . 729 9.767 9 .807 9 . 847 

0 . 5 1 3 . 162 3 . 642 3 ,996 4 . 281 4 . 521 
2 h . "i47 6 ,r::, r::,g ~ . 5n 6 . r::..87 6JO? 
3 8. 667 8 . 677 8 . 686 8 . 696 8 . 706 

1 .o 1 2 . 761 3.1 62 :? . 457 3 . 695 3 . 921 
2 6 . 1+27 6 . 1+31 6 . 435 6 . 440 6 . 44L 
3 8. 344 8 .349 8 .352 8 .357 8 .361 

5.0 1 1 . 923 ? .1 or::, 2 . 392 2 .550 2 .684 
2 6 . 314 6 . 315 6 . 315 6 . 315 6 . 315 
3 7 . 970 7 . 970 7 . 961 7 . 970 7 . 972 

10.0 1 1 . 627 1 . 857 2 . 023 2 . 157 2 . 269 
2 6 . 299 6 , 2')9 6 . 300 6 . 299 6 .300 
3 7. 916 7 . 915 7 .91 6 7.91 6 7 . 915 

50.0 1 1. 094 1. 248 1.360 1 .449 1. 525 
2 6 . 287 6 . 287 6 . 287 6 .288 6 . 289 
3 7 . fl67 7 . 872 7 . 867 7. 867 7. 862 

100.0 1 o . 921 1 . 050 1 .144 1. 219 1. 283 
2 6 . 286 6 . 286 6 . 287 6 . ?87 6 . ?86 
3 7. 826 7. 855 7 . 856 7 . E363 7 . 858 

Table3: i\.~forol= 1 0 

In'\ 0.05 0.10 0.50 1. 00 10 .00 

2 18 .8466 17. 6703 10. 7160 8 .1481 2 , 8261 

3 18 .9263 17. 5948 10. 6L1 16 8 .0013 2 #7107 

4 18 .791 6 17. 4534 10 . 3839 7 . 7269 2 . 5942 

5 18.5991 17 . 3121 10 . 0948 7.4925 2 . 4898 

6 18.3854 17.0881 9 . 81?3 7 . 250/, ? . 39o2 

7 18.1651 16.9163 9. 5h80 7. 0 393 2 . 3179 

8 17.9452 16. 6445 9. 3045 6 . 8292 2 . 2399 

Tab l e 2 : 

The Frenucncy Cons~an t s , ~r' f or a Thr ee-span Float i ng 
Br i ctr:e . -

order at 
~ 

of mode 
r th 

o.o 50.0 100.0 15o. o 200.0 

o . o 1 4. 730 5 . 565 6 . 119 6 .528 6 .849 
2 7 . 85 3 8 .1 38 6 . <+0? 8.653 8 .884 
3 10 . 995 11 . 074 11 .1 56 11.240 11 • 321 

0 .1 1 4 . 040 4. 729 5 .215 5.593 5. 904 
2 6 . 627 6 . 811 6 .988 7 .157 7.320 
3 10.059 10,078 10.098 10.11 8 10 ,139 

0 . 5 1 3.144 3 . 642 3.999 4. 284 4.522 
2 5 . 245 5.367 5 ,L181 5. 589 5. 692 
3 9 . 611 9. 613 9. 615 9.617 9.619 

1. 0 1 2 . 728 3 .152 3.455 3 . 696 3. 898 
2 4. 585 4. 689 4.786 4 .878 4.965 
3 9 . 523 9.524 9.525 9.526 9 .526 

5. 0 1 1 . 881 2 .170 2 .376 2 .539 2.675 
2 3 .1 88 3.259 3.326 3.389 3.449 
3 9 . Lf 46 9 . 445 g.L;46 9. 446 9.446 

10.0 1 1 .588 1.833 2.006 2 .143 2.2 59 
2 2 . 69 5 2 .755 2 . 812 2.866 2.916 
3 9. 436 9.436 9 .436 9.435 9.435 

50.0 1 1. 066 1 . 229 1. 346 1 ,l;7j8 1. 516 
2 1 . 811 1 . 851 1. 889 1 .925 1.959 
3 9 . 438 9.422 9 .400 9 .438 9 .419 

100. 0 1 0 . 897 1.035 1 . 133 1 .210 1.275 
1. 590 1.620 1.648 2 1. 524 1 . 558 

3 9. 508 9 . 370 9.387 9.520 9.348 

2·8 ~oo;;:::::---t----+----1-----+----1 

2 -6~~-~~~~--~~----+-------+-----~ 

~ 2·4 t----~:.........::::----P.......;;?o--o:::::--+~:-----+----1 
..J 
0 
~2 - 2 ~----~~------~~--=-~~~~~----~ 
x 
~ 2-0 ~----1-----+-----+--__:~-=----==~ 

1·8 t-----1-----+-----+----+---~ 
~ = 1·0 1·6 L._ ____ ___j ________ L_ _____ .L-______ ..L-____ ~ 

0 20 40 60 80 100 
0( 

FIG. 5. MAX. tOLF), OF A SINGLE SPAN BRIDGE UNDER 

A CONSTANT VELOCITY WllH UNIFORM VELOCITY. 
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Ar + W~Ar = F of( t)¢ rj ( ct) I G~1 J~j 7j ( ¢rj (x) )2 dx] ( 18) 

where Ar(t) is the modal amplitude and • indicates d/dt. 
The modal-shape function, ¢ . , may be expressed as 

rJ 

¢rj(x)=H1 jcos ~rx + H2 jsin ArX + H3 jcosh Arx + H4 jsinh ~rx (19) 

with 
L 

H .l.( )L 1 . (.n) . 1 1 ·=z -y · 1- 2 J-
J J- 27\. (ei). 

r J 

(.ei~A~-ot),;_ 1 L 1 ('b)L 
.'.! ( -y) j -1 + - y j -1 

2 Ar 3 ( e i) j 2 \. 

1 (q)l: 1 J-
2~(ei)j 

(20) 

with 
2 2 

w1j = H1 j ( V 1 +2 -\1 j) , w2j = H2 j(2 A.rlj - v1 ) 

w3j 
2 2 H3 j(V3+2Arlj), w4j H4 . ( 2 A. 1. - V 3 ) 

J r J 

w5j = 2H1 jH2j(V2-1), w6j = 2H3 jH4 j(V4-1) 

w7j 4H2jH3j(v5v7-v6V8+1) 

1tl8j = 4H1 jH4 j(V6v8 +V5 v7-1) 

w9j = 4H1 jH3 j(V6V7 +V5V8 ) 

w1oj= 4H2 jH4 j(v5v8-v6v7 ) 

v 5=sinA.rlj v6=cos-\lj , v7 =sinh\lj 

The modal solution of Eq. (18) may be written as 

A (t) = A t(DLF)r r rs 

V 4=cosh2Az,.lj 

v8=cosh'-lj 

(21) 
where A tis the deflection under the static load F

0 
and maybe expressed as 

rs n 

Arst = Fo/w;c ,i~1Irj) (22) 
th and (DLF)r is the dynamic load factor of the r mode. (DLF)r can be 

calculated by the integral, 
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(DLF) r cur f f( t' )!Zirj ( ct' )sinwr( t-t • )dt • 

or i(R1r+R2r+R3r+R4r) (23) 

where R1r' R2r' R3r and R4r for two cases are derived and listed as follows: 
Case (a), constant load described Mith f(t)=1: 

R1r 
2H1r 

(cos .n t - cos wrt) = 
1-G2 r 

r 

R2r 
2H2r 

(sin n t - G sin w t) 
1-G2 r r r 

r (24) 
2H3r 

R3r (cosh I2 t - cos wr t) 
1+G2 r 

r 

R4r = 
2H4r 

(sinh..Q t - G sin wrt) 
1+G2 r r 

r 

with Gr = fl.r/ wr and 12.r = ~c 

Case (b), pulsating load described with f(t) =cos flpt: 

1 cos wr t) + ~(cos cos wrt) R1r= H1r -:-::-2'(cos K W t- N C.tl t -r r r r 1-K r 1-N r 

R = H3r 
1 ( . K W t-K sin w t)+ ~(sin Nrwrt - Nrsin4Jrt) -:--::-2' Sln 2r 1-K r r r r 1_N 

r r 

w~ th Kr= ( .Qp/wr) + Gr , Nr =. ( ..Qp/cur) - Gr , 

Pr= Ff (~/wr) + Gr 'Qr = {:1 ( ~/Wr)- Gr 

Thus the deflection at any span for any case can be written as: 
n F 

y.(x,t)= I: 0 ( DLF) ¢ . (x) (26) 
J r=1 {J)2 

n r rJ . 
.Z1 Irj r J= 

For the engineering applications, the max(DLF) 1 is the most important. 

The time trmax when the max(DLF)r occurs can be obtained by the equation 

d~(DLF) = 0 
t r 

Then the max(DLF)r is given by 

max(DLF)r = g( Gr ' ~~~' trmax) 

The results for some cases are shown in Fig. (2)r-(5). 
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Conclusion 

The natural frequencies of floating bridge are affected by three 
parameters~t ~'and n. When a .constant force moves with uniform velocity 
the max (DLFJ 1 is found to be generally decreasing as« increase when ~ 
and the veloc1ty of load are kept constant. Also, the max(DLF) 1 is found 
to be increasing when the velocity becomes slower. When a pulsating force 
moves with uniform velocity, the max(DLF) is found to be increasing when 
n is decreased and decreasing when the velocity is increased. For the case, 
a(= 2, ~= 0.05, .fi1/w1 = 0.05, 1lp/w1 = 0.875, the max(DLF) 1 reaches up··to 
8.7. . 

l:le believe that our approach can be applied tc analyse the responses 
of a floating bridge with any number o:t;l;pans to dynamic loads. 

Perhaps the effect of damping of bridge and the effect of added masses 
and rotatory inertias of floating supports also play important roles. 
The analysis including these effects should be performed in further in­
vestigation. 
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SUMMARY - Many gas-powered devices operate in such a way that the exhaust is a non­
steady jet. This operation has been simulated by a simple pulse jet generator in 
which a rotating valve interrupts a flow of air. The valve porting was chosen to 
produce an exhaust cycle similar to that · of the pneumatic impact drill and the 
noise produced by the generator is similar to that of a drill exhaust. 

The noise field around the pulsed jet has been measured in free field 
conditions. Results are presented showing sound levels, spectra, and directivity 
patterns for a range of supply pressures. \ 

INTRODUCTION 

In many gas-powered devices the working fluid is released periodically producing an 
intermittent or pulsed exhaust. Internal combustion engines are an obvious example but the 
situation applies to a wide range of equipment, e.g. air motors, pneumatic impact tools and 
control valves in automated production machines. In most cases the gas is released suddenly from 
a pressure well above ambient and excessive noise is produced. Although extensive theoretical 
and experimental studies have been made of the noise from steady jets i~ appears that little 
attention has been given to pulsed jets other than through engine exhaust investigations. "An 
understanding of the nature of noise production in a puised jet or at least a knowledge of the 
effect of important parameters is desirable as a ,basis for design of exhaust silencing schemes. 

The work reported here formed part of a project concerned with red~ction of pneumatic rock 
drill noise. Initial test results agreed with the findings of Beiers (1) that the exhaust is the 
major noise contributor in these machines - suppressing the exhaust noise by fitting a long 
exhaust hose produces a 10 dB reduction in sound pressure level (Figure 1). Nevertheless, 
detailed analysis of exhaust noise vn an actual drill is subject to interference from other noise 
sources such as piston impact and control valve operation. These and all other periodic 
processes in the drill occur at either the same frequency as the exhaust pulses or at a harmonic 
or sub-harmonic of that frequency. Changing the drill operating conditions to vary exhaust 
parameters also varies the contribution of the other "background" sources, thus making 
interpretation of experimental results uncertain. To simplify the study of exhaust noise an 
exhaust simulator free of extraneous noise sources was built. 

EXHAUST SIMULATOR 

The simulated exhaust is produced by periodically releasing high pressure air through a 
rotary valve (Figure 2). The cylindrical valve spindle is belt-driven from a variable speed 
motor giving a pulse frequency range of 0 to 120 Hz. The inlet and outlet ports are circular, 
19 mm dia., and the transfer passage through the spindle is 19 mm square in cross-section. Air 
is supplied from a 600 kPa line via a 25 mm industrial pressure regulator and 5 m of 19 mm bore 
flexible nylon-reinforced P.V.C. tubing. A strain gauge type pressure transducer is fitted in an 
adaptor immediately upstream of the valve. Care was taken in the design and manufacture of 
adaptor and fittings to ensure smooth flow to the valve. 

The opening phase of the simulator cycle is similar to the exhaust process in a drill; air is 
suddenly released and the pressure upstream of the valve falls (Figure 3a). However, in its 
closing phase the simulator action differs from the drill exhaust. In the drill, the exhaust 
port remains open and the air supply is cut off. In the simulator, the valve closes and the air 
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Figure 1. Comparison of Spectra 

(a) Unsilenced rock drill. 
(b) Rock drill fitted with exhaust hose. 
(c) Simulator. 

supply is maintained. It is possible to reproduce the drill pressure changes more closely by 
using two valve in series but this was considered unnecessary in a first investigation. 

In operation the simulator sounds like a rock drill running without impact. This subjective 
assessment is supported by comparison of spectra (Figure 1). It is also apparent subjectively 
that sound level is dependent on air supply pressure and detailed examination of this dependence 
was made. 

EXPERIMENTAL INVESTIGATION 

OVerall sound pressure levels, narrow band {6%) spectra and directivity patterns were 
determined at pulse frequency 100 Hz for 12 supply pressures in the range 35 to 500 kPa. The 
measurements were made in an anechoic chamber with working enclosure 3.2 m x 2.2 m x 2.4 m and 
lower limiting ("cut-off") frequency 135 Hz. To obtain directivity patterns, 77 microphone 
positions were used, all in the horizontal plane containing the jet axis. Simulator and 
microphone were mounted on vibration isolators. 

In order to assess possible interference by upstream noise generation, e.g. from the regulator, 
provision was made for fitting a silencer before the valve. The silencer used was an absorption 
lined expansion chamber, details of which are shown in Figure 2. The silencer could be replaced 
by an equal length of 19 mm bore straight pipe. 

The air pressure values quoted in the results are the values measured at the supply point to 
the 5 m flexible hose. During the "closed" portion of the valve cycle the pressure at valve 
entry recovered to supply pressure, except possibly for the lowest pressure (35 kPa). The values 
given can therefore be taken as the pressure immediately upstream of the valve at the point of 
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Figure 2, Diagrammatic Arrangement 

Jet 

• 

valve opening. Mass flow is approximately linear with pressure and is 0.~11 kg sec-1 per 100 kPa. 

General Character of Pulsed Jet Noise 

Typical spectra for the pulsed jet are shown in Figure 4 and a spectrum for a steady jet 
(simulator not rotating) is included also. The noise produced by the pulsed jet shows two 
distinctive characteristics. At low frequencies the noise is composed of discrete tone~ at the 
pulse frequency and its harmonics, up to about the tenth. At high frequencies (2000 to 20000 Hz) 
there is broad-band noise similar to that of a steady jet. The low frequency components 
(fundamental and second order) and the high frequency noise have approximately equal sound 
pressure levels but on A scale weighting the high frequency noise is more significant. 

The upstream pipe configuration (silencer or straight pipe) had almost no effect on overall, 
100Hz, 200Hz and high frequency level (Table I and Figure 4). The pressure waveform at valve 
inlet, however, was changed markedly due to reflections -of the pulses caused by valve opening and 
~losing. With the silencer fitted, pressure osc~llations in the frequency range 300 - 800 Hz 
occurred (Figure 3(b)) and sound levels in this range were affected. There is some evidence of 
correlation between pressure waveform components and SPL components. 

PRESSURE 

_L_ 
100 kPa 

T 

L Lo1sec_j 

PRESSURE L J L 0-1sec 

TIME 

(a) 
Figure 3. 

TIME 

Pressure Traces. (410 kPa) 

(a) Without sile.ncer. 
(b) With silencer. 
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Figure 4. Typical Spectra 

(a) upstream silencer fitted, supply pressure 210 kPa 
· (b) upstream silencer fitted, supply pressure 420 kPa 
(c) straight pipe fitted, fiUpply pressure 420 kPa 
Cd) steady iet (rotar stationery) supply pressure 315 kPa. 



TABLE I MEASURED SOUND PRESSURE LEVELS 

In dB re 20 ~N m-2 
Measuring position E3, Figure 6. 1.6 m from exit, 28° to jet axis 
Background 55 dB Linear (valve running, no air flow) 

{a) With silencer upstream 
{b) Without silencer (equal length of straight pipe) 

Air 
SPL 

Supply Linear Narrow Band Only (6%) 
Pressure 

kPa 100 Hz 200 Hz 300 Hz 
(a) (b) (a) (b) (a) (b) (a) (b) 

35 95 91 80 79 86 82 79 69 

69 100 98 84 83 92 88 84 70 

104 104 101 88 87 95 92 87 72 

138 107 104 90 89 97 94 89 73 

172 109 106 92 91 100 97 90 75 

207 111 108 94 93 101 98 ' 92 77 

242 112 110 95 94 102 100 93 81 

276 112 112 97 95 103 101 95 83 

310 115 114 98 97 lOS 103 96 87 

345 116 115 99 98 105 104 97 88 

380 117 116 100 100 106 105 99 90 

414 118 117 101 102 108 106 100 90 

Effect of Supply Pressure 

Variation in SPL with air supply pressure is shown in Figure 5. The overall level falls with 
decreasing pressure, following a straight line relation down to about 125 kPa. This pressure 
corresponds to a pressure ration ambient/supply 9f 0.45, which is approaching the critical 
pressure ratio. Figure 5 also shows the variation of low frequency components (100, 200 and 
300 Hz) with pressure. Again an approximate straight line relation exists down to 125 kPa but 
the behaviour becomes more irregular with the higher harmonics. The broad-band noise shows much 
the .same spectral shape for all supply pressures and a "representative" level was assessed by eye 
for the range 3000 to 10000 kHz. The variation with pressure (Figure 5) was similar to that of 
the low frequency components. Hence all significant noise components show a trend of 3 dB 
reduction for 75 kPa reduction in supply pressure down to 125 kPa. 

Directivity Patterns 

The distribution of overall SPL around the jet was determined for th~ 12 supply pressures. 
For one supply pressure (310 kPa) spectra were taken at all measuring positions and the 
distribution determined for all frequency components. 

The overall SPL directivity patterns for the various supply pressures are shown in Figure 6. 
At low pressures radiation is essentially spherical, a monopole source characteristic. As supply 
pressure is increased there is a gradual change to a lobed pattern typical of steady jet noise. 
Directivity patterns for the various frequency components at supply pressure 310 kPa are given in 
Figure 7. At low frequencies radiation is spherical gradually changing to the lobed shape as 
frequency is increased. Thus, at low supply pressures and low frequencies the pulsed jet acts as 
a simple source. At high supply pressures and high frequencies the directivity behaviour is 
similar to that of steady jet noise. 

CONCLUSION 

The noise produced by a pulsed jet is composed of high frequency broad-band noise and low 
frequency discrete tones at the pulse frequency and its harmonics. Measured sound pressure 
levels of the broad-band noise and the low harmonics are approximately equal. The high frequency 
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is therefore more significant on an A-scale weighted basis. 
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Figure 5. Effect of Air SUffll Pressure. 
With silencer upstream except as shown. 
Full lines are at 3 dB per 75 kPa. 

All sound levels - overall, low frequency and high frequency - are dependent on supply 
pressure. OVer the pressure range 125 to 400 kPa, sound level decreases about 3 dB for a 75 kPa 
reduction of supply pressure. Directivity patterns show point source behaviour for low 
frequency tones and low supply pressures, gradually changing to a lobed pattem & high 
frequencies and pressures. 

To minimise noise production from a pulsed jet the lowest possible pressure at point of 
exhaust is required. Further reduction would require attenuation of high frequencies first and 
then the fundamental and low order pulse frequencies. 
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SUMMARY 

Using the technique of digital cross-spectral analysis and the fast Fourier 
transform, measurements of both the covariance and correlation coefficient inside 
circular subsonic jets have been obtained. Detailed comparison shows the effect 
of varying turbulence intensity and the interference of the upstfeam hot wire 
wake on the correlation coefficient. Thus, it indicates the advantage in obtain­
ing the covariance. 

The highly correlated field indicated by the covariance measurements 
substantiates the work reported by the author and other workers. The field bore 
some relationship to the noise sources within the noise producing region of the 
jet. 

INTRODUCTION 

In understanding the statistical properties of the velocity of pressure fluctuations of 
subsonic jet, correlation technique is important. The velocity correlation coefficient 
measurements in the mixing region (1, 2, 3) and in the potential cone (4, 5) were aiming at this 
goal. The longitudinal cross correlation coefficients obtained inside the mixing region (2, 3) 
establish the non-frozen pattern of turbulence in the mixing region. These measurements further 
yield the fact that the eddies inside the high turbulent region are convecting downstream. This 
velocity of convection of the eddies varies with positions and not necessarily be the same as 
the local mean velocity. The above authors also observed that different frequency components 
convect downstream at different velocities. The radial and longitudinal cross correlation 
measurements inside the potential cone (4, 5) indicate a highly correlated field inside the 
cone. This field is found to be related to the noise source in the mixing region. Further 
indication from the correlation measurements suggests that the noise sources may be due to 
vortices which are situated in the mixing region. The exact location of the vortices has not 
been determined. 

Nearly all the correlation measurements presented by different workers were correlation 
coefficients. In the mixing region, the turbulence intensity level was nearly constant with 
spatial distance in the axial position. In this respect, the longitudinal correlation 
coefficient was almost equivalent to the covariance or the actual relationship between the 
signals investigated. However, for the radial correlation coefficient, the equivalence was not 
true because of . the large radial variation in the turbulence intensity. 

In the potential cone, though the mean velocity is uniform, the fluctuating components vary 
with the axial and radial positions. By the same argument equivalence between the coefficient 
and covariance is also not necessarily true. Thus, it is highly desirable to consider the 
covariance for exact information. 

The other factor which may affect the interpretati~n of the cpefficient is the effect of 
upstream hot wire wake on the downstream wire (6). The higher turbulence intensity sensed by 
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the downstream wire can even /be recorded .at 9 x 103 wire diameter downstream. Using a wire 
diameter of 5 um, the distance involved can be as high as 4. 5 em. This effect is more severe 
when the local turbulence intensity is low in compared with the wake intensity, such as in the 
potential cone. In the mixing region the local intensity is high, the wake effect may not be 
noticeable. In this respect the consideration of covariance may eliminate the uncertainty due 
to this effect. 

With the above limitations in mind, attempts were made by the author in obtaining the 
covariance inside the potential cone (7). Unfortunately, the available analogue correlators, 
using analog stores, were not suitable in determining accurately a small correlat~d signal 
within a large masking or uncorrelated signal. It is due to the fact that the correlator has 
a maximum limit in its input and the small correlated output signal, was in the range of the 
electronic noise and the drift of the correlator. Accurate results could not be obtained. 

With the advent of the fast and efficient digital computer calculation of two-point corre­
lations (8, 9) the present study of the correlation covariance technique is feasible. The 
study was undertaken to determine the correlation covariance or function inside the jet. 
Direct comparison between the covariance and coefficient was attempted to establish the import­
ance of the covariance measurements. From the covariance measurements, establiShment of a 
regular field inside the potential cone and the mixing region was attempted. 

DEFINITION 

The cross covariance involves the correlation of signals from two spatially separated 
positions . One signal is delayed by a timeT. If u1 (r,t) denotes the signal received at one 
position at time t and u2(r + ~r,t + T) denotes the signal received at another position 
distance ~r from the first and at timet + T, their cross covariance, Cr;• may be defined as 

(1) 

The cross eorrelation coefficient is the normalised covariance and may be defined as 

lim 1 JT . __ u..:l::..(:...r...:;:...t...:.)_u2:..:..( r_+......::~_r..:..; t_+_•..:.>~. __ _ 
~ T dt , 

0 (u12(r;t))i (u22(r + ~r;t + ;))i 

(2) 

where the over-bar indicates averaging over a period of time sufficiently long to obtain 
stationary values. 

For the axial components of the signals of two hot wires separated in the axial direction, 
that is, ux(o,o,o;t) and ux(~,o,o;t + T), Cx; and Rx; represent the longitudinal cross 
covariance and coefficient respectively. For the axial components separated in the radial 
direction, that is, ux(o,o,o;t) and ux(o, ~y,o;t ~ ;), Cy; and Ry; represent the radial cross 
covariance and coefficient respectively. It has tp be remembered that the coefficient is 
obtained by dividing the covariance by the two r.m\. s. values of the two hot wire signals. 

From the definition, although a cross correlation coefficient of unity is usually taken to 
mean perfect correlation between the two signals c~nsidered, and zero is usually taken to mean 
imperfect correlation, the coefficient does not necessarily given a true picture of the degree 
of correlation between the signals. By referring ~o the definition of th~ . coefficient, if the 
two signals give a constant covariance for differe~t separations, the normalised value of the 
coefficient does not necessarily yield a constant value for the covariance, because it depends 

upon the value of (ux2(r;t))i and (ux2(r + ~r;t + ;))t. The value of (ux2(r;'t))i is fiXed as 

the , reference value at a particular position, but the value of (ux2(r + ~r;t + T))i may vary, 

depending on the position of the moving wire. If (nx2(r + ~r;t + ;))t increases, even with 
constant covariance, the coefficient will not have a constant value for different separations. 
This effect definitely shows up when there is a small correlating signal in a large masking 
signal. Thus, interpretation of the correlation measurements can be dif~icult. 
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COMPUTATION METHOD 

With the development of the fast Fourier transform it is more efficient to estimate the 
cross spectra and then fast Fourier retransform to give the correlation functions. Since the 
estimation of the cross spectra and the correlation function are standard programmes in the 
Institute of Sound and Vibration Research, Southampton, a brief outline of the equations 
envolved is described. Briefly, the discrete Fourier transforms of two discrete time series 
with unit time spacing and of K sets, xk(j), Yk(j) are Xk(f) and Yk(f) respectively, i.e., 

(j) .(-i21Tfj) 
xk exp N 

Yk( f) 1 N;l ( j) ( -i21Tf,j) = N ~., Yk exp N 
j=O 

where j=O, 1, 2 ••. , N-1 and k = 0, 1, 2 .•. K-1. Both equations are for the frequencies f = 
0, 1, 2 .•. , N-1. As Xk(f) and Yk(f) are complex, they can be written in the form 

Xk(f) = Xkr(f) + i xki(f) 

Yk(f) = Ykr(f) + i yki(f) 

Then the estimate of cross-power spectrum is 

N K-1 
Gxy(f) K E xk(f) Yk*(f). 

k=O 

.where the * denotes the complex conjugate. 

The retransform into the correlation function is based on the following (9) : 

J
CIO 

=1. 
2 0 

i 
[Gxy(f) + Gyx(f)] cos 21TfTdf + 2 

EXPERIMENTAL ARRANGEMENT 

f
oo 

[Gxy(f) - Gyx(f)] sin 21TfTdf. 
0 

The experiments were carried out within a 5 em diameter jet. The nozzle which generated 
the jet, has an area contraction ratio of 9:1. There was a Burgess type silencer after the 
gate valve and the settling chamber was the core of silencer. The Reynolds number was above a 
value of 105. The mean exit velocity was 70 m/s. 

The hot wire. anemometer used was a constant temperature type with linearised out:Qut (7). 
The wire itself, having an operating resistance of 15 ohms, had a diameter of 5 x lo-9 m and 
a length of 2 mm. At the end of the wire were the copper plated portions, which had a diameter 
of 0.025 mm. The distance between the two supports of the wire was 4 mm. 

The analysis of the data was carried out on the I.S.V.R. myriad computer in Southampton. 
A total of 20,000 samples from each of the two hot wires were acquired simultaneously by an 
analogue-digital converters at a rate of 20,000 samples/second/channel. After passing through 
identical high-pass and low-pass filters set to 20 Hz and 10 KHz, they were recorded on-line 
on the magnetic discs for later processing. This on-line recording into the computer 
eliminated the inherent error of the magnetic tape recorder. Before the transformation the 
two signals were deliberately multiplied by a factor of 10 such that the correlated parts of 
the signals were well above the noise of the computer. The two digitised files were divided 
into segments, Fourier analysed and ensemble averaged to give the two power spectra and the 
cross spectra. The spectra were smoothed using a Barlett filter. The frequency resolution 
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vas of 78.125 Hz and approximately 620 statistical degrees of freedom • . The spectra were then 
fast Fourier transform to give the cross correlation covariance. The actual t~e for the 
analysis and plotting took about 10 min. 

RESULTS 

The boundaries of the potential cone, the mixing region and the entrainment region are 
shown in Fig. 1. The inner boundary with the cone, where the uniform nozzle exit mean 
velocity, 00 , exists, is defined by the mean velocity ratio U/00 = 0.999. 

The turbulence intensity inside the Jet is shown in Fig. 2. It is plotted with the non­

dimensional radial distance, n = Y - D/2 , where D is the diameter of the nozzle. Within the . X 
potential cone the intensity varies with both the axial and radial direction, but less than 3% 
of the mean exit velocity. The variation in intensity is fairly gentle. In the mixing region 
the turbulence is higher, vi th a maximmn of about 14%. However, at the radial position of 
maxtmum intensity y/D = 0.5 the level is more or less constant with axial position. Instead 
ot constant level the radial variation of intensity is very high, from 3% to 14%. 

Effect of the variation of turbulence level on the maximum longitudinal cross correlati~n 
coefficients, (Rx~>max, is shown on Fig. 3. The fixed wire was situated at x/D c 2, y/D • 0.2. 
The definition of coefficient used here is the quotient of the maximum cross covariance and the 
standard deviations of the two signals. Depending on the non-zero mean value of the fluctuating 
components, it is not necessarily equal to the usual definition of coefficient shown in Section 
2 (10). The longitudinal cross correlation coefficient curve shown on Fig; 3 decreases as the 
increase in the turbulence intensity level. .This coefficient curve gives q~ite a different 
picture from the curve of the maximum cross correlation covariance, ( Cx~ >max, · which is also 
shown. Instead of constant decrease from !u./D '= 0 .1 the maximum cross covariance ( CxT >max • 
increases with axial separation of the two wires. It reaches the highest value at a separation 
ot Ax/D = 1 and then decreases only slightly. According to the coefficients, the peak is 
definitely not shown. Even up to the separation of lu./D = 2.7, that is, the downstream wire 
vas at x/D = 4. 7, and y/D = 0.2, the maximum cross covariance is only marginally lover than 
the values at smaller separations. This indicates the unreliability of the coefficie~t 
measurements and suggests near perfect correlation even at such a large separation. 

Entrainment region 

y/D 

Potential cone L 
X 

0 1 

8 Maximum longitudinal cross covariance 
Figure represents value of maximum covariance 

Fig. 1 Profile of Subsonic Circular Jet 
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Effect of the upstream hot wire wake on the longitudinal cross correlation coefficient 
can also be seen on Fig. 3. Depending on the position of the downstream wire with respect to 
the upstream .wire, the intensity measured by the former can vary. This effect of the wake is 
clearly shown at the axial separation of x/D = 0.1. Because of this, the correlation coeffic­
ient has a very low value of 0.66, while the covariance is only very marginally lower than the 
values at other separations. 

Better example' in showing the effect of spatial variation in intensity level on the 
coeff,icient can be found in the radial cross correlation measurements of the axial velocity 
components {Fig~ 4). Because of the larger variation in the radial direction, the extent on 
the coefficient is much more severe. From the maximum radial cross covariance curve, extreme­
ly good correlation exists even when the separation is Ay/D = 0.35. From the coefficient 
results the degree of correlation is negligible at the same separation. 

Similar to the longitudinal cross correlation coefficient measurements, the coefficient 
results sbown.on Fig. 4 do not indicate clearly the peak at the separation Ay/D = 0.25. The 
significance of this peak will be discussed later • 

.. The above evidence clearly indicates the difficulty in interpretating the coefficient 
results and emphasise the fact that covariance is the necessary information for correct inter­
pretation~ Without this precaution a completely different picture may be obtained. 
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LONGITUDINAL CROSS CORRELATION COVARIANCE 

The maximum longitudinal correlation covariances, (CXT)max' obtained inside the potential 
cone and mixing region are shown in Fig. 5. The fixed wire was situated at x/D ; 2 and 
different y/D and the moving wire was situated with a radial separation of ~y/D = 0 and 
different axial separations ~/D. Fig. 5 is presented in logarithmic form because of the large 
covariance obtained over small separations inside the mixing region. From the results the 
covariance can be separated into two distinct regions. The first region is the ones obtained 
inside or very near the potential cone (y/D ~ 0~3) and the second is the ones obtained within 
the mixing region (0.4 ~ y/D ~ 0.7). Over the whole potential cone, constant maximum covar­
iance is more or less achieved. In addition, the highest maximum covariance occurs when the 
wires were at the radial position of y/D = 0.2. 

In the first region, y/D ~ 0.3, more or less constant maximum covariance is achieved. 
This constancy occurs not only when the moving wire was in the potential cone, also when it was 
in the mixing region. This means that a highly correlated field exists; in the potential cone 
and part of the mixing region which is adjacent to it. 

Closer look at the three covariance curves within and at the boundary of the boundary cone 
show peaks on the curves. For y /D = 0, the peak is roughly at ~/D = 2. 0; y/D = 0.1, at !J.x/D ·:t= 
1.2; y/D = 0.2, at ~x/D = 0.8; and y/D = 0.3, at ~x/D = 0.3. The signilicance of the peaks 
will be discussed later. 

In the second region, 0.4 ~ y/D ~ 0.7, in the mixing region, the maximum cross covariance 
decreases very rapidly with axial separation. However, the high correlation at small separa­
tions is due to the characteristics of eddies (11, 12). At larger separation, where the 
correlation of the velocity fluctuations of the eddies is not dominant, the levels of the 
maximum cross correlation covariance, (CxT)max' are of the same value as the ones observed 
inside the potential cone. The separation at which this occurs is at ~/D = 1.2. This means 
that the same field is responsible for the good correlation inside the jet, except at y/D ~ 
0.7. 
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RADIAL CROSS CORRELATION COVARIANCE 

The maximum radial cross correlation covariance, (CyT)max, of two single wires are shown 
on Fig. 6. The fixed wire was situated at x/D = 2, y/D = 0 and the moving wire was at 
different axial and radial positions. There are peaks on the covariance curves when the wire 
was at different axial separations. The best correlation occurs when the moving wire was at 
x/D = 3, y/D = 0.25, the.n at x/D = 3.5, y/D = 0.2 and x/D = 2.5, y/D ~ 0.25. The correlation 
at x/D = 2 is not as good as the last three positions which are further downstream. Generally, 
Fig. 6 shows good correlation inside the potential cone and the part of mixing region which is 
near the cone (y/D ~ 0.5) and not much correlation for y/D ~ 0.5. 

By replotting the curves on Fig. 6, the contours of the maximum radial cross correlation 
covariance are shown on Fig. 1. It has to be remembered that the fixed wire was situated at 
x/D = 2, y/D = 0 and Fig. 1 shows the correlation of the fluctuations at different positions 
with respect to this fixed wire. The picture shown on Fig. 1 is extremely interesting. The 
shapes of the equi-contour lines look like an ellipse and the highest level of covariance 
occurs between 2.5' x/D ' 3.5. The major axis of the ellipse is roughly along the constant 
n line instead of along constant y/D line. 

The peaks of the longitudinal cross correlation covariance curves from Fig. 5 are also 
shown on Fig. 1. Although the peak covariance levels do not exactly agree with the levels 
obtained by the radial covariance measurements, they roughly fall into the contours shown. 
The reason for the difference in levels and positions may be due to the difference in the 
correlation method. As has been pointed out, the longitudinal measurements were obtained with 
the fixed wire at x/D = 2 and different y/D, while the radial ones with the fixed wire at one 
particular position, x/D = 2, y/D = 0. 
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The region of highest degree of correlation occurs between the axial positions, 2.5 ~ 
x/D ~ 3.5 and it is nearer to the bound~y of the cone than to the highest turbulence region, 
n = 0. This suggests that as far as the axial velocity fluctuations is concerned, the field 
imposed in the potential cone is due to sources in the mixing region. These sources m~ not 
be at the highest turbulent region nor the highest shear region, n = 0 (12), but near the 
inner boundary, around n = -0.087. Further, they tend to convect downstream along the constant 
n line or along the line of constant mean velocity. 

From the convection velocity measurements (4, 7), the convection velocity at n = -0.087 
is 0.77 of the nozzle exit velocity. At the axis, the convection velocity obtained is only 
0.64 of the exit velocity. This means that the sources travel at a faster velocity than the 
field induced in the potential cone. It may be due to this higher convection velocity at the 
sources that the peak of the maximum covariances is situated at the axial position of 2.5 ~ 
x/D ~ 3.5 while the fixed wire was at x/D = 2. 

The reason for this higher convection velocity of the sources is not known. As far as 
the mean velocity is concerned, the local mean velocity at the radial position 11 = -0.087 is 
very nearly the same as the nozzle exit velocity, ~0 • It thus seems that the mean velocity is 
not responsible for the difference in the convection velocity. 

The further complicdtion is the method in obtaining the convection velocity. Usually, 
the convection velocities were obtained along constant y/D lines but not along constant n lines. 
In this respect, the velocity thus obtained may not represent the truelconvection velocity of 
the vortice which seems to convect along the constant n lines. 

The above contours yield the approximate position of the sources. It is because the 
effects of the local mean velocity on the convection velocity of the sources, and on the. 
propagation of the field into the cone are not yet known. With the understanding of the 
above effects and coupled with more contour maps with the fixed wire at different positions, 
the exact location of the sources may be found. However, the usefulness of the above mapping 
of the covariance in the determination of sources can never be doubted. 

CONCLUSION 

In this paper the correlation techntque in subsonic jet has been discussed in details. 
Due to the variation of intensity with spatial separation the coefficient is not the desirable 
factor in the understanding of the field. Further, the effect of hot wire wake may also 
affect the values of coefficient obtained .. . Detailed comparison between the coefficient and 
covariance has shown the misleading information the coefficient may supply in these fields of 
varying intensity. 

The covariance measurements, obtained by the digital technique, have shown the significance 
of the covariance in the proper interpretation of the field inside the jet. It has found that 
the highly correlated field inside the potential cone has its origin in the mixing region. 
The estimation of the position of the sources is in the part of the mixing region which is 
nearer to the potential cone, but not at the highest turbulent region and shear region. 
Though more information is required before the exact location can be found, the above technique 
offers an useful tool in this respect. 
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SUMMARY - Noise levels in working hydraulic control systems are often high 
enough to be uncomfortable, and, in the future, possibly illegal. 
The reasons for noise development, the sources of noise, and the 
remedial actions taken to reduce noise, are reviewed and presented in 
a consolidated form derived from many listed references~ 

' Suppression of high noise levels in a 1000 ton double acting hydrau-
lic drawing press is described. The problem was quite severe, 
involving a commissioned 250 HP 3000 psi hydraulic system, whose main 
pressure generator is a seven piston axial pump. The main noise 
generation sources were located. Several designs of acoustic filter 
were developed and tried before one was selected for installation in 
the reservoir of the press hydraulic system, which was integral with 
the press structure. Noise levels in the working press were reduced 
to -acceptable levels. 

1.. INTRODUCTION 

Hydraulic control systems operating in the pressure range 1000 - 5000 psi are increasingly 
being utilized in powered control situations. Aircraft controls, machine tool drives, industrial 
presses, and an ever increasing range of mobile lifting, digging, and materials handling equip­
ment are major fields of application. Modern hydraulic control system development has been led 
by aircraft requirements in which maximization of power to weight and power to volume ratios has 
been a critical influence. The result has been continuing trends towards increased working pres­
sure, increased pump drive speed, and increased oil flow velocity. 

Each of these trends increases the potential for increased noise generation by the working 
hydraulic system. In addition, the noise generated is likely to be increasingly offensive due to 
increasing frequencies. Many working hydraulic systems generate noise levels beyond what is 
today acceptable and even legal. Probably the intermittent nature of the use of hydraulic 
systems has kept such systems marginally acceptable. On the other hand, high-pressure high-speed 
hydraulic systems can be designed and operated with acceptable noise emission. This may involve 
component design, system design, and inclusion in the system of muffling devices. 

In the present paper, the origins of noise generation in hydraulic control systems is 
reviewed and presented in a consolidated form. In addition, a successful control of noise 
emission from a hydraulic press drive is outlined and discussed. 

2. NOISE GENERATION 

A hydraulic control system consists basically of : 

1. A positive displacement pump driven by a prime-mover (ele~tric motor, I.e. engine, air­
craft engine, etc.), which converts primary power to hydraulic power (pressu~e x flow­
rate of oil). The pump is normally driven at constant speed, but may be of variable 
stroke and hence displacement. 
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2. Valving to control pressure, flowrate, and flow direction. 

3. An actuator (linear power cylinder, or rotary hydraulic motor) which receives oil and 
provides linear or rotary motion to the load being controlled. 

4. The plumbing to interconnect these primary components. This includes piping and 
reservoir. 

5. Auxiliary devices such as filters (which are essential) and accumulators (which may be 
advisable) to optimize systems performance and life. 

Fig. 1 (modified from Ref. 1 ) shows a basic hydraulic control system with recognized zones 
of noise generation and transmission, with their relative ratings. Noise can be transmitted from 
a source in three basic ways : 

1. Airborne noise direct from the source; 

2. Structure borne transmission of vibration from the source to excite another source. 
Such transmission can be along any solid or liquid path. 

3. Fluid borne transmission due to pressure pulsations, turbulent flows, cavitation, etc. 

Table 1 shows detailed analyses of sources, causes, transmission paths, and common remedies 
of noise in hydraulic control systems. The Table is a consolidation of information available in 
the references noted, and is an attempt to categorize the noise problem. 

The pump is potentially the main noise generator. Whether it be gear, vane, or multiple­
piston type, the pump accepts oil at low pressure and injects it in discrete overlapping quanta 
at high frequency into a high pressure environment of restricted volume. The low compressibility 
of oil ensures that this operation induces a high frequency pressure fluctuation at the pump dis­
charge. A degree of cavitation is to be expected in the suction side of the pumping chamber as 
the viscous oil charge is drawn in in a very short period of time. Both of these pressure change 
effects are accompanied by noise which is transmitted directly, and also by the fluid, the 
supporting structure, and the plumbing, to other system components. 

3. NOISE REDUCTION 

It is readily appreciated from Table 1 and its references, and from consideration of phenom­
ena associated with the high-frequency large pressure drop fluctuating flows in working hydraulic 
systems, that noise generation in these systems is interactive and complex. However, reduction 
of local noise generation can be expected to reduce system noise emission. Designers of modern 
pumps minimize flow restrictions into the suction side to minimize cavitation; reservoirs are 
designed to allow de-aeration of the return oil before it is re-admitted to pump suction; reserv­
oirs are placed so that positive head is applied to pump suction; some pumps are supercharged by 
auxiliary pumps; pump discharge porting is designed to minimize pressure shock by rounding off 
the sharp-edged cusp-like pump pressure ripple. Frequency of pressure fluctuations at the pump 
can be reduced by using lower pump drive speeds. For many applications, the increase in system 
bulk resulting from a decision to run the pump at lower speed is of no practical consequence. 
There is also the possibility of utilizing the directional characteristic of noise emission, to 
ensure that generated noise is directed away from personell in the vicinity of the working system. 

Noise transmission of amplification sources. 

4 4 2 

6 6 2 : 4 5 

Noise generating sources . 

Fig.1 Sourc@S of Hydraulic Control System Noise. 
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TABLE 1 (contiooed over page> 

Pl!ENOHENON CAUSE DESCRIPTION POSSIBLE REKEDY 

1. PUMP 6 MOTORS 

1.1. Turbulence 
(Broadband 

noise) 

1.1.1. Aeration cauaed by Fluid in the reservoir "milky" or "frothy", however level Repair aourcea of leaks. Bleed the air froa hydraulic 1,10 
air being leaked into in the reservoir ia correct. aystem. Potential noiae reduction of 2 - 4 db. 
ayatem. 

1.1.2. Aeration caused by Fluid in the reservoir "milky" or "frothy". Level of 
hydraulic fluid leaking fluid in the reservoir is down. 
out of the ayatem (air 
leaking in). 

1.1.3. High air contents 
in the hydraulic fluid. 

1.1,4. Aeration in a 
ydraulic system equip­

ped with cooling system. 

As above. 

Leaking cooling coils causing water .to leak into hydraul 
system. The fluid will have "milky" or "frothy" appear­
ance. Clear fluid in the reservoir. after period of rest 
will indicate air leak (1.1.1., 1.1.2., 1.1.3,). 
Peraiatina milky appearance indicates water in hydraulic 
fluid. 

1.1.5. Hi&h flow velocity The flow pasaagea too small. 
through the passages. 

As above. Fill up reservoir to the correct level. Pot- 1,10,14 
ential noiae reduction 1 - 3 db. 

Maintain care when filling the ayatem. Uae hydraulic 
fluid with anti-foam additives. Potential noiae 
reduction of 2 - 4 db. 

Repair the leak. Drain the syatlllll and refill with n­
fluid. Bleed the linea. Potential noiae reduction 2 -
4 db. 

1,10,14 

1,14 

Manufacturer's reaponaibility. Flow velocity in delive 6,10,15 
linea < 4. S m/ aec. 

1.1.6, Flow disturbance. Internal aeometry of the pump. Flow irregularity caused Manufacturer's responsibility. 
by shape of passages · and sudden chana•• of flow direction 

7 ,10,13,15 

1,2.Cavitation 1.2.1. Low viscosity of 
(High frequency hydraulic fluid. 

Rattlina or clanking noise which disappears ahortly after Provide heatina to bring fluid to .proper vorkina teap. 1,2,3,6, 
start-up. "Frothy" appearance of fluid in the reservoir (50°C) or run the ayatem under no-load until above teap- 10;14,15 

nohe of up to 
20000 hz), 

indicates ayatem cavitation. erature 1a reached. Potential reduction of noiae 10 -
15 db. 

1.2.2. Restriction in the Rattling or clankina noise which appears durin& ayatem 
system. operation. Cavitation cauaed by restriction in ayatem 

i-ediately ahead of pump, manifested by erratic 
operation of actuators. 

1.2.3. Low fluid level in Rattlina or clankina noise. 
the reservoir. 

Check fluid level. Check hydraulic linea for foreian 1,6,14 
objects (raaa, toola etc.). Potential noiae reduction 
10 - 15 db. 

Clean the fluid, refill reservoir. Bleed the ayatea be- 1,14,16 
fore atart-up. Potential noise reduction 10 - lS db. 

1.2.4. Collapsina single 1. Single loud clank noise repeating at irregular inter- Tiahten all connection& on auction aide. Fill up 1,5,6,10 
air bubbles. vela. Caused by faulty design of auction line or leaking reservoir. Check poaition of auction line (muatba belov 

1. 2. 5. Entrained air. 

suction line. Hydraulic ail contains up to 8% of air fluid level at all times). Clean oil filter, bleed oil 
under normal conditions, which can be released aa single linea. Avoid air-boosted reservoir&. Potential noiae 
bubbles. reduction 4 - 8 db (peaks). 
2. Pump rotated backwards after stopping, causing release Install check valve on pump auction aide. 10 
of air from the oil on preaaure side. 

High frequency noise generated by hydraulic pump operat- -Return and auction linea to enter reservoir below lov- 4,5,6,11, 
ing under cavitation conditions. eat level of fluid in the reservoir. 14,15,16 

- The flow path fr• return to auction linea should be 
as long aa possible to · faacilitate dissipation of air 
bubbles. 

- Buffers ahould be inatalled betwem return and auction 
linea. 

- Proper design of auction line (bell-aoouth) and return 

line (diffuser) entries. 
Install bubble separator. 
Size of suction line to be maximum possible. 
Provide positive head on pump suction. 
Use adequate air ·breather openina. 

1.2.6. System operating Flow velocity, local static presoure fluid temperature, Avoid sudden changes in passage size. 6,14 
conditions. geometric confiauratian of the system, hydraulic oil 

specification. 
:;o~~0s~~~w!~:"' direction changes (use banda instead 

Flow velocity in auction linea < 1.5 a/aec. 
Flow velocity in return lines < 2.5 a/sec. 
Check direction of pump rotation. 

L.3.Hydraulic 1.3.1. High energy Sharp rise in system pressure caused by audden reveraal Equip actuators with cushioning devices. Use decelerat-
1hock. reversal. 

1.3.2. P1.1111pina action 
(piaton pumpa). 

1.3.3. Fluid hammer 
effect. 

af load. ing valvea or shock absorbers. 

Sudden preaeure rise when pumping chamber open to 
discharge line. 

Caused by rapid closing or opening valve or other flow­
controlling component. The occurence of fluid ha1111118r wil 
depend on fluid properties, aeration, and aystem operat­
ing characteristics. 

Change of pump valve plate timing (manufacturer's 
reaponsibili ty) • 

Modify the valve or flow-controllina component to have 
s110oth action within allowable time. 
Add capacitance to the system. 
Use dashpots. 
Use cam timed valves or pilot operated valvea. 
Match dyn&lllically components. 
Uae cushioned actuators or decelerating valvea. 

1.3.4. Sticking component. The hydraulic shack occurs when etickina part suddenly Clean the filter and offending component. 

1.4.Flov/ 1.4.1. Turbulence. 
preaaure ripple 
(fluidborne 

sound) 1.4.2. Diacontinuity of 
pumping action. 

overcomes constrict ina force. Check the hydraulic fluid r'ype (viscosity, denaity). 

See 1.1. 

Caused by discreet character of pumping action which is 
inherent in positive displacement pumps. 
The flow ripple 1a reaul t of: 
- High rate of pressure chana•· 
- Unaatiafactory flow passages. 
- Timing of valve plate (pia ton pumps). 
- Speed of rotation. 
-Operating pressure. 
- P~ina mechanism geometry. 
- Compressibility of fluid (air contents). 
- Hydraulic fluid temperature and viscosity. 
- Back flow from discharge port into pumping chamber 

(see 1.3. 2.). 
-Fill-up of pumping chambers durin& auction, 
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- Fluah system thoroughly. 
Possible noise reduction 10 - 20 db (peaks). 

- Insert flexible hose in sharp bend areas and at the 
pump. Possible noise reduction 2 - 3 db. 

- Uae odd number of pumpina elemenu. 
- Use damping materials in pump ~onatruction. 
- Select carefully system components, 
- Operate pump at recommended rotational speed (lower if 

practicable). Possible noise reduction of 7 - 12 db. 
- Do not exceed recommended pump pressure. 
-Use acoustic muffler& or desurgers. 
-Use proper viacosity fluid. 
- Bleed the system before start-up. 

2,16 

1,3,4,5,6, 
10 

1,2,3,6,7, 
10,11,14., 
13,14,111, 
17 



.4.3. Syata iaapedmce. Preaaure fluctuations caused by circuit resiatance to 
unsteady flow (flow ripple). The pressure fluctuation& 
will depend on dynamic characteristics of the load circu 

Reduce raaiatmce to flow by proper deaip of flow 
paaaagea. 
Analyse circuit co111ponenta dovnatr- froa the pu.p. 
possible noise reduction 5 - 8 db. 

• 4,4, Stmdina vavea. Caused by local reatrictions, reflectina pulaatin& flow • 
Capacitance (filter, accwoulator, enlaraed passase etc.) 
may increaae pulsations if situated close to pumps. 

Determine lengths of tubiD& auch that no atendiD& veva 10,12,15, 
can set at whole ranse of the ptap frequenc:iaa. 16 

1.5.Vibntion 1.5.1. Mechanical. 
(airborne aoun4 

Posaible causes of 111echanical vibrations are: -Use shaft couplinaa with rubber or plastic interfaciDa 
- Miaalisnment. ' Balance el. 1110tor and pump (manufacturer'• reapona-
- Dynalllic unbalance of el. 1110tor and pul!lp. ibility). 
-Type and condition of bearings. Check bearings. 
- Tran&l!liasion of vibrations from pul!lp-el. 1110tor aase1!lilly Possible reduction of 1 - 2 db. 
-Mechanical vibration& due to 1110ving parts (rotation, -Use rigid 1110unting plate and isolate fr0111 the rest of 

sliding etc.). the syste111. 
- Fluctuating shaft RPM. - Replace or repair worn or dama&ed c0111ponent1. 
-Type of pu111p 1110unting. -Reduce clearances. 
- Type of coupling. - Stiffen the co111ponenta. 
-Resonance of internal c0111ponenta. - I111prove quality of finbh. 
-Vibration of external component& (shafts, body covers - Uae 111aterial with dUipin& propertiee in PUIIP c:cmatruc:t 

etc.). ion. 
-Worn or damaged parts. 
-Faulty pump asae111bly (loose bolts etc.). 
- Exceuive clearances and low co111ponent stiffneaa 

(narrow band noise). 

1.5.2. Hydraulically 
induced vibrations. 

Pouibla cauaea of hydraulically induced vibrations are: 
- Exchanse of eneray between fluid and ita container. 

-Use resilient mounting. 2,3,6,8,10, 
- Isolate pu111p using flexible hosea. ll,l3,14,U 

1.6.0ther. 

Z. VALVES 

Z .1. Turbulenca 
(broadband 

noise) 

2.1.1. Aeration. 

2~1.2. Hi&h flow vdocit 
throush the paaaagaa. 

- Trans111iasion of fluid pulsation• to receivers 
(reservoir, filter, accu111Ulator etc.) carried along 
del.tvery lines. 

-Vibration of pumping elements (swash plate, gears, 
venes) due to fluctuatin& load. 

- Distortion of pump case (airborne aound). 
- Shaft torqne fluctuatin& due to interroal loadina . 

Pump noise level will depend &lao on 1118Xi1DUIII horse-power 
trana111it ted 1 and rotational speed. 
Increased horae-paver : 

SPL db • 17 log (hp ratio) 
Increased rotational speed: 

SPL db • 20 : 50 log (speed ratio) 

See 1. 1. 1. - 1.1. 4. 

See 1.1. S. liquid eddies and turbulent flow through 
valves passages causing valve chatter. High velocity of 
flow through valve passages may cause local cavitation 
(see 2.2.). Sound pressure levt'l proportional to 7 - 8 

; power of the flow velocity throuah the valve. 

2.1.3. Flow diaturbance. See 1.1.6. Transient noise cauaed by sudden switchina. 

- Use da111ping 11l&terial in pump conatruction. 
- Dillliniah structural reaponae to noiae enerc. 
- Use pressure deaurger or acoustic 111Uff1ara. 
- Use bigger capacity pu111p operatina at lower rotational 

speed. 

- Replace orifices with check valves. 
- Proper design of flow paaaagea. 
- Avoid sharp changes of shape, direction or eiza of 

fluid passages. 
- Avoid using unda111ped direct actina valvea (inherently 

unstable). 
- Slow down operation of the valva to avoid fluid hs-r 

effect (chokes). 
- Prevent unstable operation of valve by careful 

selection of circuit co111ponenta. 
-Reduce valve clearance&. 

- Control valve response tillle. 

2.2.CaviUtion 2.2 .1. Low viscosity of See l. 2 .1. Rattling or clanking noise disappearing after - Keep hydraulic fluid at correct te!lperature (50°C). 
(hi&h ·frequenc hydraulic: fluid. atart-up. 
noiaa of up to 
20000 hz) 2.2.2. Reatriction in th See 1.2.2. Rattling or clanking noiee which appears dur- - Clean the systn. 

ayatem. ing syste111. operation. -Clean the hydraulic filter. 
- Check the system for foreign objecte. 

2.2. 3. Pressure drop Pressure drop across valve seat causes local cavitation - Avoid using unda111ped direct acting valvae, 
acroas valve seat. The air bubbles can cause severe vibration of the movina 

part. 
- Reduce velocity of flow through the valve. 
-Avoid sudden chanaea in the ahape, direction or aize 

2.3.Hydreulic 2.3.1. Valva sticking. 
a hock 

2.3.2. Fluid hsaaer 
affect. 

2.3.3. Stmdina waves. 

2. 4. Vibrationa 2. 4 .1. Mechanical. 

of flow paasaaea. 

See 1.3.4. Hydraulic shock caused when sticking part -Clean the hydraulic filter and co111ponenta. 
suddenly overcomes constricting force (poaaible SPL peaks - Check the hydraulic fluid type. 
of 10 - 20 db). - Flush the system thorouah1y. 

See 1. 3.1. Caused by rapid closing or opening valve or - Slow down operation of valves by choking, or uaina 
other flow-controlling co111ponent. The occurance of fluid apools with throttling groovea. 
hammer will depend on fluid properties, aeration, and -Add capacitance to the ayst&ll to absorb the shock (or 
ayste111 operating characteristics. use desuraera, accu111Ulatora), 

See 1.4.4. 

Mechanical vibration 11l&Y be caused by: 
-Resonance of internal COlllpOnents. 
- Exce••ive wear. 
- Exc:eaaive clearances. 
-Low atiffnesa of the components. 
- Translllission of vibration fr0111 other aources (pul!lp, 

1110tor, reservoir etc.). 

- Time valve operation using came or pilot operation. 
- Use nested sprinaa, 

- Avoid lengths of tubing which will facilitate aattina 
of standing waves in the ayatem. 

- Stiffen valve c0111ponenta. 
- Isolate the valve fr0111 other components (flexible 

tubing). 
- Reduce clearances. 
-Provide dashpot or other form of internal dUipiftl, 
- Use manifold 1110unted valve.&. 

18 

10,12,15, 
16 

1,15 

2. 4. 2. Hydraulically 
induced vibrations. 

See 1. S. 2. Possible causes of hydraulically induced 
vibrations are: 

1. Use desurger or acoustic 111ufflers in p118p delivery 1,3,4,5,6, 
linea. 9,10,15,16 

1. Transmission of fluid pulsations fr0111 the pump. 
2. Distortion of valve bodies under pressure (airborne 

sound). 
3. Turbulent flow through valve body. 
4, Jet action. 
S; Cavitation (causing valve chatter). 
6. Resonance. 
7. Hydrodynamic oscillatory behaviour. 

239 

2. Stiffen valve c0111ponents, 
3. Avoid sudden changes in the shape, direction or size 

of fluid passages. 
4. Select correct size components. 
S. Avoid using undaaped direct actina valves. 
6. Slow down operation of valves. 
7. Place the pressure controlling valvea next to the 

pump. 
8. Reduce valve clearances. 
9. Change the angle of flow in the valve opanina. 
10. Reduce 1118&s of the 1110ving part , 



3. ACTUATORS 

3.l.Turbuhnc:e See 1.1.1. - 1.1.4. 

3.2.Cavitadon See 1.2.1. - 1.2.6. 

3.3.Bydraulic: 3.3.1. Hish enerSY 
ahoc:k reveraal. 

3.4.Vibrationa 

4. DELIVEllY 
LINES 

4.l.Turbulanc:e See 1.1.1. - 1.1.4. 

4.2.Cavitation See 1.2.1. - 1.2,6. 

See 1.3.1. -Use c:ushionins. 
-Use mechanical ehoc:k absorbers or daehpotl. 
- Bleed the ac:tuatora before start-up. 

-Caused by aeration of hydraulic fluid (erratic ac:tion -Use floatins seals. 
of the piston). -Use cushionins. 

-Side loadins on the piaton rod. -Avoid aide loadins on piaton rod. 
-Chatter of sealina elements. -Bleed air from the c:ircuit. 
- Tranlllllieaion of -c:hanic:al vibration& from other system - Use deceleration valvee. 

c:omponenta. -Do not operate actuator above rated capacity. 

Turbulence caused by hish velocity of fluid in hydraulic Select line eize8 to limit maximum flow velocity to 
linea. following values: 

Presence of restriction in the line. Flow noise 
SPL • 60 los V2/V1 (no cavitation) and SPL • 120 log V2/ 
v1 (cavitation). v1 , v2 - velocity of fluid before and 
through reetric:tion. 

suc:tion linea < 4.5 m/aec: 
return linea < 1.5 m/sec 
delivery lines < 2.5 m/aec: 

4.3.Bydraulic: See 1.3.3. Fluid h-r Cauaed by rapid opening or cloains valve. - Use desurger. 
-Use flexible hoses. 

ahoc:k affect. - Slow down valve operation. 

4.4.Vibrationa 4.4.1. Mec:hanic:al -Vibration tran11111itted from pump structure. 
vibrations tran11111itted - Vibration tran11111itted to reservoir. 
from other c:onponente. - Reaonanc:e. 

- TubinS hittins floor, panela etc. 

- Use flexible tubins. 
- Isolate hydraulic lines from other components uains 

resilient mountings. 

4.4.2. Hydraulic:ally 
induced vibrations. 

- Standins wavee in delivery linea. -Avoid lensth of tubing whic:h could c:ause atandins 
- Flow/pressure pulaatione transmitted from pump, waves (wave lensth ~ 22000/ f). 
- Sharp changes in flow direction. -Alter tran11111ission path. 
- Hish preuure drop (diameter of tubina too small). - Detune the receiver (reservoir, tank etc.). 
-Resonance caused by presence of reatrictions reflecting - Isolate uains flexible tubins. 

pulsetins flow. -Use desurgera, mufflers etc. 
- Use formed tube bends instead of 90° elbowa (bent 

radii > 5 times tube diameter) • 

• 
4.5.lluid borne 4.5.1. Fluid borne noise Noticable increaee in overall noise caused by thin, hot -Check hydraulic fluid temperature (50°C). 
noiaa tranamieaion. hydraulic fluid. - Increase reservoir capacity. 

-Add coolin& unit. 

5, SUCTION LINES 

5.l.Cavitation See 1.2.1. - 1.2.6. 

5.2.Vibration See 4.4. 

6. R.ESEllVOill 

6,i.Cavitation See 1.2. Cauaed by 
incorrect desip of 
reservoir. 

Loud knocking noise caused by: 
- Larse air bubbles in the auction line. 
-Pump motored backwards after being stopped.· 

6.2.Vibrat1ona 6,2.1. Amplification of Loud "thrumbins" noise caused by amplification of noise 
oi8a. tranemitted from other parte of the aystem. Large 

surface areas serve ae noise emitters. 

- Inetall check valve in auction line. 
- Use larse diameter suction line (fluid velocity < 1.5 

m/eec), 
- Use flexible tubins. 
- Return linea exits should be placed below loweat lavel 

of fluid in the reservoir, 
- Use large bell mouth entry to auction line. 
- Use bubble separator in reservoir. 
- Check fluid level in the reservoir. 
-Maintain correct fluid temperature. 
- Check pump rotation. 
- Check for vacuum leaks in suction line. 

Isolate pump/el. motor aeaembly, pipes etc:. from 
reservoir, Poaaible reduction of noise 2 - · 4 db. 
Eliminate unus!l'd areas while maintainins adequate 
strength, 
Use non-metalic parts at impact points • 

4,6 

1,10,14,18 

1,10,18 

1,4,5,6,10, 
15 

1,2,3,15 

1,2,3,6,10 , 
15,16 

1,3,6,10, 
14,15,16, 
18 

1,4,5,6,10 
14 

1,3,8 

• 2.2 . Trannieeion of 
•tbrationa. 

Loud machsnical noiee caused by excessive transmission .of Install heavier base plate for pu..,/el. 110tor assembly 1,3,6,10, 
vibration throuahout the system, Use quiet couplinsa and flexible hosea. Possible 15 

noise reduction 6 - 9 db. 
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ste,ady fluid flow can be reduced simply by reducin& _flow ve 
in the high speed flow over cont rol valve oii.fic::&.. Mic. 

valves · can be controlled by designing adequ·ate damping i.n 

. . 
. .l..~tl&t:~Qs and system structural characteristic$ which re•ult 

at.• of system design which can lead to noise _level COitJ.tlrOll\ 
a rigid. pipe can s~metimes suitably isolate a component from an 

· ~o1&ie control is the location of an acoustic muffler in the 
co'llBC)n suggestion, but there !Jlre few reported S\1Ccessful 

4 describes a successful muffler application to an industri~l 

attempt to reduce the noise levels of 
2. The press can operate in three modes 

with the cushion inoperative. 

fication of the hydraulic circuit, illustrating how the pres#l wor 
pumps are situated with the reservoir in the crawn of the press Fi 

system power units and their main par amet ers. The only · 
·elatively high speed of the main PUlllP (about 50% higher than 
practice, but still just inside the allowed maximum speed). 

Fig.2 

ovin! bolster 

Cushion bolster 
(inside . press base) 

1000 Ton Double Acting Hydraulic Press 

241 



1. Main Drive. BRUNINGHAUS PISTON PUMP, 740 CV-3000l·:_-_-_-_._-:-_-_-__ -_-_-_-__ -_-_,-Hr-draulic pow•rUftit 

-R3341, 7 pistons, variable displacement. 1 

Theoretical max. displacement 29.35 in 3/rev. 
Rotational speed: Nominal - 970 RPM · 

Maximum - 1500 RPM 
Delivery at max. RPM - 159 IGPM. 
Max. delivery with self suction - 103 IGPM_2 
Min. charge pressure - 45 lb.in 
Max, pressure at max. flow - 3000 lb.in2 

BROOK ELECTRIC MOTOR, 250 HP, 1440 RPM. 
2, Cushion Drive. HYDRECO GEAR PUMP, 1711C2AlA(L) 
Theoretical displacement 2,175 in 3L2ev. 
Max, operating pressure 3000 lb.in 
Delivery at 2940 RPM and 
Max. pressure • 23.5 IGPM 

2 . 

Max, rotational speed - 4000 RPM 
POPE ELECTRIC MOTOR, 50 HP, 2940 RPM. 
3. Servo Drive. IMO SCREW PUMP, ACG6-70-2-N2F L . 
Theoretical displacement - 18 in 3/rey2 Max. pressure - 224 lb.in 
Delivery at 2940 RPM 
and no pressure - 195 IGPM 
Max. rotational speed - 3000 RPM 
4. Auxiliary Drive. VICKERS PISTON PUMP, PVB5-LSY-ll-C-10, 
Pressure compensated. 
Max. ra,ted delivery 3. 3 IG~~ at 1440 RPM. 
Max. pressure - 3000 lb.in · 
Max. rotational speed - 3600 RPM, 
POPE ELECTRIC MOTOR, 20 HP, 1440 RPM. 
5. Main Pump Control, DOUBLE VANE PUMP, V2230-9-2-10C-20-
S214, 
9 IGPM - at 1440 RPM (large cartridge). 
2 IGPM - at 1440 RPM (small cartridge) • 
Maximum rated pressure 2000 lb.in2, 
Maximum rotational speed 1800 RPM. 

' 150 

{ 
·., 

~rKs ______________ _ 

jl_~--------~-----------------------------A 
40' 

Fig.3 Simplified hJdraulic circuit of Pr•. · 

Fig.4 Location of Press in workshop. 

The press was assembled for pre-delivery trials in a workshop of dimensions shown in Fig. 4, 
which also shows the location of the press in the shop. 

Unusually high noise levels were apparent when the press was operated. While a high level 
of noise during actual pressing is largely acceptable to operators as it is usually of short dur­
ation, the excessive noise during drawing was regarded as unacceptable. 

It was judged that a narrow band frequency analysis was required to determine dominant 
frequency components of the noise. A microphone was placed at ground level 35 ft in front of the 
press, and aimed at the crown, which contained the hydraulic power sources. It was found that 
this location was not critical, as the large and relatively empty galvanized iron workshop acted 
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as a reverberation chamber. Measurements were maae during lulls in surrounding activity, and 
background noise levels for this state were established to allow estimation of noise levels due 
solely to the press. 

Measurements were made with the ram pressing against the cushion. Ram pressing speeds of 
40, 46, and 52 in/min were investigated. Strokes were such that noise measurements could be made 
over time intervals of 50 - 75 seconds. 

Fig. 5 shows typical narrow band frequency characteristics. The most noticeable feature is 
the presence of sound level peaks near 180 hz. Thus, the main pump was isolated as the main con­
tributor to noise emission during ram manoeuvring. A lower but consistent peak occurred at 50 hz, 
and is attributable to the drive speed of the servo pump. 

The obvious cure to the problem was to replace the main pump with a larger, lower speed unit 
of similar power. A danger in increasing pump speed for economic reasons lies exposed. Because 
of expense and delivery delays, pump replacement was not viable. Inability to eliminate the main 
source of noise left only the option to suppress it by acoustic filtering, using a reactive 
filter (muffler). 

Using established principles,four types of mufflers were designed, built, and tested in the 
hydraulic system. They were located in the pump discharge line, adjacent to the pump. The 
effect of inserting the mufflers is shown on Fig. 5 and Table 2. The stand pipe unit required 
tuning of the pipe lengths by ear. As shown in Table 2, the press was noisier with this muffler. 
A narrow band analysis confirmed that main pump frequency noise was substantially reduced. How­
ever, the stand pipes themselves were vibrating and acting as noise sources. This could probably 
be eliminated by using heavier pipes, possibly with bracing. 

The single chamber unit was the most successful. It reduced SPL by between 3 and 8 db, de­
pending on ram speed, and resulted in the press operating at an acceptable level of noise. 

The double chamber unit was less successful than the single chamber unit. It was felt that 
interaction of the two chambers was not adequat.ely involved in the simple theory used for the 
design. 

The perforated tube unit gave contradictory results. The SPL readings show it to be the 
most effective. However it failed to eliminate a particularly offensive noise apparently due to 
one of the multiples of pump frequency. 

Fig. 6 shows approximate attenuation curves for the four mufflers. It confirms the general 
effectiveness of the single chamber unit, and, with its negative peaks, probably explains the 
contradiction in the effectiveness of the perforated tube unit. 

The physical chamber size of the muffler used was approximately 10 in internal dia. x 22 in 
long. Physical dimensions of all of the mufflers were limited by the size of the system 
reservoir, into which they, along with the pump, had to fit. 

5. DISCUSSION 

The muffler approach was certainly successful, in that it reduced operating noise levels of 
the press from an unacceptable to an acceptable value. However each muffler design wasa one­
shot affair. It is not claimed that the muffler adopted was an optimum of the single chamber 
form; nor that the effectiveness of each of the other three forms could not have been improved, 
perhaps dramatically, if time and experience could be utilized. 

The noise levels measured and given apply only to approximately 0.8 of maximum loading of 
the press. They jump higher when full load pressing is being performed. Under these conditions 
a maximum SPL reading of 102 db was obtained when no muffler was used, and 96 db when the single 
chamber unit was installed. The actual full load pressing time in the press cycle is small, and 
it appears that operators are conditioned to accept these short periods of excessive noise. 

The results given in the paper are representative of a much more substantial investigation 
carried out by Wilkins (Ref. 20). 

In the case discussed, noise became a severe problem because of the choice of a higher than 
normal pump drive speed for the particular pump used. The pump operates satisfactorily at the 
increased speed. However, its effectiveness as a noise generator is also increased. Pumps are 
usually the most expensive item in a hydraulic system. if a particular pump is run at an increas­
ed speed, it delivers similarly increased flow rate and power. It is interesting to ponder on 
the economic possibility of a smaller (and hence cheaper) pump running atwa high speed and comp­
lemented with a relatively cheap muffler compared with adoption of a slower, larger (and hence 
more expensive) pump operating without a muffler. 
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EXPECTED 
EFFECT on SYSTEM, db 

RAM SPEED, in/min 
TYPE SHAPE ATTENUATION 

40 46 52 

CHARACTERISTIC 
SPL lL SPL lL SPL lL 

No Muffler 86 88 94 

db 

Stand Pipe 87 -1 90 -2 93 1 

180 720 
hz -

db 

Single _j L 83 3 85 3 86 8 
Chamber L r 

1 I L 
db 

Double L I r 87 -2 89 -1 88 
Chamber 

6 

2700 
hz 

I db 

Perforated 'I • • • ~ • .. • 
Tube I I 82 4 86 2 87 7 

hz 

TABLE 2 
Mufflers and their Effects 
SPL - Sound Pressure Level, db 
IL - Insertion Loss, db 

The various means of reducing noise emission from hydraulic control systems are well 
documented. However, successful (or unsuccessful) applications of these techniques are not well 
docume~ted, and so confirmed experience is not widely available. The case studied in the present 
paper, while by no means optimized in its suppression of noise, shows that noise reduction by 
muffling is both practical and effective. 
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ON THE CORRELATION OF THE ACOUSTIC PRESSURE AND 
VELOCITY FIELD OF AN UNHEATED, PULSATING AIR JET 

K. Bremhorst 
Department of Mechanical Engineering 
University of Queensland 
St. Lucia, Queensland 

SUMMARY 

W. H. Harch 
Department of Mechanical Engineering 
University of Queensland 
St. Lucia, Queensland 

Broad-band cross-correlations between the acoustic pressure at a field point 
and the square of the instantaneous velocity at a point in the flow field of an 
unheated, pulsed jet were used in an attempt to locate regions of significant 
noise production. Results were found to be relatively insensitive to changes of 
position in the flow field. Spectral correlations were also measured. These 
reflect distinct features of the flow and are quite sensitive to changes of 
position in the flow field. The spectral results show the existence of a contri­
bution to the total noise at the pulsating frequency and some higher harmonics, 
as well as a significant broad-band contribution at higher frequencies. This is 
in agreement with observed sound pressure level readings near the jet but when 
carried further than in the present work, will yield the location of the source 
within the flow of the various frequency components. 

INTRODUCTION 

The noise emitted by pulsating sources such as exhausts from reciprocating or impact type 
air tools is being investigated in the Department of Mechanical Engineering at the University of 
Queensland. One method of investigation already described by Hooker et al (2) gives information 
concerning the spatial distribution of sound pressure level. The situation investigated consisted 
of a rotating valve which simulated exhausts from pneumatic tools such as rock drills. Results 
indicate that, although the exhaust is strongly pulsating, the noise perceived by the human ear is 
not predominantly a pulsating one but, instead, it sounds like a steady jet with a small pulsating 
contribution. 

Since sound emitted from the exhaust and the velocity field of the exhaust jet are intimately 
linked, a separate line of investigation was commenced. The objectives of this were to obtain 
information about the velocity field and the contribution to the acoustic pressure at a field 
point made by different regions of the jet using cross-correlations between the acoustic pressure 
at a field point and the velocity components in the jet - a method pioneered by Lee (3) in a 
steady jet. 

THEORETICAL CONSIDERATIONS 

For an unheated,turbulent air jet in which the viscous stresses are negligible compared with 
inertial stresses and in which molecular heat conduction is negligible, an approximate form of 
the instantaneous momentum equation which describes the acoustic pressure fluctuations generated 
by the flow can be written as 

1 

c 2 
0 

(1) 

where c 0 is the time average of the speed of sound,· p the ambient air density, and a repeated 
index implies summation. This equation follows from LigAthill (4). It is the classical .wave 
equation of the acoustic pressure, p(~,t), with a source distribution represented by the right 
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hand side of Eq.(l), the source strength per unit volume being p0 32(uiuj)/3xiaxj. 

The solution of Eq.(l) in an unbounded medium is given by the Kirchhoff retarded potential 
solution, 

(2) 

where I, denotes evaluation at the retarded time given by (T-T
0 

), -r
0 

being l~-,z:l/c 0 • 
0 

If the surface integral of uiuj vanishes at infinity, 1~-ll is much longer than a typical 

wavelength and lxl>>l~-ll then Eq.(2) may be rewritten in the form due to Proudman (5), 

p{~, t) (3) 

where ux is the component of the instantaneous velocity in the ~ direction, ~ being the 

position vector from the origin of the co-ordinate system to the point ~' where p(~,t) is 

measured (refer Fig. 1). 

If p(~'L't) denotes the acoustic pressure at x contributed by unit volume at .z: then 
from Eq.(3) it follows that, 

I'',:~, I, (4) 

0 

Using this result the contribution to the acoustic pressure at x from any unit volume at .z: 
in the jet can be found by cross-correlating the acoustic pressure at-x, p(x,t), as measured by 
a microphone, with the quantity on the right hand side of Eq.(4) for which ll; can be obtained 
with hot wire anemometers at y. Such correlations can also be performed on a spectral basis 
which would then yield the spectral contributions to the acoustic pressure made by different parts 
of the . jet. · 

Letting p 1 (~, t) denote the acoustic pressure measured at ~ with a microphone then, as 

shown by Lee (1971), Cp1p(~L,T 0 ) defined by Eq.(5) below is p
0
c

0 
times the acoustic intensity 

at x due to unit volume at L and if C 1 (x,L,T 0 ,f), defined by Eq.(6), is the spectral 
- pp-

contribution then its relation to C 1 (x,i,T ) is given by Eq.(7). 
p p- 0 

where 

C 1 (x,y,T
0

) pp--

denotes time averaging. 

C 1 (x,v,T ,f) 
p p- "'- 0 

C 1 (x,y,T ) = [ C 1 (x,y,T ,f )df pp-- 0 pp-- 0 

0 

I, (5) 

0 

(6) 

(7) 

The results of Eq.(5) could be applied directly but 'the doub~e time differentiation of the 
instantaneous velocity signal would make such an approach doubtful from the practical viewpoint 
because of the very large noise-to-signal ratio .which would result. It should be noted, however, 
that if the noise resulting from the double differentiation is uncorrelated with the turbulence 
and pressure signals, - a generally reasonable assumPtion - then the cross-correlations would be 
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unaffected although correlation coefficients (cross-correlations normalized on the r.m.s. values 
of p and p 1

) would be affected. 

The need to double differentiate the velocity signal can be avoided if the signals are 
statistically stationary. For this latter case, 

Intensity at x due to 
unit volume at l. 

1 

(8) 

(9) 

To find the contribution to acoustic intensity made by different parts of the jet then only 
requires cross-correlation of p 1 (~,t) and ux 2 and evaluation of the curvature of the result-

ant correlation curve at 'o· For qualitative results as desired in the present work, it is, 

therefore,sufficient to plot the correlation curves Cp 1u 2 (x,y,•) against , at various points 
X 

in the flow and by inspection compare the curvatures at the various points in the flow at 'o· 
rhis provides a very quick evaluation of the relative importance of different parts of the flow 
in the production of noise. 

Similarly, the practical aspects of obtaining spectral results can be improved significantly 
through use of the Fourier transform of Eq.(9). The result is shown by Eq.(lO) and the formal 
ietails are contained in Lee (J). 

where 

Intensity at x due to 
unit volume at l. 
associated with frequency f 

-lT 2 ( --- f C 1 2 x,y,, 0 ,f) 
31 I P u --c0 !. x 

(10) 

Using the result of Eq.(6) would require double differentiation followed by narrow-band fil­
teri~ which is quite feasible, but the result of Eq.(lO) avoids the need for such a procedure 
and requires the correlation of filtered pressure and velocity squared signals only, followed by 
a simple multiplication by frequency squared. 

The present investigation applied aspects of the above results to an unheated, pulsed jet. 

EXPERIMENTAL APPARATUS 

The Department did not have an anechoic chamber at the time of the present investigations, 
thus requiring all tests to be carried out in a laboratory. However, since time delayed cross­
correlations were used the effect of reflection on the end results is small. The pulsed jet was 
produced by a rotating ball valve which discharged to atmosphere through a 0.75 in (1.91 em) dia 
throat. The acoustic pressure was measured using a B&K type 4145 one inch diameter condenser 
microphone, placed at lxl = 6 ft (183 em) and 40° horizontally from the jet axis, valve rotation 
being in the vertical plane. The assumptions used to arrive at Eq.(J) are, therefore, not entire­
ly valid at frequencies below approx. 200 Hz but in view of the significant simplification per­
mitted by the result, no attempt was made to introduce appropriate corrections. 

Velocity measurements were made with a linearized, constant temperature hot wire anemometer. 
A single wire 5~ dia x 0.75 mm long of tungsten was placed normal to the flow direction, thus 
responding to the instantaneous velocity in the mean flow direction and was taken to be proport­
ional to u • 

X 

Practical details such as hot wire calibration, mass flow measurement, hot wire preparation 
and mounting, and hot wire probe design to minimize vibration are documented fully in Harch (1). 
Silencing of the air supply to the rotating valve was·not used. ,The effect on the cross-corre­
lations of noise generated by valves and fittings should, however, be negligible, provided that 
the flow is not affected by such acoustic disturbances. 
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Signal processing equipment consisted of special purpose wide-band amplifiers, a wide-band 
multiplier to form ux 2

, a 14 channel Hewlett-Packard FM tape recorder operated at 60 in/sec for 
record and playback, a Hewlett-Packard Model 3721A correlator, and two B&K type 2107 narrow-band 
analysers. 

EXPERIMENTAL RESULTS 

In view of the vast amount of time consuming signal processing required to obtain results 
outlined in the theoretical section, correlation measurements were limited to one x station and 
vertical diametral velocity traverses at 3, 5, 7 and 9 exit diameters from the valve outlet. 

Mean velocity measurements are shown in Fig. 2 which like the steady jet velocity profiles 
have the typical bell shape. The maxima of these are replotted in Fig. 3 and compared with the 
decay law for a steady jet. For the range of measurements the pulsed jet and steady jet trends 
are identical. 

Typical broad-band correlations are shown in Fig. 4 where Cp 1ux 2 (!_,b T) has been normalized 

using the r.m.s. value of ux2 at the centre line of the jet for the particular x
1
/D position 

and the r.m.s. of the acoustic pressure signal. Thus, the relative contribution to the acoustic 

intensity from different radial positions at a given x 1/D can still be obtained by inspection. 

Correlograms are shown for time delays up to 28 msec although only the shape at t=T 0 ~5.25 
msec is required. Unfortunately, the curvature at t=t 0 does not vary significantly with radial 
position and, therefore, indicates that broad-band correlations are insufficiently sensitive for 
firm conclusions to be drawn. A trend towards greater curvature as the edge of the jet is 1 

approached can, however, be seen for all x 1/D. It is also noteworthy that quite high correlation: 
coefficients exist at large T, but at the required retarded time of t

0
, values are in the range 1 

0 to ±0.2. The fact that correlation curves at diametrically opposed points are not identical is , 
an indication of the lack of axisymmetry in the jet - a result to be expected with the type of 
valve used, but not readily detectable from the velocity results of Fig. 2. The very high 
correlation coefficients at t>T 0 are attributed to reflections from surrounding equipment, walls 
ceiling and floor of the laboratory. 

A typical plot of Cp 1ux 2(x,y,t,f) is shown in Fig. 5 and as expected, the value of T at 

the peak of the cross-correlation curve corresponds closely with the time taken for an acoustic 
signal to be propagated at sonic velocity from ~ to _ !.· A plot such as Fig. 5 is required for 
each frequency of interest, at every radial position in the flow thus making it an extremely time 
consuming measurement. These data can then be combined as in Fig. 6 where the ordinate is 

f
2

Cp 1u 2 (!_,~,To,f) which from Eq.(lO) is directly proportional to the acoustic intensity at x 
X -

due to turbulence in unit volume at l.. a:t frequency f. 

Some uncertainty exists with these results because of the large spectral peaks at the pul­
sating frequency and the first few harmonics which could not be analysed accurately with the 
available analysis equipment. 

It is expected, however, that such components give rise to narrow spectral peaks as indicated 
by the dashed lines in Fig. 6 where the points between the discrete frequencies are actually 
measured values. 

The results of Fig. 6 show quite clearly that even close to the jet exit a significant con­
tribution to the intensity is made by the high frequency components which are spread over a broad 
band compared with the low frequency components which approach a pure tone. Although results 
were obtained only at x

1
/D = 3, it is reasonable to expect that the contribution of the high 

frequency, broad-band type of noise to the total noise will increase with x
1
/D. This is then in 

agreement with the qualitative observations outlined in the beginning of the paper. 

CONCLUSIONS 

The feasibility of measuring the contribution to jet noise made by different parts of the 
flow has been established. Broad-band measurements were found to lack sensitivity to changes of 
position in the flow but spectral measurements overcame this problem. The latter showed that 
even close to the jet exit, a significant high frequency, broad-band contribution to total noise 
exists. Application of the measurement technique to other flow situations is now possible. 
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A NEW CONCEPT FOR THE USE OF VISCO-ELASTIC MATERIALS 
IN THE DAMPING OF STRUCTURES 

Y. G. Jullien 
Centre de Recherches Physiques 
Marseilles, France 

SUMMARY -

1. INTRODUCTION 

Theoretical and experimental investigations have been performedon the 
damping of structures by viscoelastic layers. Total loss factor and 
the effect of the parameters in the constitutive law of the material 
have been determined. This paper investigates the optimum distribu­
tion of the viscoelastic material placed on the structure and yield­
ing maximum structural damping. The transverse motion of a 
heterogeneous beam (with and without damping) is given by the solution 
of the unidimensional problem formulation. The eigen values in the 
solution are given by a determinant 6(n,x) of 8th order, in accordance 
with the conditions at the boundary and junctions. The damped part x 
of the beam which produces maximum damping is given by b.'(n,x)=O, 
solved on the computer. Theoretical and experimental re~ults are 
compared. 

We know that vibrations of structures used in mechanical and civil engineering can reach amp­
litudes which generate noise and which become annoying to humans. By changing the geometry of the 
structure it is possible sometimes to reduce the vibration but in most cases this reduction is 
insufficient. For this reason the use of viscoelastic material layers in structures has assumed 
an important role during the last years. The methods used for the determination of the total loss 
factor of structures with viscoelastic layers are still uncertain, and the selection and op~imal 
placement within the structure of viscoelastic layers is a process which has been the subject of 
argument. For the case of simple viscoelastic layers, results have been given for bending mode 
vibrations by Lienard [1] and Oberst [2]. Oberst gave further optimized results specifically for 
amorphous high polymers [3]. These experimental results were found to be in good agreement with 
the previous theoretical work of Ruzicka [4]. Later, more accurate theoretical investigations 
have been reported, dealing with the problem of unsymmetrical three layer beams in transverse 
vibration: position of the neutral axis with constrained viscoelastic layers, distribution of 
shear stresses and vibration characteristics were studied for the purpose of maximizing damping. 
We shall mention here only the works of Kerwin [5] [6] and Di Taranto [7] [8] which represent fine 
contributions to the beam problem, and the study of Yu [9] [10] in the case of plates. By ·giving 
consideration to the boundary conditions, Mead and Markus [11] showed how the above results can be 
applied to practical cases. In a different context, Jullien [12] investigated the influence of a 
non linear constitutive law of viscoelastic material on the well known results of bending 
vibrations of composite beams. 

A survey of these studies shows that analytical spatial optimization has not been considered, 
however, empirical solutions to this important problem are given. For instance, we know that 
different waves in solid bodies are influenced differently by damping layers and if we are able to 
identify these waves, we can arrange, according to .the method of Heckl [13], viscoelastic materials 
so that the radiation of sound can efficiently be nrluced.Using'the same idea, it is possible to 
cover only a part of the structure by viscoelastic material when we want to reduce the bending 
vibrations of a girder which has a particular cross section; it is known that viscoelastic damping 
materials are necessary on the base and on the flange but not on the web of the girder. We see 
that, by intuitive arguments, we are able to solve some particular problems of distribution of the 
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damping material on the structure. But we do not have the solution to the following general 
problem of optimal distribution: given a vibrating structure, which domain is to be covered by 
viscoelastic material for maximum damping? Expressed mathematically, it is required to find a 
unique solution to a boundary value problem which is defined by different partial differential 
operators. These operators are determined by the characteristics of the domain under considera­
tion. In other words, the boundary and joint conditions must be compatible, whatever the form of 
the differential operators. Expressed in this general form, the problem is very difficult. For 
simplicity, therefore, only the bending mode vibrations of a one 4imensional beam system will be 
studied. 

2. STATEMENT OF THE PROBLEM 

Let us consider a beam (figure 1) simply supported at the ends, damped on a length (b-a) by a 
viscoelastic constrained layer. The variables of such a damped sandwich beam are: 

E1 Young's modulus, h1 thickness, I
1 

transverse moment of inertia of the elastic constra­
int layer. 

G complex shear modulus, h2 thickness of the medial viscoelastic damping material. 
E3 Young's modulus, h3 thickness, I3 transverse moment of inertia, 1 total length of the 

elastic layer of the beam,when 0< x <a and o< x <1. _ 

We know that the transverse motion W of the beam when the steady state is reached, is given . 
by a differential equation: 

L (W) - m w 2 
W = 0 (1) 

in which m is the mass per unit length and w = 2ITf angular velocity of the natural frequency f. 
L is a real fourth order differential operator when 0< x <a and b< x <1, but a complex sixth 
order linear differential operator when a< x <b. For reasons of compatibility of the real solu­
tions that we have to get finally to solve the physical problem,the eigenvalue equation 
for the damped part (b - a) of the beam becomes a numerical fourth order equation. This 
result has been given by Mead and Markus [14], who showed that it is in good agreement with 
Di Taranto [7], for beam ends simply supported. Then the general solution of the vibrating 
composite system contains eight independent constants of integration, which derive from the two 
fourth order eigen value equations corresponding to the damped and undamped parts of the beam. 
Eight joint and boundary conditions are necessary to get the general eigen value equation, which 
is expressed as an eighth order determinant. The coefficients of this determinant are expressed 
in terms of the characteristics of the three layer (two elastic and one viscoelastic) beam, and 
of the natural frequency. Let us write: 

F(n,a,b) = 0 (2) 

for the eigen value equation. The physica~ optimization problem becomes a variational problem, 
solved by: 

F~ dn + Fb db + F~ da = 0 (3) 

In the case where a = 0, the problem becomes easier, because n is maximum for Fb 
a is fixed, 

F' 
dn b 
db=- F 

n 

0, indeed if 

(4) 

is maximum for Fb = 0. It follows that solutions are to be found forb and n of equation (4). 
We see that the mathematical model, which we have chosen, leads without major difficulties to a 
variational equation giving the response to the following optimization problem: which are the 
abscissas a and b giving the maximum loss factor of a beam partially damped over a length (b-a)? 
The algebraic development will show that we get complicated expression for the function F; however 
there is no problem in getting numerical solutions to this function by computer. 

3. THEORETICAL DEVELOPMENT 

According to the figure 1, w
1

, w
2

, w
3

, are respectively the general transverse motion for 
0< X <a, a< X <b, b< X <1. 

3.1. Computation of w1: 0< x <a. 

In this case, we know that the differential operator is a fourth order linear one, namely: 
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in which 
2 

)...4 = mw 
1 E 3 I

3 
The two boundary conditions w

1 
(0) = W!(O)=O fora simply supported 

solution w1 for 0< x <a depends only on two constants A and B of 

w1 = A sh Al x + B sin Al x 

3.2. Computation of w2 = a< X <b. 

beam must be satisfied. 
integration: 

Thus the 

(6) 

In this case, we must consider the damped sandwich beam with three layers. Details of comp­
utation are given in the references [11] and [14], and we recall here only the principle of the 
method. If u 1 and u3 are respectively the longitudinal displacements of the mid-planes of the 
upper and lower elastic layers, and if u is the longitudinal displacement component of any point 
in the medial viscoelastic layer, geometrical considerations lead to a simple relation between h1 , 
h2 , h

3
, u, u 1 , u3 so that consistent with the assumption of zero longitudinal direct stress in tfie 

viscoelastic layer (which implies constant shear stress T across the thickness), we get: 

·- .· f{ , hl + h3) -oWz ul - u3 J 
,. - G l~ + 2hz -ox + h2 

(7) 

The total shear force S on the cross-section of the composite beam is composed of the shear forces 
of the top and bottom elastic face-plates and the shear force in the viscoelastic layer acting 
uniformly between the mid-planes of the face-plates. Considering the equilibrium of the longit­
udinal forces, we find an additional relationship between u1 and u2 and the general equation of 
equilibrium is: 

Gd(E
1

h 1 + E 3h 3 ) 

Elhl(Dl + D3) 

where n1 and n
3 

are the flexural elastic rigidities of the face-plates and 

hl + h3 
d - h2 + 2 

(8) 

is the distance between the mid-planes of the face-plates. Combining equation (8) and the 
relation for longitudinal force 

2 
a u3 

E3h3 ax2 =- T 

and using equation (7), we obtain the general equation of transverse motion w2 : 

6 4- 1 -o wz - M -o wz 1 [-o3s N -os 7 -ox 4 - Dl + D3 . 'OX3 - 'OX 

(9) 

and 

With harmonic excitation 

aZW 
as 2 + F eiwt 
ax = - m at2 

we can take for w2 (x,t) a separable form in X and t ~2(x,t) = W2(x)T(t)). We get one differen­
tial equation of second order in T, and, assuming that an identity exists between the problem 
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coeffi~ientR and those of the classical forced vibrations with 2lobal damping n, we may write: 
T + w2(1 + i'Tl) = D eiwt 

we get finally for w2 : 

6 4 2 
b w2 b w2 2 . m [ b w2 J 
~ - M --4 - w (1 + 111) D + D ---y - NW2 = 0 

bx bx 1 3 bX 
In the case of the vibrating beam, we must get a real solution for w2• 
imaginary parts of equation (10), we obtain two differential equations 
and the other of fourth order, Putting 

(10) 

If we separate real and 
for w

2
, one of sixth order, 

We derive two algebraic characteristic equations of different order. The compatibility conditions 
show that only the equation of lower order can apply, so that we retain: 

4 2 m [ 2 
- N'~ l..z- w D + D 11 )..2 - N'('Tl +~)1 = 0 

Where 

N'- G' 
- h2 

1 3 .. 

E1 hl + E3h3 

El E3hlh3 

(11) 

and the compl~x modulus G of the viscoelastic material having damping coefficient a is given by 
G • G' (1 + if3}. Equation (11) gives two solutions: 

2 
(t..2) 

(12) 

and the general solution w2 is, according to th~ linear differential equation of fourth order 
derived from equation (10): 

w2 = c1 cos )..2 X + c2 sin )..2 X + Dl ch)..' X + D2 sh l..z X 

2 

3.3. Computation of w3: b< x <1. 

(13) 

The boundary conditions for this part of the beam are w3 (1) = Wj(l) = 0, so that the general 
solution depends only on two constants of·integration, E ana F: 

(14) 

3.4. Boundary and Joint Conditions: 

Before considering general conditions, let us examine the particular case a • b, which gives 
w2 • 0. The additional four boundary conditions are: w1 (1) = W1(1) = w3 (0) = W)(O) • 0. We will 
find without difficulty that this means A= E = 0 and sli A1= 0 according to the well known eigen 
value equation of a simply supported bending beam. Writing the joint condition w1(a) • W1 (a)~ 
BsinA a = F sin A a, we get B • F. Thid argument shows that we can simplify the above results 
by taling E = A and F = B in the expression for w

3
, which gives six integrating constants A, B, c1 

C2' Dl' D2. 

The continuity equations may be written by inspection: transverse motion, bending moment and 
shear force must be the same on both sides of sections x = a and x = b. Thus: 

W2(b) = W3(b) ; MF, (b) = MF, (b) ; Sw (b) = Sw {b) 
w

2 
w

3 
2 3 

(15) 

The expressions of bending moment Mp and shear force are different for 0< x <a, b< x < tand 
a< x <b, and are given by: 

260 



(16) 

(17) 

(18) 

MF, (x) = EI WJ'(x) ; Sw (x) = - EI Wj"(x) (19) 
w3 3 

Equations (17) and (19) for the uncovered beam are the classical formulas derived from the basic 
laws ' of strength of materials. Equation (18) is obtained by application of the relation 

a~ 
s = Tx 

to equation (17). Equation (17) may be obtained in two different ways: either by integrating 
twice equation (9) and taking account of the relationship between w2 and w2, or by using the 
definition of the total bending moment, which is the sum of the bending moments 

of the face-plates and the bending moment in the medial viscoelastic layer M2 - /Td.dx. This 
can easily be shown from equation (7) and the relation 

2 
a u3 Gd aw2 

ax2 - Nu3 = - h2E3h3 ax 

We will get the same result by integrating (9). Equations (17) and (18) are not simple but they 
are linear in terms of the constants A,B,c

1
,c2 ,D

1
,D2 • If we write the six equations (15) using 

(16)(17)(18) and (19), we get six linear equafions in terms of the six constants for which the 
term of order zero is null. We know that the solution is indefinite only if the determinant of 
the coefficients of the constants is equal to zero which is in agreement with the basic theory of 
vibrations of elastic systems [15]. Writing the determinant for the six equations, we get the 
expression of the general eigen value equation of the system. 

3.5. Eigen Values. 

The determinant described above is: F 0, i.e. 

- sh A 1 a -sin A 1 a cos Az a sin Az a ch A'z a sh A'z a 

-shA 1 b+pchA 1 b - sin A 1 b + q cos A 1 b cos A2 b sin Az b ch A'z b sh A'z b 

- sh A1 a sin t... 1 a X cos Az a X sin Az a Y ch A'z a Y sh A'z a 
= 0 

- sh A 1 b + p ch Al b sin A 1 b - q cos A 1 b x cos Az b X sin Az b y ch A'z b y sh A'z b 

- ch A1 
+cos A 1 a -X sin Az a XcosA 2 a Y sh A'z a Y ch A'z a 

- ch A 1 b + p sh t... 1 b cos A 1 b + q sin A 1 b -X sin Az b XcosA 2 b y sh A'z b y ch A'z b 

where p = sh A
1 

1/ch A11 

q =sinAl 1/cos A11 

and Al is given by equation (5). Also 
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According to equation (12), A.
2 

and "-2 are functions of m, w, n, E1, E3 , h 1 , h3 , h2 , G', so 
that 4 ~ 0 is a certain function 

F(m, EJ., E3, h~, h3 , h2 , G', 8, n, a, b, w) = 0 (20) 

This function is too complicated to allow an analytical expression to be derived for F and we must 
resort to numerical solution by computer. 

It is interesting to note that we can get the exact natural frequency of a partially damped 
beam. This implies that whe~ we want to use a damping material, we must know its damping 
coefficient 8 at the natural frequency of the composite system, and not at the natural frequency 
of the undamped system. The characteristic curve S(w) of a viscoelastic material shows that for 
some narrow frequency bands 8 can change and this can be one reason why we may not get the expect­
ed damping. 

3.6. VariatiOnal Problem. 

We return now to the optimization problem: what should be the relationship between a and b to 
maximize the total loss factor n gf t~_e composite beam? Equation (3) gives the answer t~h this 
question. The derivative of _a nt order determinant 4 is the sum of n determinants of n order, 
composed like 4 but in which a row is replaced by the derivative of the row. For example 

I~ ~I ' = I~' ~' I + I~, ~, I for a second order determinant. 

We see that the transcription of equation (3), using the expression for the determinant, is very 
complicated. However, in the particular case where a is fixed, equation (4) can be solved 
numerically by computer and it is possible to find the value of b which yields the maximum n. It 
is important to check if the theoretical solution is correct. For that, we will try to get solu­
tions, without numerical computation, for the particular case a = 0, i.e. for 

1 0 

cos "-z b sin Az b 

X 0 

4 = X cosA
2

b X sin Az b 

0 X 

-X sin Az b x cos Az b 

We must find 

d4 6 
- =~ /::, 
db n=l n 

0 

ch A'z b sh A'z b 

y 0 

y ch A'z b y sh A'z b 

0 y 

y sh A'z b Y ch A'z b 

0 

- sh A 
1 

b + p ch A 1 b 

0 

- sh A 
1 

b + p ch A 1 b 

- 1 

- ch A 
1 

b + p sh A. 1 b 

0 

-sinAl b +q cos A. 1 b 

0 

sin A. 1 b - q cos A. l b 

- 1 

cosA.
1 

b+qsinA. 1 b 

where 4 is the determinant 4, in which the nth row is replaced by the derivative with respect to 
b. It ¥s obvious that 4

1 
= 4

3 
= 6

5 
= 0 because the first and fifth rows are independent of b. 

MOreover 44 = 0, because rows four and six become identical. We therefore obtain 

d4 
db = 42 + 46 

Verification. 

Suppose we take b = 1, then a = 0. We expect to find that b is a solution, because we are 
sure to get the maximum loss factor n if the beam is fully covered; that means 6

2 
+ 4

6 
m 0 for 

b • 0. We will find easily t~at 4
6 

= 0 for b = 0, because the two last columns are composed of 
zeros except for the coefficient. We have only 42 (b = 0) to be determined. We don't give here 
the computation in detail, but it is relatively easy to find 6

2 
= 0, and the corresponding 

maximum loss factor n which is given in a simple form in terms of D1, n
3

, m, w. 

We thus see that in adopting the above mathematical fomulation the problem turns out to be 
well conditioned. In the case a = 0, the problem reduces to that of finding the solution to 
42 + 46 = 0, that means to a solution forb, given D

1
, D~, h

1
, h ,h3 , 8, G, w. In the asymptotic 

cases, we have shown that algebraic formulation is c~nvenient: ? 
i) When a = b, we obtain the well-known eigen value equation of the transverse motion of a 
simply supported beam. 
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ii) When a = 0, the maximum loss factor is obtained when b = 1, that means the beam is fully 
covered. We can prove also that n is maximum when the bending moments ate maximum. 

4. EXPERIMENTAL INVESTIGATION 

We have undertaken a series of experiments to check the accuracy of the numerical solutions. 
The.first problem was to find the parameters B and G of the viscoelastic material. We know that 
B is dependent on the temperature and on the frequency. The frequency range we have investigated 
corresponds to the usual frequencies of metal sheets used in mechanical engineering applications, 
i.e. relatively low frequencies. For experimental investigation we have chosen the impulse method 
in preference to the phase or progressive wave methods. Blanc [16] describes this method in 
detail, which is convenient for soft materials such as polymers. Figure 2 shows schematically the 
principle of measurement. In this the end of a rod of viscoelastic material is subjected to a 
shock which generates a velocity graph v(x,t) on signal recording equipment. The method is 
suitable for a range of frequencies from 50 to 10,000 Hz, and for a range of temperatures from 
-40°C to 1009c. An example of the results obtained for the real and imaginary parts of E at 20°C 
is shown in figure 3. Moreover, the accuracy of this method is sufficiently high to reveal second 
order characteristics of the materials used for damping metal sheets. The verification of the 
theory itself of damped structures is not completed. 

A further investigation was undertaken to experimentally study the beam system shown in 
Figure 1. Figure 4 shows the apparatus used for this purpose. For simplicity, the experiment was 
begun on a free-free beam even though the above theory relates to a simply supported beam. The 
difference in support conditions has led to slight quantitative departures of experimental results 
from those obtained theoretically, however, qualitatively the agreement between both has been 
preserved. We have used the classical resonance method, incorporating in this also the effects 
due to the dissipation mechanism, so that the loss factor is not given exactly by a simple diff­
erence of two frequencies. We have found it necessary to perform a series of experiments on one 
two-layer beam (one metal sheet, covered by an unconstrained viscoelastic layer). This first 
investigation has given information on preferred values for the arbitrary variables hl, h2 and 1. 
It also has enabled us to compare such values with the corresponding dimensions used n practice. 
To this date we have many empirical results on beams and plates, but not enough results on three­
layer beams to allow us to fully assess the agreement between experiment and theory. 

5. CONCLUSIONS 

The theory presented in this paper contributes to the interpretation of the phenomenon of 
damping by the use of viscoelastic materials. For reasons of economy, vibrating structures in 
practice may be covered only in part by the damping material. Empirical results have shown that 
in some cases this does not change the effectiveness of damping, whereas in other cases it has 
happened that this partial damping is not sufficient or otherwise ineffective. Although developed 
for the case of a beam structure, the present theory answers some of the general questions on the 
difficult problem of optimal distribution of viscoelastic damping material on vibrating structures 
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SUMMARY 

HIGH DAMPING STRUCTURAL MATERIALS 

Monash University, Melbourne 

Many materials are used for damping acoustic and mechanical 
vibrations in engineering structures. A characteristic of a majority of these 
materials is a non-crystalline structure with a relatively low elastic modulus. 
Such materials are frequently difficult to incorporate into structures because 
of their high deflections under load and their poor resistance to service 
conditions such as elevated temperatures. In this paper materials combining a 
high elastic modulus together with excellent damping properties are considered. 
The mechanisms by which these materials achieve their properties are outlined 
and examples given of their present and potential use in Engineering 
applications. 

INTRODUCTION 
1 The need for the damping of mechanical and acoustic vibration in engineering structures is 
becoming increasingly important, both to reduce the sound and vibration radiation from the 
structure and to avoid problems such as metal fatigue. Damping may be present or incorporated 
into structures in several ways. The most common is to utilise joints at which energy is 
"dissipated by the relative motion of the components at the joint interfaces; these joints may 
occur as a result of functional design or be deliberately inserted for damping purposes; they 
may further incorporate low modulus materials in order to increase the energy loss. Another 
solution to a vibration problem is to redesign the structure and alter the vibration character­
istics by changes in stiffness or mass, such a redesign is often difficult and expensive. In 
certain circumstances, the use of a material having an inherently high damping capacity* may be 
beneficial in reducing the response of a structure and the concern of this paper is with these 
materials and their utilisation. 

A pre-requisite is that the damping of the structure itself he at least an order of 
magnitude below that of the material. If a system has an inherent level of damping of 50%, 
lthen the raising of the damping capacity of the material in its components from 0.1 to 1% would 
have a negligible effect. It should, however, be recognized that the prediction of a level of 
system damping is difficult at the design stage of a ~ructure and consequently the selection of a 
high damping material may provide an additional insurance against excessive noise and vibration. 
The use of high damplng materials in such a belt and braces situation presumes availability of 
the materials at an appropriately low cost. 

The selection of high damping materials is complicated by the fact that the damping levels 
are, in most cases, stress sensitive; materials having excellent damping properties at high 
stress levels (~0.5 oy) may be less satisfactory at low stress levels. The state of stress, for 
example the variation of a cyclic stress about a mean value considerably different from zero,may 
also have an ·effect in certain materials. 

*The specific damping capacity of the material is used in this paper as a measure of damping and i~ 
the ratio of the energy loss per cycle to the maximum strain energy reached in the cycle. This 
measure is common in literature on material damping properties. Relationships between the 
specific damping campacity, loss coefficient and logarithmic decrement may be found in standard 
texts. (1) 
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If it appears advantageous to use a high damping material in a particular situation then 
the choice is limited if the retention of a high strength, modulus and elevated temperature 
performance is required. Such properties are generally only displayed by metallic or ceramic 
crystalline materials and some composites and only a few of these materials have high damping 
properties. Typical materials in this category are the familiar cast irons and the recently 
available manganese-copper alloys. There are a few other metals and alloys exhibiting high 
levels of damping but these are generally of exotic compositions and unsuitable for general 
engineering application. A few, more common, alloys may be modified to improve their damping 
properties, and although high values are not achieved, useful improvements may be obtained. 

The mechanisms of damping in existing materials will now be considered with a view to 
establishing criteria for further development. 

MECHANISMS OF DAMPING 

A wide range of mechanisms has been described (1, 2). Many of these, however, refer to 
damping peaks at very low stress levels or of insignificant magnitude. These mechanisms 
provide valuable information regarding the structure of the materials concerned but have little 
relevance to their application in engineering structures. The discussion here will be 
restricted to those mechanisms leading to significant damping at useful stress levels. These 
may be divided into four categories : (i) Plastic strain damping, (ii) Magneto- elastic damping 
(iii) Damping at internal interfaces and (iv) Damping in composites. In Fig. 1 a variety of 
materials is compared in the form of graphs of damping capacity vs. surface shear stress. · Of 
those materials displaying a high damping capacity nickel and Armco iron utilise magneto elastic 
damping, the manganese copper alloy internal interface damping,and the cast irons appear to 
combine these two and possibly other mechanisms. 

(i) Plastic strain damping 

This occurs at high stress levels and is associated with irreversible dislocation 
movement, such deformation gives rise to cumulative damage in the material eventually resulting in 
failure by the process of metal fatigue. Such an energy dissipation mechanism must therefore be 
disregarded as being suitable for engineering components in other than structures ·designed to meet 
shock conditions where the plastic strain developed may damp the effects of the shock conditions 
on pre-existing cracks in the components. 

The high levels of damping in lead are due largely to dislocation movement with some 
contribution from mobile grain boundaries. The temperature at which lead recrystallizes is 
below room temperature and hence deformed lead can recover and recrystallize in order to 
eliminate the accumulated plastic deformation. The mechanical properties of lead are very poor 
and the use of traditional alloying methods to increase the strength results in a lowering of the 
damping properties. The development of composites based on lead may lead to self supporting 
high damping structural components but at the present time lead is only utilised as a cladding 
material. 

(ii) Magneto-elastic damping 

In this mechanism damping is dependent on the coupling of the elastic and magnetic 
properties of materials and is necessarily dependent on the presence of a ferromagnetic 
structure. The bulk of engineering materials, i.e. steel, is ferromagnetic and would therefore 
be expected to exhibit some level of magneto-elastic damping. 

Ferromagnetic materials contain domains which have a recognizable magnetization vector, in 
unmagnetized material these vectors are randomly oriented but become parallel to the magnetic 
field as the field strength is increased. If the field is removed, some small relaxation of the 
domain orientation may occur but a residual preferred orientation remains. The application of a 
strain field may cause the reorientation of some of these vectors since energy may be minimised 
if the strain and magnetic fields are parallel. The result of applying a cyclic stress to a 
partially ferromagnetic material is to cause cyclic reorientation of the magnetic domains giving 
rise to an energy absorbtion. The effect is not observed in fully magnetized material since 
insufficient energy is supplied to rotate the domain vectors in the presence of the high internal 
magnetic field. In unmagnetized material only a small effect occurs since few domains are 
reoriented by the strain field. 

The energy dissip~ted increases with the third power of the stress up to a limiting value 
(the magneto-mechanical coercive force) (3) beyond which level it declines. Typical stress 
levels are 35 MPa m-2 for Armco iron and 105 MPa m- 2 for an En 3b steel in a quenched and 
tempered condition. This damping mechanism is indep~ndent of frequency over a wide range 
(up to 100 kHZ). The effects of stress and state .. of magnetiEation on a stress relieved 
En 3b steel are shown in Fig. 2. The application of a static mean stress may have a similar 
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FIG.4. Transmission electron micrograph of 
a commercial Mn-Cu alloy x 50,000. 
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effect to a high magnetic field, i.e. the domains are pre-oriented by static stress and little 
nxrther energy is expended by the alternating stress. The permissible static stress level is 
determined by the magneto-mechanical coercive force. 

Magneto-elastic damping materials have been used for turbine blades. Hc~ever, the 
selection of material is flll'th_e:r' limited a.t elevated te)l)pe.vatw;>es since magneto-e;Lastic di;I3I)ping 
decreases sharply as the Curie point is approached. 

(iii) Damping at internal interfaces 

Since damping in structures most commonly arises from the presence of interfaces, it should 
not be surprising that the more useful high damping alloys incorporate internal interfaces at 
which energy may be dissipated. The interfaces involved may be on a microscopic scale like the 
graphite/iron interface in cast iron, or on an even smaller scale like the "microtwin" boundaries 
in manganese-copper alloys which are only visible in the electron microscope. 

Mechanical energy may be lost at internal interfaces either by movement of the interface 
cyclically over a local energy barrier or by a discontinuity in stress transfer across the 
interface. The damping in cast iron is typical of the latter and that in manganese-copper of the 
former and these two materials will now be considered in more detail. 

Cast iron 

Cast iron containing free carbon in the form of graphite has traditionally been regarded as a 
high damping engineering material. However, it has not been until the recent work of Adams 
(4, 5 and 6) that the damping behaviour has been related to the microstructure. An early model 
(7) for the damping of cast iron supposed plastic strain damping at stress concentrations around 
the graphite inclusions. However, Adams showed that a sample with a fine flake graphite size 
exhibited lower damping properties than the coarse graphite samples although a larger number of 
stress conetrating centres were present. Some of the results of this work are shown in Fig. 3. 
where the damping/stress behaviour of three cast irons of differing graphite morphology is 
displayed. 

The conclusions from this work were (i) that damping was highest in the coarse flake 
graphite samples and lowest in irons containing nodular or spheroidal graphite. 

(ii) Microscopical observation suggested that energy losses occurred by the movement of micro­
cracks within the graphite and also by plastic slip on the basal planes of the graphite crystals. 

(iii) Cast irons having relatively low damping properties showed a component of magneto-elastic 
damping under appropriate conditions. Cast irons are sensitive to stress history and permanent 
damage to the graphite by overstressing results in a reduction of damping. 

The principle problem with the utilisation of cast irons of high qamping capacity is that the 
structure exhibiting the best damping properties is that which has the least satisfactory 
mechanical properties, i.e. low toughness and strength. Some compromise must therefore be made 
in the selection of the appropriate properties for a given application. 

Manganese-copper alloys 

Considerable effort went into the study and development of these alloys in the mid-sixties 
since they appeared to combine excellent damping properties with adequate mechanical properties 
and environmental resistance (8). The alloys consist of 50-80% manganese with a balance of 
copper ann minor additions of other elements. Structures suitably heat treated to produce high 

!
damping contain large number.sof small twin-like domains when viewed in the electron microscope. 
These domain boundaries move readily under thermal stresses induced by the electron beam whereas 
dislocations in the same structures do not move. The damping in these alloys has therefore been 
attributed to motion of the domain boundaries. Fig. 4 is a transmission electron micrograph 
showing these domains, they move readily under the weak thermal stress induced by the beam in 
the electron microscope. 

The matrix structure in the high damping condition is tetragonal, the change in c/a ratio 
resulting from an antiferromagnetic ordering of the manganese atoms. The domairis represent regions 
in which the C-axis alignment is constant but it varies from domain to domain. The application of 
stress causes a reorientation of some of the domains such that the C-axis is parallel to the 
stress; energy losses occur as the domain walls move to accommodate the C-axis changes. The 
relaxation mechanism is therefore similar to that of the magneto-elastic materials except that 
antiferromagnetic rather than ferromagnetic ordering is the prime cause (9, 10). 

Antiferromagnetic ordering has a characteristic order disorder temperature, the Ne~l 
temperature, similar to the ferromagnetic Curie point. This temperature is in the vicinity of 
10ooc for manganese-copper alloys and damping properties fall away rapidly as this temperature 
is approached. (Fig. 5.) The useft}lness of these all..oys for other than room-temrerature 
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applications is therefore restricted although it is believed that recent development of 
modified alloys has increased the temperature range considerably. 

The damping in these alloys increases with increasing stress reaching a maximum value which 
might be an equivalent of the magneto-mechanical coercive force. This latter value is 
sensitive to microstructure in a similar way to the coercive force. The performance of these 
alloys under multiaxial stress situations and under situations with a non-zero mean stress is 
not well documented. It is to be expected that if the non-mean stress exceeds the stress at 
which damping saturates then a reduction in damping capacity would result. 

(iv) Composites 

Composite materials (e.g. fibreglass and carbon fibre reinforced resin) consist of fibres of 
high modulus material in a low modulus matrix. Considerable heat is generated in these 
materials under vibrating conditions indicating a high energy loss (11). Since a majority of. 
composites are poor thermal conductors the heat generation is likely to be deleterious . . 
particularly in view of the degradation in mechanical properties of resins as the temperature 
rises. Composites containing large volume fractions of Carbon fibres (e.g. prototype Rolls­
Royce RB2ll compressor blades) will conduct heat as will composites having a metai matrix. 
These latter composite types are of relatively recent development and their damping character-­
istics are not well known. The high cost of manufacture is al&o a limitation on the use of 
these more sophisticated composites. 

APPLICATIONS OF HIGH-DAMPING ALLOYS 

Various alloys have been produced and a number have been tested in engineering situations, 
these include: 

(i} Marine propellers to damp out the 'ringing' of the blades and subsequent blade 
loss by fatigue. This together with related, classified, defence applications 
would seem to be the only commercially successful applications to date (12). 

(ii) Shanks for road drills: slabs of manganese-copper alloy have been shown to 
reduce the higher frequency components of noise from road drills, however whilst 
these higher frequencies are irritating the noise level reduction is insufficient 
to justify the expense of these alloys in consumable parts. 

(iii) Gear noise. Noise and vibration from gearboxes, transmissions and other 
components of machinery may be signifcantly reduced by incorporating components 
of high damping alloy although similar results can be obtained by improved · 
bearing design and the location of rubber dampers. Manganese-copper alloys are 
likely to find increasing application in this area if the Ne~l temperatures of 
the alloys can be increased. 

(iv) Cladding. A number of experiments have been conducted using attachments of high 
damp1ng alloy to traditional e.g: steel components such as large flat panels. 
A reduction in the 'drumming' of these panels is achieved but normally a redesign 
of the panel or the incorporation of rubber dampers is a more effective and 
economic solution. The results of cladding an experimental steel structural 
member (I-beam) with Mn-Cu alloy are compared in Fig. 6 with the damping behaviour 
of a Mn-Cu alloy beam and with an unclad steel beam. The damping of the beam 
was only marginally improved by the alloy cladding, however, considerable improve­
ment was observed when the cladding was constrained by another steel layer on its 
outer surface. Since the Mn-Cu alloy has a lower modulus than steel lower 
stresses are induced in the cladding; the additional steel layer induces higher 
shear stresses in the cladding and consequently higher levels of damping (14). 

Whilst the more exciting applications and experiments have in recent years been conducted 
on alloys of the manganese-copper type, the applications of cast irons should not be forgotten. 
Cast iron beds have been used for machines for a long time now, successfully reducing the trans­
mission of vibrations from different parts of the machine. The development of higher­
performing cast irons, with some attention paid to achieving high damping properties, may result 
in a cheaper alternative to the manganese-copper alloys. 

There have been few systematic attempts to combine sound mechanical design with the use of 
high damping structural materials to ensure their most effective use. Most of the examp~es 
cited above are the result of the direct substitution of traditional materials with the h1gh 
damping materials. Some preliminary measurements have been made (13, 14) on simple systems and 
the results show that damping depends on structural geometry and the nature of the excitation. 
An interesting conclusion was that, in certain circumstances,_a mater~al of h~gh damping capacity 
but low fatigue strength may often be preferable to a low damp1ng, fat1gue res1stant alloy. 
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The use of high damping alloys has been suggested for many noise and vibration problems. 
However,the result of such a suggestion has frequently been that the problem has, for the first 
time been examined by a vibration expert and a solution to the problem has been achieved without 
the use of high damping alloys. Further progress in the use of these alloys requires 
co-operation between the materials experts and design engineers - it is however some ten years 
since such a sentiment was first voiced by Birchen (8) and these materials have yet to find wide 
application. Noise and vibration problems are still with us and one can only hope that the 
next decade results in better co-operation between those developing alloys and those using them. 
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SUMMARY - Radial dynamic properties of pneumatic tyres have been determined using 
a drum-type testing machine. The tyre is mounted as normally on a conventional 
wheel which is free to move along the wheel-drum line of centres. Wheel dis­
placement is controlled by a position-feedback electro-hydraulic servo system. 
Thus, for example, sinusoidal wheel vibration can be obtained with independent 
control of mean position, displacement amplitude and frequency. The drum is 
driven by a variable-speed D.C. motor giving separate control of "road" speed. 
The force applied to the drum by the wheel is measured and hence the force­
deflection relationship for the tyre is determined. 

Results are presented for a typical passenger-car cross-ply tyre, from an 
extensive series of tests covering ranges of vibration amplitude and frequency, 
road speed and tyre pressure. For sinusoidal motion of the wheel the wheel-to­
drum force is essentially sinusoidal and a linear representation is adopted. 
The radial dynamic stiffness with wheel rotating is substantially less than that 
with wheel stationary, but the stiffness when rotating is relatively independent 
of road speed. The variation with amplitude and frequency is shown, and the 
contributions to stiffness of pneumatic and casing effects are separated. 

Damping in the tyre is small and could not be measured with any certainty 
due to the effects of tyre non-uniformities. 

The tyre properties are modelled by a series-parallel spring-damper 
assembly which fits the observed behaviour. 

INTRODUCTION 

The pneumatic tyre is required to perform both traction and suspension functions. In order 
to predict the behaviour of a pneumatic-tyred vehicle it is desirable that the dynamic character­
istics of tyres be known as fully as possible. This paper deals with the radial, i.e. "vertical", 
flexibility of a tyre and is thus principally con=erned with the suspension function. 
Additionally, however, knowledge of the radial dynamic force-deflection behaviour is necessary for 
a complete analysis of longitudinal and lateral tractive behaviour of a vehicle. 

The material presented is based on an experimental investigation. In experimental work on 
vertical response characteristics of tyres, considerable difficulty is met because of the several 
parameters involved and the difficulty of achieving independent control of them. Problems in 
control of test conditions lead to laboratory tests using some kind of artificial "road" rather 
than on-the-road testing. A flat, moving, artificial road cannot be provided easily and either a 
flat, stationary surface or a moving curved surface is used. Overton et al (1) made studies using 
flat, stationary surfaces, i.e. with a non-rolling tyre, whilst appreciating that there is a 
substantial difference between the rolling and non-rolling characteristics and that non-rolling 
tests have limited significance. Laboratory rolling tests at other than very low speed use drum­
type machines. Vibration excitation can be achieved by modifications to the drum surface. Barson 
and Dodd (2) used bolted on obstacles and for lower frequency excitation Grigg set the drum 
eccentric (3). With excitation by drum surface 1 however, it is not possible to control road speed 
and excitation frequency independently nor is it possible to control readily the displacement 
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amplitude of the tyre and wheel system. 

Chiesa and Tangorra (4) used concentric drums of various diameters and determined natural 
frequencies of the tyre-wheel-supporting arm assembly. By changing the inertia of the assembly 
some variation in frequency could be obtained, but direct measurement of force and control of 
amplitude and frequency were not obtained. 

In the comprehensive investigation carried out by Mills and Dunn (5) a smooth concentric 
drum was used and tyre motion generated by an electromagnetic vibrator operating on the wheel/tyre 
assembly. This arrangement provides independent control of road speed and excitation frequency. 
The lowest frequency attained was 10 Hz and it appears that no account was taken of possible 
variation of characteristics with amplitude of motion. Since tyre behaviour might be expected 
to be non-linear because of rubber characteristics and tyre geometry it is desirable that 
experimental work include study of the effect of amplitude. Also, Mills and Dunn took force 
measurements in the actuating shaft between vibrator and wheel assembly. The measurement there­
fore includes forces associated with wheel assembly inertia as well as tyre forces. 

The experiments reported in this paper were carried out on a smooth concentric drum and 
include non-rolling and rolling tests. The wheel/tyre motion was obtained by an electro-hydraulic 
servo system. The arrangement provided independent control of road speed, excitation frequency, 
mean deflection (and therefore static load) and vibration amplitude. Tyre-to-drum force was 
measured directly. 

APPARATUS 

The arrangement of the testing machine is shown in Figure 1. The drum is driven · by V-belts 
from a Ward Leonard controlled D.C. motor. "Road" speeds of over 100 km h-l can be obtained . The 
wheel is mounted on a stub axle fixed to a loading beam. This beam is carried in bearings in the 
main fr5me of the testing machine and the dimensions are so chosen that beam motion results in 
radial deflection of the tyre. Strictly the beam motion is rotation but the non-straightline 
movement is neglected since the arc of motion is less than ± 10 mm at a radius of 725 mm. 

FIGURE 1 

Test 
Tyre. 

Tyre Testing Machine 
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A chosen motion (e.g. sinusoidal) is applied to the wheel and the force exerted on the drum 
is measured. Wheel motion is produced by a double-acting ram controlled by an electro-hydraulic 

l
servo valve. A displacement transducer mounted on the ram provides a signal for tyre position 
feedback and for chart or other recording and processing. In the feedback circuit a set-point 
control is included and this enables the mean deflection to be controlled independently. 

The effect of changing the relative positions (i.e., radii on the loading beam) of wheel 
and actuating rod was examined. A large radius for actuating rod attachment appears to enable 
larger forces to be obtained at the wheel due to the lever ratio. The gain is offset, however, 
by the increased inertia of the longer loading beam and by adverse flow rate and pressure drop 
effects in the servo valve. For this particular application (constrained by existing machine 
frame and hydraulic power supply) a 1:1 ratio gave maximum performance capability. The arrange­
ment chosen can apply force within the range ± 13 kN over a total travel of 50 mm. In dynamic 
tests, the combined effect of inertia loading and hydraulic characteristics restrict-s the range 

!available and a typical operating limit is 5 mm peak-peak displacement at 10 Hz. ·· 

The force transducers are short strain-gauged cantilevers which carry the drum axle housing. 
Thus a direct measurement of tyre-road force is obtained except for the effect of drum assembly 
inertia forces. The design of the cantilever members requires a compromise between mi~imizing 
drum assembly vibration and obtaining a sufficiently large strain gauge output signai. An error 
of lt arises due to drum assembly inertia and this has been neglected. Strain ga~ge wiring was 
arranged so that the force measuring elements were responsive only to vertical forces and it was 
subsequently verified experimentally that the effect of the horizontal Vee belt tensions was 
negligible. The drum was dynamically balanced to eliminate unbalance force generation. 

The testing machine suffers the disadvantage of all drum-type machines, viz. the tyre is run 
on a curved rather than a flat surface. Drum diameter was 0.85 m. A second (smaller) drum is 
available to assist in extrapolation back to zero curvature. This was done by Chiesa and 
Tangorra (4) but has not been attempted with these results. An interesting possibility is the 
!application of trends determined on flat and curved surfaces with a non-rolling tyre to the case 
of the rolling tyre. 

'EXPERIMENTAL RESULTS 

The experiments covered a range of co~inations of inflation pressure, road speed, excitation 
frequency and displacement amplitude for both rolling and non-rolling cases. Results are 
presented for a 6.95 Ll4 4 Ply Tubeless Rayon Cross-ply Tyre mounted on a 14 x SJ rim. In all 

'

tests the static load was adjusted to give a static deflection of 20% of secti9n height (viz. 
25 mm). Sinusoidal excitation was used. The ranges covered were:-

Road speed 0 to 32 km h-1 (0-20 m.p.h.) 
(Limited number of tests to 64 km h-1) 

Inflation pressure 140 to 240 kPa (20-35 p.s.i.) 

Vibration, sinusoidal 

Amplitude (peak-peak) 4 to 9mm ( 0. 15-0. 35 inch) 

Frequency 1 to 7.5 Hz 

For each individual test the apparatus was run until the desired steady state conditions were 
achieved - principally this required adjustment of inflation pressure because of temperature 
changes . A pen recording of tyre deflection and force signals was then taken. From the recording 
amplitude and phase relations were obtained. A sample recor~ing is shown in Figure 2. The tests 
were grouped into sets, each set comprising a range of vibration amplitudes with all other 
conditions constant. For each set a dynamic force v. deflection plot was drawn as in Figure 3. 

Figure 2 shows that the applied wheel motion was sinusoidal as intended and the force signal 
was approximately sinusoidal in shape and at a small phase angle to wheel displacement. There 
was, however, considerable scatter of force amplitude and phase angle values. The percentage 
variation in force amplitude, determined by averaging the maximum percentage variations from all 
rolling tests, was ± 6.5%. The variation was less than ± 15% for 95% of the tests and there was 
one iso~ated case of ± 20%. The scatter was very much less in the non-rolling tests (average 
± 2,8%, worst case± 5.5%). It was also noted that in rolling tests with wheel not vibrating a 
force output signal was present, ranging from about 120 N in a severe case to almost zero in 
others. This is to be compared with force values from 500 to 2000 N in the normal test range. 
These effects were attributed to tyre non-uniformities. which arise from inevitable manufacturing 
inaccuracies (radial run-out, ply joints, tread joints, non-uniform material distribution). 
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Because o! the scatter, "averaging" of results was necessary. The general trend of the 
force-deflection plots showed a straight line relationship (see Figure 3, especially the low­
scatter test set, curve a). A least squares error straight line was fitted to the force v. 
deflection plot and all subsequent examination of results based on that line. Curve b of Figure 3 
shows a high-scatter test set, this particular one representing the worst of the results accepted. 

The static force-deflection curve for a cross-ply tyre is non-linear, showing a stiffening 
characteristic at small deflections and changing to softening at large deflection (1). In this 
study, dynamic behaviour is determined by imposing oscillations about a mean deflected position. 
Behaviour might or might not be linear and probably will not follow the static deflection 
characteristic. Hence the fitted line might intersect the force axis at, or above, or below the 
or1g1n. It was found that for all test conditions the force axis intercept was small (average 
75 N, 90% less than 180 N, 90% positive). Since also the force signal shape was reasonably close 
to sinusoidal it was assumed that for any individual test the behaviour could be analysed as that 
of a combination of linear elements (springs and dampers). The radial dynamic stiffness k is 
taken as (force amplitude)/(displacement amplitude), i.e., the modulus of a complex stiffness, 
and will change from one set of conditions to the next. 

In all tests the phase angle was small, ranging up to mean values of 6° for rolling and 8° 
for non-rolling tests. The elastic component of k can then be taken as numerically equal to -the 
modulus, and using the phase angle an equivalent viscous damping coefficient can be calculated for 
each test. The coefficient was generally less than 1. 75 kN m- 1 s but because of scatter the 
results are unreliable. All that can be concluded is that damping is small and its effect is of 
the same order as the influence of tyre non-uniformities. 

Effect of Road Speed 

Tests were conducted with the tyre stationary and at speeds up to 32 km h- 1• The dynamic 
stiffness of the rolling tyre, although in all cases 20% to 30% lower than the non-rolling value, ' 
was substantially independent of road speed. Figure 4 shows typical results. A few tests at 
higher speeds, up to 64 km h- 1 , also showed stiffness independent of speed. 

At higher vibration frequency the stiffness change with speed was less than that shown for 
1 Hz on Figure 4, and for some conditions decreased slightly with increasing road speed. The 
small variation of stiffness with displacement amplitude is also apparent in the Figure. 

Effect of Inflation Pressure 

All stiffness values at frequency 1 Hz I i.e. results for all road speeds and displacement 
amplitudes from 5 to 7.5 rnrn peak-peak, are included in Figure 5(a). Similarly all stiffness 
values at 7.5 Hz are included in Figure 5(b). Noting the suppressed zeroes, a straight line 
relation between stiffness and inflation pressure seems reasonable for the rolling tyre. The 
least squares error straight line is shown for each frequency. These lines have a positive 
intercept on the stiffness axis and hence the overall radial dynamic stiffness k for the tolling 
tyre can be expressed as , 

k k + k c p 
k + ps 

c p 

where kc is a casing stiffness, kp a pneumatic stiffness, p the inflation pressure and sp a 
pneumatic stiffness coefficient. This is the representation discussed by Cooper (6) for stat~c 
force-deflection behaviour. 

Results for the non-rolling tests are too few to justify a fitted curve. For the two 
frequencies, the trends are similar and suggest departure from a straight line relationship. 

Effect of VibPation FPequency 

The behaviour of rubber is frequency dependent and a variation of stiffness with frequency 
can be expected. Figure 6 shows the observed variation. Stiffness increases with incr~asing 
frequency, but the extent of the increase is relatively small for the rolling tyre. The effect 
is much more marked for the non-rolling tyre. 
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,REPRESENTATION OF TYRE BEHAVIOUR 

From the data collected it is possible to propose a physical model which approximately fits 
the observed behaviour of a rolling tyre. It was noted above that behaviour for an individual 
test was reasonably close to that expected from linear elements and that stiffness showed a 
straight line relationship with inflation pressure. Figure 6(b) shows that there is a frequency 
dependence but that the difference between the curves for the two inflation pressures is roughly 
constant, i.e. the frequency effect is independent of change of inflation pressure and can be 
considered a casing effect. 

An arrangement which exhibits such behaviour is drawn in Figure 7. The pneumatic stiffness 
is kp and the combined group k 1, k2 and c represents casing stiffness. The stiffness of this 
model is 

Parameter values can be determined from the experimental results. Pneumatic stiffness 
coefficient sp is taken as the mean of the slopes of the fitted lines in Figure 5. (Fitted 
values 0.524 and 0.576 m.) Redrawing these lines through the mid-range point gives approximate 
stiffness v. pressure lines which are produced to intercepts on the stiffness axis. These 
intercepts represent stiffness at zero pressure i.e. casing stiffness, at 1 and 7.5 Hz. This 
extrapolation is not necessarily physically signif~cant and is performed only to determine 
parameters for the normal operating ranges. 

The intercept at 1 Hz is taken as k 1 , since change of stiffness with frequency is small in 
this region (see Figure 6(b)). From the corresponding intercept at 7.5 Hz and the mean phase 
angle 6° at 7.5 Hz the remaining constants can be determined. The parameters calculated are 

s 0.55 m (kN m- 1/kPa) 
p 

k 1 35 kN m- 1 

k2 34 kN m- 1 

c 0.5 kN m- 1 s 

These values produce stiffness characteristics virtually indistinguishable from the lines on 
Figure 5 and the 138 kPa curve on Figure 6(b). The model characteristic at 207 kPa is shown as 
the dashed curve on Figure 6(b). 

Corresponding values for the non-rolling tyre have not been calculated. For the non-rolling 
tyre, the few results, uncertain trends and incomplete examination of tyre non-uniformities result 
in an inadequate basis for parameter calculation. 

FIGURE 7 Tyre Model 
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CONCLUSION 

The dynamic radial stiffness of a pneumatic tyre has been determined for rolling and non­
rolling conditions and for ranges of road speed, inflation pressure, vibration amplitude and 
frequency. The stiffness with wheel rotating is substantially less than with wheel stationary, 
but the stiffness when rotating is relatively independent of road speed. There is a rather 
irregular variation with amplitude but behaviour is approximately linear for sinusoidal vibratio 
in the range 4 to 9 mm peak-peak. A consistent but not large frequency dependence exists, the 
stiffness increasing with increasing frequency. 

The contribution to stiffness of pneumatic and casing effects can be separated for the 
rolling tyre. Pneumatic stiffness is linear with inflation pressure but independent of road spe 
and vibration frequency. Casing stiffness includes a frequency dependent component. A set of 
parameters has been determined for a physical model which represents the rolling tyre. It must . 
noted, however, that the determination of parameters involves averaging and. approximation. 

The non·-rolling tyre results show a stiffness behaviour somewhat different from that of the 
rolling tyre. No further explanation can be offered for an apparent non-linear dependence on 
inflation pressure although possible factors are tyre non-uniformities and varying geometry in 
the contact area. 

Within the range of test conditions the radial damping is small and its effects are masked 
1by interference arising from tyre non-uniformities. 
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Sl.NMARY 

A vehicle moving on the ground with a variable velocity is subjected to 
nonstationary base excitation due to surface lDleveness. By transforming the gov­
erning equations of motion from time domain to space domain, the response of the 
vehicle to such excitation is determined using the Evolutionary Spectra Approach. 
Mean square acceleration and first passage probability of tyre bottoming is dete­
nnined for a sinple model of an aircraft during take-off r\Dl. 

INTRODUCTI m 

All vehicles moving in contact with the gro\Dld are subjected to random base excitations due 
to surface uneveness. The vibration of vehicle systems due to such excitations may cause passen­
ger discomfort, loss of control effectiveness and structural damage. The l.Dleveness of prepared 
surfaces such as runways, highways, railway tracks etc. may be treated as a homogeneous random 
process and described to second order statistics by its power spectral density (P.S.D.)[l,2]. If 
a vehicle moves on such a surface with constant velocity, the base excitation is stationary and 
the dynamic response statistics of the vehicle can be obtained using the time or frequency domain 
random vibration analysis [3,4]. If the vehicle moves with a variable velocity, as during ~ake­
off and landing of aircraft, the base excitati.on becomes nonstatiroary. The difficulties associ­
ated with the nonstationary analysis (time domain or generalized P.S.D. analysis) can be circum­
vented by transforming the governing differential equations from time to space domain. The tran­
sformed equations are differential equations with variable coefficients and contain surface l.Dle­
veness as a homogeneous random process. In this form the second order statistics of the response 
can be determined using the evolutionary spectra approach [5] in the frequency domain. The second 
order statistics can be used to determine fatigue life [6] and first passage failure [7] behavi­
our of the response. In this paper a sinple model of the aircraft is used to determine the second 
order statistics of the response during take-off. The response characteristics are used to com­
pute the first passage probability of tyre bottoming. 

EQUATION OF MOTION 

For the system model sho~n in Fig. 1, the governing equations of motion in tenns of abso-
lute displacement about the mean position are 

[
ml 0 J {il} r cl -cl] {il} [ kl 
0 "'2 ;;2 + l-cl cl %2 + -kl 

or [ m] { z} + [ c] { i } + [k ] { z } = { f ( t) } (1) 

Here c·) denotes differentiation w.r.t. time t and y(t) is the random base excitation due to 
track uneveness. 
Define tne generalised coordinates xn, n = 1, ••• ,4 with 
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i = 1,2 (2) 

where on are the eigen values and Uj_n are the elements of the uodal colwm matrix 

[
[CIU)] 

[U] = ..,.._ 
[u] 

of the 4x4 system dynamical mtrix 

[ 

[0] 
[D] = 

-[k]-1 [ll] 
(I] J 

-1 -{k] {c] 

In generalized coordinates the decoupled equations are (8] 

• ~i k2 y(t) 
Xj_•Cii~- 2 2 2 

2oi(mluli+m2~i)+cl(uli-u2i) 
i = 1, ••• ,4 (3) 

Let the vehicle position along the runway at any time t be given by 

s = a tb 

so that s • a b tb-l • a
2 

s(b-1)/b and s = a b(b-1) tb-2 

where a and b are constants and a 2 = al/b • b (4) 

Using Eq. (4) ,Eq. (3) can be transfol'lled from time to space domain 

'b~l)/b ~i k2 Y(s) (
5

) 
~ s~ xi ~ 0 i xi • 2 2 ) )2 

:Zai(mluli+~llli +cl(uli-u2i 

where (') denotes differentiation w.r.t. s and Y(s) is the random process representing the 
track uneveness. 
General solution of Eq. (5) is 

xi= Bi exp (~ oi sl/b) + £: Hi(n,s) exp (jns) dF(n~ i • 1, ••• ,4 (6) 

with 
~i k2 

Hi(n,s) • · 
l2~(ml u~i +~~i) +cl (~i -Uzi) 21 [j 0&2s (b-l) /b -ai 1 

Y(s) = {' exp (jSls) dF(n) -· Bi are constants of integration, n is spa ti.al frequency, j 

If the initial conditions are 

i = 1,2 

the constants of integration are given by {B} = [U]-l [v1 v2 d1 ~] T 

From Eqs. (6) and (2) for i = 1,2 

4 b 1'.. 4 r 
- z1 = I uin Bn exp(- ~ s ' ) + ~ "in "n (n,s) exp (j OS) ~F(O) 

n=l ~ n•l ..,. 
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4 b 4 
Z· = r CXn u. 8n exp (-a_ s 1/b) + l an u~n r Hn(O,s) exp (jQs) dF(O) (10) 

1 n•1 ln a2 -n n=1 -~ -

Differentiating Eq. (10) w.r.t. t 

jO(b-1) a u-.. k 
with~(O,s) • 2 -.. m 2 

b s1/b[2~(mluin+m2~n)+cl(uln-u2n)2][jna2s(b-l)/b- ~]2 
(12) 

SECOND ORDER STATISTICS OF RESPONSE 

The runway 'Lileveness Y(s) is assumed to be a homogeneous random process with zero mean and 

P.S.D. tyy(O) = a2y/[2w(n2+y2)] where a is the r.m.s. value of profile andy is a small constant 

[9]. Hence 

(13) 

i = 1,2 

Spectral density and covarience function are given by the fOllowing relations [5] 

and 

4 4 -
• (n,s) = tyy(nl r I ~ utn Hp (0, s) "n ( -n,s) 
'i zt p=l n=l p 

• (n,s) • • 
zi 't 

..... 
'i z, (O;s) 

4 4 
= tyy(Ol r I ~ ~ uip utn ~(O,s) "n(-n,s) 

p=l n=l 

2 (b-1) 
• ~ s b 

(14) 

(2ap(m1u~p+~~p)+c1 (u1P-~P)2][2~(m1uin+~~n)+c 1 (u1n·u2n> 2 l 
(16) 
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2(b-l) b-1 

j exp {-y(sl-s2)} j ~sl b exp {a....(sl-s2)/(a2slb )} 
Rl • ( • ~ = P 

y(a
2 

y s
1
b-l)/b + ~) (a

2
y sib-l)/b_ ~)' ---2-(b---1-) ---b---1--b--1---

22 b 2 b b 
2 {a2y sl - ap)(sl an+s2 ~) 

(18) 

c -~ 211' 

For i, .t = 1,2 and s 1 ~ s 2• 

Equation (17) is obtained by differentiating Eq. (16) w.r.t. t 1 and t 2• 

FIRST PA«;SAGE PROBABILITY OF TYRE BOITOMING 

The first passage probability beyond a barrier level S in the duration (O,s) is (7] 

t az, (p) s2 
P(z>Sis) = 2 ( ) exp {- 2 } dp 

0 na z P 2az (p) 
(19) 

where az(P) is the standard deviation of the process at p. 

The downward DOtion of the lower mass beyond a certain limit relative to the ground 
represents tyre bottoming. In considering the tyre bottoming in an aircraft, the effect of 
lift force on the dynamic response of the aircraft should also be included. The lift provides 
a time-varying deterministic force giving a time-varying deterministic bias to the response mean 
position. Incorporating the lift force into the equation of motion, the displacement from free 
positicm relative to the ground is 

4 m • 
+ ! ~n f 1\t (O,s) exp (jGs) dF(Q) - f exp (jns) dF(Q) 
~1 ~ -

where lift L = c., 52 

and c.~, is assumed to be a constant. 

For the lower mass and b = 2 

b-1 
b a2s 

Uzn an ( 1/Y + 2a ) 
n 
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(20) 

(21) 



2 4 4 
-2wC k2 I I 

p=l n•l [20p(mlu~p+~~p)+cl(ulp•Uzp)2] [2~(mlu~n+D2~n)+cl(uln-u2n)2(a~ys(b-l)/b+Op) 
(22) 

and 
a2 

a z• (s) • ~c:z 1 z• (s ,s) • - 2- ~c:z z (s ,s) 
2 2 2 as 2 2 

(23) 

Gz (s) and a z• (s) from Eqs. (22) and (23) can be used to determine the first passage probability 
2 2 

of tyre bottoming. 

RESULTS AND DISCUSSIONS 

1he system parameters of Boeing 707 aircraft are used to illustrate the application of 
above formulation. Following values of system parameters are used [3,4] 

m1 • 10,060 lb sec2/ft (14,970 kg sec2/m);- R2 = 155 lb sec2/ft (230.2 kg sec2/m); 

c1 • 116,460 lb sec/ft (173,400 kg sec/m); k1 = 2.03x106 lb/ft (30.2xlo6 kg/m); 

k2 • .162xl06 lb/ft (.2402xlo6 kg/m) 

a • 1.2205125 ; b = 2 
y •• 001791 ; c = .00001 

11le danping coefficient has been taken equal to the equivalent daq>ing coefficient at 100 ft/sec 
velocity from Ref. [4]. The values of a and b are chosen to give constant acceleration with 
take-off at 140 mph over a 8600 ft run. The runway roughness constant represents an average 
rtllway. The value of y is taken from Ref. [9] where the roughness is described by its correla­
tion fmction. Value of c~, is determined by taking the lift force equal to total weight of 
aircraft at take·off. 

The r.m.s. value of the upper mass acceleration is plotted against the distance ~long the · 
runway in Fig. 2. At take-off the r.m.s. value of the acceleration is .1731 g. 

First passage probability of tyre bottoming for a barrier level of 3.5 in is .llxlO-~ 

The r.m.s. value of the acceleration at the aircraft e.G. increases nonlinearly during the 
take-off n11. The maximum value occures at take-off and is less than the r.m.s. values of acce­
leration during taxi (.185 gat 40 mph [4]). Probability of tyre bottoming is very small, as 
expected since landing impact is a more critical condition for tyre bottoming. The paper illu­
strates the application of Evolutionary Spectra Approach to a problem where the underlying 
process is homogeneous. 
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Stunmary - This paper illustrates the application of the finite 
element technique to the solution of acoustic field problems in one, 
two and three dimensional coordinate systems.The method is compared 
with the traditional analytic and finite difference solutions to the 
space part of the wave equation,(the scalar Helmholtz equation) in 
particular for non-regular boundary geometries. A brief discussion 
of convergence of the numerical solution is included together with 
the steps involved in the derivation of high order elements. It is 
demonstrated that under certain conditions the finite element method 
is equivalent to the finite difference technique. The power and ease 
with which the method can be applied is illustrated by example of a 
sound field inside a car. A digitial computer program and the procedure 
for computation is presented. Rules for continuum discretization are 
developed from experience of the technique in solid mechanics. 

1. Introduction 

Finite element methods have been used with .considerable success for obtaining 
approximate solutions to complex problems in structural and solid mechanics (13). 
The technique has gained general acceptance because a wide variety of problems 
with diverse geometrical configurations cari be studied with a single computer 
program. Oden (12) and Zienkiewicz (20) have demonstrated that the variational 
principles utilized in structural mechanics can be applied to solve a wide variety 
of field problems whose solutions consist of continuous functions defined in spaces 
of finite dimension. As a result, considerable interest has been shown in extending 
the technique to such other domains as heat flow, fluid seepage in porous media, 
hydrodynamics, viscoelasticity and applied electrophysics (71. The purpose of this 
paper is to present the basic concepts of the finite element method and its appli­
cation to acoustic field problems. 

2. Solution of the wave Equation 

Propagation of sound in a homogenous, isotropic medium is described by the 
undamped wave equation (3) . 

- ~ 

The time and space parts of equation 1 can be seperated to give the scalar 
Helmholtz equation. (p' -is the excess pressure variation and k-the wave number) 

- 2 

In a more general sense equation 2 can be used to solve many boundary value problems 
in electromagnetics and electroacoustics (~61; it contains Laplace's equation as a 
special case. Analytic solutions of 2 to determine the normal modes and frequencies 
of bounded acoustic fields have employed the method of seperation of variables, 
Green functions and collocation (10). Most of these methods are restricted to 
problems with relatively simple boundary conditjons. Seperation of variables,for 
example, can only be applied to three co-ordinate systems in twodtmensional space(9). 
In some cases conformal transformations can be used to map complex boundary 
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geometries into simple shapes for solution by elliptic differential operators. 
Theoretical solutions to known shapes have been purturbed for other problems (4) 
however in general it is impossiBle to obtain analytic solutions to many practica: 
problems. 

Finite difference methods have been employed by a number of investigators to 
obtain numerical solutions in situations such as acoustic fields in ducts (1), 
rooms (5), and cars(l4). There are a number of basic limitations associated with 
replacing 2 by a set of difference equations: 

(a) The field is undefined except at discrete mesh points. 
(b) Singular and source points are difficult to handle. 
(c) Awkward boundary shapes often require special difference 

operators which necessitates a unique computer program 
for each new problem. 

It was in an effort to improve on these limitations that attention has been 
directed to the use of the finite element method. 

3. The Finite Element Method. 

The basic concept of the finite element method is the representation of a 
continuum by an assemblage of subdivisions or finite elements connected on their 
boundaries at a discrete number of nodal points (figure ll . A distinction between 
a spatial and material subdivision of the continuum must be made for acoustic field 
problems. With air, the finite element defines the space through which the fluid 
flows - in solid mechanics, distortion of the material is described by a spatial 
change in the finite element mesh. It is convenient, in acoustics, to formulate the 
unknowns in terms of nodal pressures; and since pressure is a scalar quantity it 
is only necessary to use one unknown per node (5} • The acoustic field over the 
entire domain is approximated by a set of continuous algebraic functions defined 
over individual elements. Within a particular element the pressure is assumed to 
be represented by a polynomial function of the field variables at the individual 
nodes. 

Typical node 

Typical element 

~ 

~rimary nodeshape 

Secondary node shape 

Figure l :- Finite element representation of a continuum and two typical 
polynomial shape functions for the field variation over eleme~t. 

The derivation of the set of equations for the continuum may be achieved by 
direct, residual or by variational methods. In this paper minimization of a 
functional expression is carried out with respect to the field variables at each 
of the nodes. Complementary formulations may require a maximization, however both 
are usually subsumed under the more general stationarity requirement (~91. 
In elasticity the formulation of the equations is achieved by minimizing a functional 
describing the total potential energy of the system. Zienkiewicz(20l has shown th~ 
~enerality of the variational approaches in field problems where stationarity of a 
functional, subject to the boundary conditions, gives the exact solution. Craggs (5} 
and Shuku (14) have formulated frequency dependent functionals for the acoustic 
wave equation, which after setting the first variation to zero results in the 
Helmholtz equation and the boundary condition 3 at the surface of the acoustic space. 

I 

grad p = -ipwAp' - 3 

In this paper hard boundary conditons are assumed so that the specific acoustic 
impedance A = 0 and grad p = 0, there is in principal no difficulty associated 
with using either homogenous Neumann or Dirichlet boundary conditions. 
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4. Natural Co-ordinate Systems. 
The formulation of the variational expressions and calculation of the element 

properties can be simplified by the use of natural cordinates. A local system is 
one that is defined for a particular element, not necessarily for the entire space, 
the system for the complete continuum is called the global co-ordinate system. 
A natural co-ordinate system is a local one which permits specification of a point 
within an element by a set of dimensionless numbers whose magnitudes never exceed 
unity. In ad-dimensional co-ordinate system xl,x2, .•. ,xd the finite element is a 
simplex with at least d+l vertices (figure 2), whose size is given by S=D/d!. 
D is defined by the determinant 4, note that for example the size of a line is its 
length, triangle its area, etc. 

l l 2 d 
xl xl xl 

1 x1 2 d 
D ;:::: 2 x2 x2 

- 4 

1 • 1 
xd+l 

2 
xd+l 

d 
xd+l 

If P is a point within the element and S the size of the simplex defined by P and 
all other vertices except m then it is oEvious that the set of equations 5 define 
uniquely any interior point. 

::::- - 5 
s 

A further result from linear dependence is given by 6 

d+1 
l Li = l 

i=1 
- 6 

Geometrically the Li co-ordinates measure normalized distances towards the m-th 
vertex orthogonally from the d-1 -dimensional simplex defined by all vertices of 
~e element except m (1?>· It necessary the Li co-ordinate system can be defined 
~n terms of the Cartes~an x~ system by the use of 7. 

l 0 l l d d 
0 ( ai + ai x + ••• + ai x ) - 7 

Wheee af are the minors of the r-th row of D. A natural co-ordinate svstem 
simplif~es problem formulation, preserves symmetry and facilitates the integration 
over the element. For example, using polynomial expansion and integration by parts 
a cartesian surface integral can be expressed simply as: 

I :::: II Lp Lq 1t l-IL2 Lp L q dL = pq 1 2 ds = 2 D o o 1 2 1 dL2 2DEl....gj_ -8 
(p+q+2) ! 

4 

Line element Triangle element 
3 

3 

Node 1 Node 2 

• e • 

L element length A element area v element volume 

Figure 2 ·- Examples of natural co-ordinate systems. 
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5. Pressure Variation ove.r an Element. 

The solution of 2, subject to the associated boundary conditions, is 
equivalent to minimizing the functional 9 over the element volume (~91. 

F(p) = :!_ f tigrad pl 2 - k2 p) dv - 9 
2 v 

F(p) is stationary if, and only if, p equals the true solution for p'; so the 
basic problem of the finite element method is to construct a solution for p over 
each element so as to obtain the best approximation for p 1 over the complete 
solution space. A common approach is to assume that within an individual element 
the pressure p can be represented by a polynomial function of the nodal coordinate 
system (2,6,15,18,20). In order to guarantee solution isotropv or geometric 
invariance the polynomial expression applicable to each element must be complete. 
If n is the order of the polynomial there must be at least N=(n+dl!/(n!d!) terms 
to satisfy this condition. Geometrically this implies that the pressure distribut­
ion is permitted an equal complexity of curvature in any direction. A further 
condition is that within an individual element a 'pressure rigid body mode' is 
allowed; this corresponds to a uniform pressure rise. The polynomial must in 
addition satisfy the conditions of pressure continuity within an individual 
element and for the assemblage as a whole. The continuity of p is essential to the 
valid use of 9. At the boundaries between elements the normal derivit ive is not 
continuous, this however does not introduce any errors as the net integrated 
value of these discontuities is zero. 

Modifying Silvester's notation (15) the pressure variation within an element 
can be defined in the form 

N e pe = t Pm am (L~ ,L2 , ... ,Ld+~) - ~0 
m=~ 

N e - 11 = t Pm am 

m=~ 

Where am are the interpolation polynomials of degree N on the element and p~ is the 
value of p at the interpolation node m The coefficients of am. for equispaced nodes 
are of the closed Newton-Cotes type defined by equations 13 and ~4. 

Where 

P (z} 
m 

d+l 
= t 

k=l 

m-~ 
= :!., n (Nz-kl 

m.k=O 

m=O 

- 13 

-14 

- ~5 

Each node has associated with it d+l integers j 1 ,j 2 , ••• ,jd+1 which sum ton and 
vary cyclically through the mesh (6,17). The poiynomials 13 satisfy all the 
previous conditions and, at the interpolation nodes, satisfy 10 and 1~ identically • 

• 6. Solution of the Variational Expression 

The minimization of F(p) over the assembled elements is . equivalent to the 
minimization of F(pe) over an individual element. Within any element the conditions 
to be satisfied are: 

i.e. substituting into 

a F (pel 0 

() p: 
equation 9 

~ 
2 

I a jgrad Pel2 dv = 
v ap: 
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a e2 
_p dv 
ape 

m 

- 16 

- 17 
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Equation ll is used to calcul~te !9rad pel 2 and pe2 , these results are then 
sudstituted into 17 and ~fter some manipulation, result in the set of linear 
algebraic eigen value equ~tions l8. 

2 
S p = k T Pq mq q mq 

- 18 

Where the matrices Smq and Tmq are given by: 

l d d+l d+l k k 
lv 

aam aaq 

smq l l: l: a. a. aL. aL . dv - 19 = 
~2 

~ J 
~ J k=l i=l j=1 

T = lv am mq a q dv - 20 

The matrices S and T for each element can be assembled into two global matrices 
A and B by a simple mapping operation to form the eigen v~lue problem for the 
complete model. 

A p = AB p - 21 

The mapping is based on nodal connectivities, for example in figure 3 the pressure 
at node 2 is common to elements 2,3 and 4. The contribution from each element to 
form A and B is simply the sum of the individual contributions from S and T. 
The associated Boolean connectivity matrix is shown in figure 3b, this matrix is 
not needed explicitly and is usually coded directly into the computer program. 

1 

Finite element Model 

4 7 

2 - element number 
3 - node number 

(b) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Nod~l Connectivity M~trix 

Semi band width = 3 

(a} 

Figure 3:- Typical finite element model and connectivity matrix 

7. Properties of Matrices S,T,A and B 

The properties of A and B depend on the structure of the submatrices S and T. 
It can be seen by inspection of l9 and 20 that S and T are symmetric. A and B are 
formed from the matrix sum of the symmetric submatrices and as a result are 
symmetric, sparse and banded. 

• 
(a) T is always positive definite and diagonally dominant. 
(b) The diagonal elements of S are positive with the row ~nd 

column sums equal to zero. The matrix S is singular and 
positive definite. 

The positive definite nature of S and T ensures that A and B are ~lso positive 
definite, this property ensures the convergence of iterative solutions to the 
eigenvalue problem (8}. Simple computational checks can be based on (a) and (b}; 
a useful fact is that the sum of the elements of T is equal to the element size 
(D/d!) • 

8. Calculation of the Components of the Matr{ces S apd T 

Silvester {15) has shown that the total number of operations required to 
evaluate the element matrices S and T varies as n6. Manual evaluation of the 
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·components is restricted in most cases to low order elements and so for higher 
orders the process must oe automated. The symbol manipulation capabilities of PLI 
and FORMAC were used to perform the basic polynomial operations required to 
evaluate 19 and 20. Symmetry properties and the generalised form of 8 can be 
exploited to reduce the computational burden. The approach can be illustrated 
by evaluating 19 and 20 for a tetrahedron. Tetrahedrons are a very useful three 
dimenensional elements as they can be used to form triangular prisms, pyramids and 
hexahedrons. The formation of S requires a summation over 48 terms, of these only 
18 are independent by using 8 and 21. 

4 
L a~ 0 j=l,2,3 - 21 

i=l ~ 

smq = 

Similarly for matrix T 

1 
6v 

3 
I 

k=l 

T ;::: 
mq 

3 4 
t t - 22 

i=l j=i+1 

- 23 

The matrices S and T for a number of standard elements are shown in figure 4. 
In accord with convention and because of symmetry only the upper half for T and 
the lower triangle for S are recorded. In the case of the triangle element the 
matrix S is formed using 24 (15) • 

3 
s = L Qi cot ei - 24 

i=l 
The matrices Q. are simply row and column permutations of each other and can 
be formed from~Q1 • 

7. Convergence of the Finite Element Solution 

For any numerical solution involving approximation it is important to consider 
the requirements for convergence to an exact solution. The accuracy can be improved 
by two methods, mesh refinement or by selection of higher order polynomial models. 
Thereis no simple answer to whichis the best method as an acceptable balance 
between accuracy and computer time to achieve the results must be established. 
Zienkiewicz (20} has shown that the finite element method provides an upper bound 
to the true solution. As the finite element· mesh is successively refined the 
approximate solution will converge to an exact result from above. The physical 
conditions to ensure convergence with mesh refinement are:-

(a) All previous meshes should be contained within the refined mesh. 
(b) The same polynomial models should be retained for the refinement. 
(c) Any point in the domain can be included in the refined mesh. 

A result of this is that a single problem solution is not sufficient to prove 
convergence and a check should be made by repeating the process with a refined 
mesh. In regions of abrupt changes it is often necessary to construct a fine mesh 
in these cases elements with small vertex angles should be avoided. There is no 
clear cut approach to the selection of the finite element model and the following 
guidelines are based on experience. Simple low order elements can give good results 
for low order modes. Fer a given level of accuracy the use of higher order models 
reduces the computer time for solution. The time to calculate the result varies as 
the number of nodes and is practictically independent of the order of . individual 
elements. Daly (6) has shown that by considering the individual rows of A and B, 
for symmetric elements, equations can be developed which are equivalent to the 
fin.ite diffreence forms. As an example consider a string composed of elements for 
which n=l. Using the elements of S and T from figure 4 the eigen value equations 
for a typical pressure node Pn is given by 25. 

(khl 2 
6 (Pn-1 + 4 Pn + Pn+l . l - 2 ~ 

If all the right hand side weighting is placed on the central node 25 is tl\e 
standard finite difference form of 2 (1}. 
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Figure 4 ·- Some examples of acoustic finite elements 
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It can be shown for linef ~ectan~ula~ and cuboidal enclO$UXe$ that the tinite 
element solution converges to tae exact $Olution as h~Q; the eigenvalues are given 
by equation 26. 

4 
I 

i=1 

m.n 2 
( _]__ ) 

ci 
j=.l,2, •. - 26 

Where m. are the mode numbers and c. the characteristic dimensions in the xi 
directi6ns. Note that as the mode nUmber increases so does the error; this is also 
apparent in the eigen vectors as they are discrete samples of the exact solutions. 

B. Computer Solution Process 

Each element is defined by its type, node co-ordinates, node numbers, 
polynomial order, and the associated material property. This information together 
with the prestored matrices S and T for each element type is used to assemble the 
base matrices A and B. Element edges are identified by the numbers assigned to the 
nodes they join together. The inter-element continuity requirements enables the 
assembly of A and B in their correct sequence to form the eigen value problem 21. 
Computational efficiency can be improved by minimising the maximum difference 
between connected node numbers. In order to be able to solve 21 economically it is 
essential to fully exploit matrix sparcity and the positive definite nature of the 
constituent matrices. Most eigen value algorithms are based on either transform­
ation or iterative methods. In transform methods the relevant matrix is formed 
into a diagonal, tridiagonal or upper Hessenberg type by a similarity transform. 
In most cases the transform matrix destroys the sparcity and for large problems · 
standard programs are not economical with respect to either storage or solution 
time. The usual iterative procedures on the other hand, operate on eiLher one or 
a pair of matrices extracting the roots one at a time. The algorithm used for this 
paper was based on the combined Sturm sequence - inverse iteration method develop­
ed by Gupta (10). With this approach the Sturm sequence property is used to isolate 
the root and then a decomposition of A -).B extracts the eigenvalue and its vector 
simultaneously. This method has a number of advantages, in addition to computing 
speed, over conventional approaches:-

(a) The routine is capable of calculating roots lying between 
specified lower and upper bounds of A. This is very useful 
in situations where a uniform pressure rise can occur. 

(b) The program exploits matrix sparsity. 
(c) The routine is numerically stable and convergence is assured. 

Computer tintes for problems with up to 200 degrees of freedom and 15 eigenvalues 
are typically less than five minutes on a Burroughs B6700. 

9. Sample Problem 

The operation of the program and convergence of the elements were checked using 
problems with known analytic solutions - vibrating strings, rooms and plates. A 
practical application of the method, that can be confirmed by experimental results 
is the determination of the sound field inside a car (5,6). The results for the 
first two modes are shown in figure 5 together with the finite element model of a 
vertical section through a uniform car. With a more refined model it would be 
possible to include the effects of the seats. Such an approach would enable the 
designer to avoid resonant modes near the drivers head. Table 1 is a comparison of 
the finite element solutions for three pdynomial orders with the finite difference 
and experimental solutions of Shuku (6}. 

Mode 

1 

2 

Table 1:- Comparison of the Noxmal mode frequencies of 
a car interior using finite element, finite 
differences and experimental results. 

Polynomial Order of Model Finite Difference Experimental 

1 2 3 

86.9 Hz 86.9 Hz 86.8 Hz 

142.7 Hz 141.0 Hz 138.8 , H~ 
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The finite element results are ye:ry close to the experimental values and any _ 
difference is probably due to the as.sum;ption of nard boundary conditions in the 
finite element case. Tlie convergence of the f -requencies with increasing el.ement 
order confirms the results of equation 26 and that the finite element method con­
vergesto the true solution form above. Similarly it is well known that the finite 
difference method converges to the exact solution from below this is confirmed 
for the second mode. Solution times for the finite element method were less than 
two minutes 

Finite element model 

Scale 1:20 

Fundamental Mode 

Second mode of car 

Experimental results 

Finite element results 

Figure 5 ·- Finite element model and mode shapes for the first two modes 
of a nonvented car epclosure (hard boundary conditions). 

Conclusion 

The finite element method is ra;pidly gaining acce}?tance as a technique Ln 
practical engineering analysis and has a potential for future application in 
acoustics. Like all numerical approximations the technique is oased on the concept 
of discretization. Despite this fact the formulation of the pressure models in 
terms of nodal variables allows a solution . to be obtained over the complete cont­
inuum. The variational formulation of the pressures results in an eigen value 
problem whose solution represents an upper bound to the exact result. The accuracy 
and convergence of the method has been satisfactorily confirmed agains-t known 
analytic, finite difference and experimental solutions. Under certain conditions 
the finite element and finite difference solutions are identical. Further work is 
being conducted to include complex boundary conditions and solutions to t -ransient 
field problems. Finally, as for any numerical method, the results of a finite 
~lement analysis must be interpreted with care and tempered with engineering 
JUdgement - the purpose of computing is to gain insight not numbers. 
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SUMMARY -

UTILIZATION OF VIBRATORY DISPLAYS IN MANUAL SITUATIONS 

This paper reports on a study of tactual flight control displays 
including the initial development of the displays and their evaluation 
using formal experiments. The need for transmitting information to 
pilots in other than the visual modality has been recognized 
increasingly over the last decade. Tactual displays have significant 
potential tor situations where task demands do not allow the human 
operator to fixate a visual tracking display continuously. Vibro­
tactile and electrocutaneous stimulation techniques were investigated 
in both psychophysical judgment and manual control experiments, using 
several basic display geometries. Although electrocutaneous 
stimulation could be made tolerable by adjustment for some subjects, 
vibratory stimulation was judged to be more satisfactory. Continuous 
manual tracking was carried out using both vibratory and visual 
displays using one display geometry. In addition, combined tracking 
and visual monitoring tasks were used to provide relative comparisons 
of tactual and visual tracking displays in situations imposing a high 
visual scanning workload. Although the tactual displays yielded 
generally inferior performance to' the visual displays, inter-task 
interference effects were substantially less with the tactual display 
in the high visual demand situation. 

INTRODUCTION -

When "vibration" and "human performance" are spoken of together, 
a degradation in performance is usually what is assumed. It has been generally 
shown that vibration of the human or the environment in which he is working 
degrades his performance, and this phenomenon has been subjected to systematic 
study (e.g. Grether) (1). However, there is another side to all this. Vibration, 
or indeed a range of various stimulation techniques, applied selectively to a 
human's skin holds the promise of expanding the available ways of displaying 
information. While the visual modality is truly dominant in the area of information 

*This research was supported by the Advanced Research Projects Agency, Department 
of Defense, was monitored by the Office of Naval Research under Contract No. 
N00014-73-C-0031: John J. O'Hare, Scientific Officer, Engineering Psychology 
Programs, and was performed wben the author was at Bolt, Beranek and Newman, 
Cambridge, Massachusetts. 
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displays, recent work in the cutaneous area shows that it represents a viable 
alternative. Possibly the best examples of a current commercial tactual display 
system is the "Optacon" (_2£tical to tactile converter) currently being marketed 
in the United States which afford blind people direct access to printed material 
of a wide range of font types. This portable reading device relieves blind 
people from dependence on Braille, and early evaluations have judged it to be 
very successful, although as yet reading speeds do not match that of Braille. 

This paper reports on the evaluation of tactual displays for the control 
of flight. In current aircraft, nearly all flight parameter information 
available to the pilot is transmitted to him visually, whether under visual contact 
or instrument flying conditions. It has long been recognized that during 
instrument flying conditions the task of scanning just the essential instruments 
is a taxing, fatiguing one (2). 

Investigation has shown that the minimum time required to accommodate from 
outside the cockpit to the instrument panel, read an instrument, and then return 
to viewing the external scene is approximately 2.5 sec (3). Such large time 
measures indicate that this transitioning constitutes a significant loss in the 
time available to the pilot for actually processing visual information. 

Midair collisions frequently can be attributed to the fact that pilots were 
not maintaining sufficient viewing of the outside scene. Zeller and Burke ( 4) 
found that So% of one class of midair collisions occurred in daylight under contact 
conditions. Thus, poor v~ility and increasing air speeds are not the only major 
contributing causes of midair collisions (5); it seems fair to say · that lack of 
external viewing is also a significant factor. Pilots tend to use extra-cockpit 
visual information only a small proportion of the time available (6). 

Displays to sense modalities other than vision have the advantage of 
presenting continuous information to the pilot independently of his head position 
and eye orientation, but probably would not suffer any of the disadvantages 
described for helmet-mounted displays. Not only can display of information to 
other modalities free the eyes substantially from tasks inside the cockpit, but it 
is reasonable to expect that such displays could alleviate the demands of the 
visual scanning task within the cockpit as well. The nonvisual display provideS 
a close coupling between the stimulus and the operator. 

Auditory flight displays have received some research attention, and one 
system referred to as flying by auditory reference (FLYBAR) was developed to supply 
to the pilot all the necessary information for him to maintain a required flight 
path (7, 8). At least one of the display systems developed yielded performance 
in a Link Trainer comparable with that obtained from the standard visual 
instrument panel. However operational systems did not emerge from these early 
studies. · 

Tactual displays, on the other hand, may offer two possible advantages over 
auditory displays for presentation of basic flight control data. First, tactual 
displays should not interfere in any real way with speech communication. Second, 
tactual presentation is not as limited in its ability to present information in a 
spatial pattern. This should be important in the flight control situation where 
the required information has a strong spatial component, e.g. vehicle orientation, 
attitude and location in space. There has been some previous work in tactual 
flight control displays. However, the displays developed were either relatively 
simple (9), or were considered to be supplements to the visual displays (10). 

In comparison of tactual and visual tracking, several studies have found that, 
when compared with a similarly quantized visual display-, tactual displays yielded 
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very similar performance (11, 12). Hill (13) :found that a "ripple" tactual 
display yielded superior performance to a standard, continuous CRT visual display. 

Most studies in this modality have used mechanical vibration after the 
pioneering work of Geldard (14). However, electrotactors have also been e~plored. 
The greatest difficulty in the latter form of stimulation is to obtain inputs 
well above threshold but yet entirely acceptable and comfortable (15). 

In this research study, an initial comparison of electrocutaneous and mechaniau 
means o:f tactual stimulation was carried out using stimulation :forming an array on 
the torso (i.e. chest and abdomen). Several display configurations in some 
preliminary experiments. On the basis of these, a single display configuration 
was subjected to detailed study, both with and without an additional visual search 
task. 

EVALUATION OF ELECTROCUTANEOUS DISPLAY -

Much o:f the prior experimentation with electrocutaneous displays employed a 
single conductor electrode with a large return plane at a remote location on the 
body. This type results in through-body conduction, which was considered in this 
study to be objectionable :for an array using a large number of tactors. Guided 
by the work o:f Saunders and Collins (16), a number of different silver coaxial 
electrodes were explored in this program. It was found that a smaller diameter 
inner electrode produced a lower threshold, but in general the sensation was 
subjectively more sharp. Insulation width (the annulus) did not appear to have 
a noticeable e:f:fect on the sensation, while the overall size o:f the electrodes did 
not appear to improve com:fort. As the size was increased, the current required 
:for an equivalent intensity o:f sensation was :found to increase. 

The :final tactor geometry selected was a 5 mm. diameter inner electrode, an 
insulating annulus o:f width 1 mm., and an outer electrode diameter of 11 mm. 
Initial experiments on ~cceptability with stimulators applied to the region o:f the 
chest and stomach led to the adoption o:f a pulse repetition frequency of 250 Hz. 
However, these early experiments showed that the necessary intensity levels of 
stimulation :for adequate display of information caused significant discomfort in 
some of the subjects. A "bimorph" mechanical stimulator was adopted for the 
:formal tracking experiments. This form of stimulator is a piezoelectric vibrator, 
after the work of Holmlund and Collins (17). The optimal driving o:f the bimorph 
was found to be in 6 cycle bursts of 170Hz, 150 V (rms). Beyond 170Hz, the 
operation o:f the bimorph degrades too much :for good stimulation levels. 

TRACKING EXPERIMENTS -

Preliminary psychophysical and step-input tracking experiments were carried 
out to evaluate several different display configurations. On the basis of these 
it was :found that generally increased spacing o:f stimulators in the display array 
gave improved performance. The performance obtained was relatively insensitive 
to changes in the inter-stimulator time interval. These earlier results also 
showed essentially no difference in the performance obtained with the equivalent 
electrocutaneous and. vibrotactile displays. 

The basic objectives o:f the formal tracking studies were to evaluate the 
tactual display parameters in a situation relevant to flight control and to 
characterize the pilot-display interactions in quantitative terms. 

An X-Y two-axis display array was selected for these experiments. The array 
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consisted of stimulators arranged in a vertical and a horizontal line crossing on 
a common tactor. Tracking error was indicated both by the number of stimulators 
excited in a sequence and by the rate at which successive stimulators were 
excited. Two types of basic coding of the display were studied: Polarized and 
Nonpolarized. For the polarized display, the mode of data presentation involved 
sequential activation of the stimulators (7 on each axis}, beginning in each 
sweep with the centre stimulator and sweeping outwards. The two axes were 
activated alternately. In the non-polarized mode, the signal commences at the 
first stimulator in a line, and sweeps across to the last stimulator (4 stimulators 
per axis}. 

Some comparative tracking data were also obtained on a visual display 
geometrically "equivalent" to the tactual display, and a standard visual flight 
display. 

A pitch-and-roll aircraft control task was simulated, using a two-axis hand 
control for independent control of each axis. The control was primarily a force­
sensitive device. Disturbance inputs were constructed by summing together a 
number of sinusoids, with independent application to each axis. The experiments 
used two subjects(D. E. and N. G.) who were both instrument-rated aircraft pilots. 
They were given considerable initial practice on the control task. 

Several independent variables were investigated: Display size (spacing 
between the stimulators), polarized vs nonpolarized, display coding (high threshold 
for the stroking of all stimulators vs low threshold), and time-sharing with an 
added visual search task vs tracking alone. 

In the first tracking experiment, the effects of form of polarization, display 
size and coding on performance were determined. The effects of display polarization 
are shown in Table 1. An analysis of variance shows that polarization is 
significantly superior to the nonpolarized configuration (F(1 ,21) = 19.62, p < .001). t j 
Table 2 shows the effects of different display codings and display size on tracking I 
performance. · The data were not sensitive to varying the display coding, but · '1. 
display size had a statistically significant effect (F(1 ,14) = 5.77, p < .05), with . i 
the larger display yielding the better performance. 

Table 1 
Effect of Display Polarization in Tracking Performance* 

s 

D. E. 
N. G. 

Mean 

Polarized 

4.4 
3.7 
4.1 

Display 

Nonpolarized 

6.4 
4.6 
5.5 

*Mean squared error score average of eight replications; 
arbitrary units 
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s 

D. E. 
N. G. 

Mean 

Table 2 
Effect of Display Coding and Size on Tracking 

Performance with the Polarized Display* 

Large Display Small Display 

High Low High Low 
Threshold Threshold Threshold Threshold 

3.4 3.9 3.6 4.1 
3.0 3.5 4.4 3.8 

3.2 3.7 4.0 3.9 

*Mean squared error score average of three replications; arbitrary units 

The data also showed that, with the tactual displays, the subjects used a 
control strategy of "pulsing" the stick rather than showing a continuous control 
strategy that was found in the situation with a normal visual display. Subjects 
also demonstrated pulsing when quantized equivalent visual display was used. Thus, 
this control strategy is apparently a function of the quantization and the 
sequential displaying coding for the two dimensions, although the pulsing was not 
as marked in the case of the visual quantized display. 

The performance obtained with the quanti7,ed visual display was essentially 
the same as that gained with the tactual displays, where as the conventional 
visual display yielded markedly better performance. 

On the basis of these results, the remaining experimental data were taken 
using the larger format polarized display. 

A comparison of one-axis and two-axis tracking sho"\<red that no significant 
inter-axis interference effects occurred with the visual display as the 1-axis 
and 2-axis error on both the pitch and roll sco~es were virtually identical. 
However, these interference effects with the tactual display were statistically 
significant. Two-axis tracking error scores were about 35% greater for both pitch 
and roll. 

Using techniques discussed by Kleinman, Baron and Levison (18), the tracking 
data were subjected to model analysis. In general, error and control scores were 
matched to within 10 percent, and pilot describing functions and co~trol spectra 
uere rna tchecl within 2 or 3 db.-

An acceptable match to single-axis pitch performance was obtained with a 
time delay of 0.65 sec., a motor time constant of about 0.11 sec., an observation 
noise/signal ratio of approximately -21.5 db, and a motor noise/signal ratio of 
about -14.5 db. The experimental frequency-domain measures for one-dimensional 
tactual tracking are shown in Figure 1. 

The condition where a visual monitoring task was combined with the single-axi s 
tracking task was studied in order to determine the potential effectiveness of 
tactual displays in multi-task situations that impose a high visual scanning 
workload. The subjects were trained on the following five tasks: (a) monitoring 
only, (b) tracking-only with the continuous visual display, (c) tracking-only 
with the tactual display, (d) combined monitoring and tracking with the visual 
display and (e) combined monitoring and tracking with the tactual display. 
Tracking and monitoring scores are shown in Figure 2 for the single- and combined­
task situations. Tracking scores are given in terms of mean-squared error 
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(arbitrary units); monitoring scores are in terms of fraction-of-time of incorrect 
response (i.e. whether the pointer was inside or outside a target zone on the 
monitoring display), normalized to make these scores numerically comparable to 
the tracking score. 

Although visual tracking error scores were consistently lower than 
corresponding tactual tracking scores, the interference of the monitoring task 
with tracking performance was considerably less when the tactual display was used. 
Single-task and combined-task tactual tracking scores differed on the average by 
about 12%, which an analysis of variance showed was statistically insignificant. 
On the other hand, the combined-task visual tracking score was over three times as 
great as the -single-task score (significant at the 0.001 level). 

Performance on the monitoring task was significantly degraded by the presence 
of the tracking task. The increase in the monitoring incorrect-response-time was 
approximately 35% (significant at the 0.01 level) and was the same whether the 
tactual or the visual display was used in the concurrent tracking task. 

CONCLGSIONS -

The experimental results lead to the following conclusions: 

a. Tracking performance was superior with larger, polarized tactual displays. 

b. Interference between a tracking _task and a visual monitoring task is 
considerably reduced when the tactual tracking display replaces a continuous 
visual tracking display. 

c. Tracking errors obtained with the tactual display used in this study 
were greater than errors obtained with the continuous visual display in a similar 
flight-control situation. Differences between 1-axis and 2-axis tracking 
performance are also greater for the tactual display. 

d. Performance degradation of the tactual display is due primarily to the 
display code adopted in this study - not to the use of the tactual sensory mode it­
self. 

e. In order to obtain minimum MSE, tracking errors were corrected by 
intermittent pulse-like control inputs when the tactual display is used, apparently 
because of the wide band disturbance function and :the large effective time lag 
imposed by the display code. 

Preliminary results suggest that the tactile display used in this study has 
fulfilled the original expectations. At the cost of degraded single-task tracking 
performance, a tactile display has been designed which appears to allow relatively 
little interference between tracking and visual monitoring tasks .• 

Redesign of the tactual coding scheme should allow the presentation of error 
in one axis to be more nearly independent of the error on the orthogonal axis than 
is currently the case. Perhaps the most important source of iLter-axis effects is 
the sequential presentation of errors on the two axes. With this display 
algorithm, the time between successive presentation of error on a given axis is 
increased about 20 percent on the average. This increased display time causes a 
performance degradation beyond that normally associated with the requirement of the 
pilot to share attention between two tasks. 

301 



~ 
LL 

I 
(/) 

L4J 
(/) 

<l 
I 

(a) PILOT DESCRIBING FUNCTION 

0 

o ______ ~o~--~o~-=o---o---~-

o MEASURED 
-PREDICTED 

~ -200~----._--L-~-L~~~----~~~--4-~-L~~--~ 

Figure 1 

0 1 1.0 10 

0.-----.-~-,-,-rTJTT-----r--~~~~~~-----

(b) CONTROL SPECTRUM 

-60~----~--._~~~~~~----~--~~~~~~----~ 
10 0.1 1.0 

FREQUENCY (rod/sec) 

Frequency-Domain Measures for Tactual, 1-axis Pitch 

302 



There is al~o a tendency to attend primarily to the larger of the two errors 
when the errors in the two axes are not equal. If the error imbalance is appre­
ciable, the smaller error may be ignored altogether until the larger error can be 
reduced. Although a short-term unbalance of attention would be expected with any 
display, one would expect less of an adverse effect if the effective display 
period were to bereduced. That is, if the display can be made to respond faster, 
the period of unattentiveness to any one axis should be reduced on the average. 

Improved display coding will not eliminate interaxis effects altogether. 
There will always be a certain amount of task interference because of the pilot's 
inability to share attention between two or more tasks without some loss of 
effectiveness in each task. 

There are several approaches that might be followed jn developing a 
refinement . of the coding scheme to reduce the effective time delay: allowing 
independent operation of each axis, elimination of the sample-hold feature, 
reduction of the interaxis irtterval, and reduction of the stimulus period. 

1 • 
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Summary 

MICROSECOND AND NANOSECOND SPARKS FOR PHOTOGRAPHIC 
TECHNIQUES 

F. Friingel 
IMPULSPHYSIK GmbH 
Hamburg, West Germany 

The paper gives a review on· spark flash equipment for micro- and nano­
second flashes, discusses design parameters and describes practical 
applications in high-speed photography. Operational techniques with 
various camera types and accessories such as Kerr cells (STROBOKERR-
1\Iiethod) and X-ray flash adapters are explained. Examples are given for 
various photographic techniques from simple front- and backlighting set­
ups to schlieren- and interference photography, shadowgraphy, micro­
graphy and spark tracing of air flows. 

In order to yield satisfactory results any type of photography and high-speed-photography in 
particular must meet five basic requirements, namely : 

1. . Single frame exposure must be short enough in order to avoid any object motion 
blur. 

2. Sufficiently intensive object illumination must be provided to achieve adequate 
blackening of the photo graphic emulsion. 

3. High film transport speed in order to accommodate the large number of single 
frames in a certain time unit, for instance 10 000 frames per second. 

4. Perfect synchronisation of the transient with the moment of exposure. 

5. Good optical resolution of details so that the results have sufficient information 
value. 

As can be seenrequirements are more or less extreme in all points and as often in tech­
nology these requirements seem to contradict each other at first sight. Already the first 
two requirements seem to exclude each other : exposure time and light intensity. If one 
value is increased one has also to increase the other. Sooner or later one reaches the 
practical limit be it the efficiency of the shutters, be it that the object to be photographed 
can only stand a certain heat radiation. Also the third point of our requirements, the trans­
port speed of the film, has its limit which is given by the tensile strength of the commercial­
ly available film, whilst for our fourth requirement perfect synchronisation possibilities be­
tween event and moment of photography our modern electronics offer a great number of 
solutions. It is the fifth requirement which of course is of paramount importance and de­
cisive, since it concerns the total result of the efforts- : negative size, optical resolution, 
contrast, definition, taking rate, total number of frames, and analysability or projectability 
are essential prerequisites for the suitability of the photographic technique employed. It is 
obvious that not all requirements can be met in equally excellent manner so that one has to 
search for the most favourable compromise in relation to the photographic problem on hand, 
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i.e. for example high taking rates in order to obtain sufficient single phases of the movement, 
or shortest possible exposure time in order to stop motion blur. 

Since we are concerned with flash photography of transients we should try to establish some 
point of reference which we can find in nature's spark discharge, viz. the thunder flash or 
lightning. Potential : several million volts, current flow : up to 150 000 Amperes, flash 
duration between a few microseconds up to several milliseconds. 

Starting with the invention of the Leyden jar and Toepler's first experiments on photographing 
shock waves, the electric spark is perhaps the oldest tool in the history of high-speed photo­
graphy. The electric spark is used in high-speed motion analysis in broadly four ways : 

a) The spark light is used to illuminate the surface of non-radiating objects in micro 
or nanosecond time and at high repetition rates. Each spark produces one image 
and has to deliver a certain number of lumenseconds (Friingel 1965). 

b) The spark is focused with a mirror system the entire surface of which radiates at 
the spark's brightness. With a spark serving as practically a point source of light, 
this arrangement is used in techniques of schlieren interferometry or shadowgraphy 
to examine shock waves and transparent media such as gases. The spark must have 
a very high luminosity in candles per square centimeter, the total amount in lumen­
seconds being unimportant. 

c) The spark serves as an electric switch only and feeds pulses at high repetition rates 
into X-ray flash systems, Kerr cells for lasers and the spark resistance must be 
low to obtain a switch-like operation and quenching must be very rapid (Friingel 1962 
and 1965). · 

d) The spark now long and thin with low energy but still with a high repetition rate is 
used as a massless indicator 'for motion analysis of three-dimensional gas flows, 
boundary layers: at a very wide range of pressures and speeds and also in other 
circumstances where lack of transparency makes it impossible to employ method b). 
The voltage must ~ise very rapidly to give blur-free sparkovers . 

. As in the ordinary electronic flash which is generally known, the electric energy which on 
discharge into a gas atmosphere is partly transformed into radiation energy (light) is stored 
in a capacitor. In order to keep the discharge time considerably shorter than in case of the 
ordinary electronic flash (approximately 1 millisecond) one uses the following possibilities : 
First one employs higher charging voltages (around 10 kV), higher gas pressure in order to 
proceed from the arc-like gas discharge to a proper sparkover which is the fastest possible 
energy transduction, which in turn requires extremely low induction discharge paths, re­
duction of the discharge energy, and by dimensioning all factors which have an influence on 
the discharge (capacitance, inductivity, resistance) in such a way that the so called aperiodic 
damping condition is reached, i.e. a suppression of oscillations in the discharge circuit. By 
all these measures one achieves a flash duration in the microsecond range, i.e. 1000 times 
shorter than the electronic flash but with comparable energy per flash. If one can reduce 
the flash energy further, then one can also make light sources with a flash duration. in the 
nanosecond range . . A nanosecond is a billionth of a second and the shortness of this time 
span surpasses our imagination. Yet the photographic process is still operative. Even our 
eye can still see objects which are illuminated by such short light flashes. However, it is 
more difficult to measure such extremely short time intervals. Here one uses multipliers in 
combination with high-speed oscilloscopes. 

It is obvious that the practical realisation of such high-speed light sources is not quite easy. 
Let us sum up some requirements : first flash duration within the microsecond range, 
secondly a flash energy of several wattseconds is required and if possible a very high repe- · 
tition rate of the flashes at time intervals of milli- respectively even microseconds. If we · 
compare the known data of the ordinary electronic flash : here we have a flash duration of 
approximately 1 millisecond, a flash energy of between 20 and t'oo wattseconds, and a repe­
tition rate of 5 to 10 seconds. By which measures the flashes can be shortened has already 
been mentioned. In order to increase the flash repetition rate or flash frequency one has to 
realize two things : ----- ------- --- -- -----
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1. The energy supply (recharging of the lamp capacitor) must be increased and 
accelerated, and 

2. the discharge gap (flash lamp} must be so dimensioned that physically and 
thermically it can stand a great number of discharges at high repetition rates. 

Both Harald E. Edgerton and Friingel have realized these requirements into commercial-
:lY available high-speed stroboscopic instrumentation. Friingel with his STROBOKIN has 
developed a universal flash unit which is being built for more than a decade and is known 
the world over. With its accessories it constitutes an instrumentation program which is 
suitable for the solution of many high-speed problems. The technical data of this ultra 
rapid flasher unit STROBOKIN are as follows : energy per flash maximum 10 watt­
seconds, flash duration 1 microsecond, flashing rate variable between 16 and 100 000 
flashes per second and single flash. Total energy of a flash burst is 50 kilowatt­
seconds. The only limitation seems to be the thermal capacity of the flash lamp. Any­
how a flash burst at medium frequency, let us say 10 kHz, would permit to expose seve­
ral thousands frames. A 125 ft. 16 mm film, having around 4 000 frames, can easily 
be exposed from beginning to end. · 

1 The power pack is operated by 3phase current. Control of flashing rate and burst dur­
ation is effected by a heavy duty control unit. The most essential part, however, is in 
the flash lamp, the so called Quenchotron. It would be beyond the scope of the present 
paper to explain in detail the complicated principles of operation and construction. Be 
it sufficient to say that it operates as a high frequency switch for quick deionisation of 
the gas particles in the light emitting spark chamber. Whilst the highest possible re­
petition rate without quenchotron would be 500 flashes per second, this component per­
mits to increase the flashing rate up to 100 000 flashes per second. The inductivity of 
the discharge circuit is reduced to the lowest possible limit so that despite a comparative­
ly high flash energy a flash duration of 1 microsecond could be achieved. 

We should now consider how such flash bursts are used in practical high-speed photo­
graphy. Often the event itself provides the required frame separation. In this case 
one superposes several flash photographs on a stillstanding plate. Here, one uses the 
normal photographic technique whereby for instance the flash synchronisation contact of 
the camera shutter can trigger the flash burst. The number of flashes is either limited 
by the camera's shutter opening time whereby the number of flashes fired during the 
opening of the shutter can be preselected in such a way that sufficient phases of the 
event are covered. Or one can also preset the number of flashes to be fired at the 
control unit of the flasher. An example of this type of photographic technique is the 
flying bullet. The image is always projected onto new unexposed parts of the film and 
the final photograph shows - at known flashing rate - velocity, spin and aerodynamic 
behaviour of the bullet as well as the effects on impact. In this way one has all para­
meters for analysis on one picture. 

Proper frame separation is already provided in high-speed cinematography by for in­
stance rotating prism cameras which take separated single frames. Here, an intensive 

' spark light source with high repetition rates can advantageously be used for the follow­
ing reasons : 

a) In some cases it is very difficult or even impossible to obtain, with continuous 
illumination, the intensity required for the very short exposure times of such 
a camera. In such cases spark light flashes supply the required intensive 
illumination of the object. 

b) When using flash illumination, the single frame exposure time of the rotating 
prism camera, which is normally between 20 to 500 microseconds, depending 
upon camera type and taking rate, can be reduc.ed to less than 1 microsecond. 
This is important for all photographic problems, where 'a taking rate of say 
1 o 000 frames per second would be su~ficient for analysis but the exposure time 

of the camera itself would cause blur owing to the object speed, particularly with 
small but rapid moving objects, e. g. droplets from an injection nozzle (Friingel 
1959). 
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c) Heat sensitive objects like insects cannot stand the warm illumination of a continuous­
ly burning lamp. Spark light however, generates cold blue-white light flashes which 
do not cause trouble. 

By combining a heavy duty spark light flash system with a rotating prism camera films for 
motion picture projection up to 400 ft. in length can be taken. The spark light flashes must 
always be tripped exactly at the moment when the rotating prism camera shutter is open. For 
this reason the electronic system has to be synchronized with the camera by an appropriate 
triggering system, e. g. an optical pick-up installed in the camera. 

The taking rate of a rotating prism camera, however, is limited to at present 10 000 frames 
per second full frame and 20 000 frames half frame or double eight. 

If higher taking rates are essential, one has to resort to a drum type camera. Though one 
no longer obtains ready for projection films, the drum camera is the most suitable kind of 
photographic equipment for motion analysis with spark light illumination. For an exposure 
the drum camera is focused on the object and rotated at a speed corresponding to the de­
sired taking rate. Shortly before the exposure, the camera shutter is opened and the flash 
series is triggered at the desired phase of the event. As the film in the camera is running 
past the lens with a speed corresponding to the preset rate of revolution, a single picture, 
separated from the preceding one, is exposed by each flash. Even though the film is moving 
while the flash is taking place there will be no blur since the travelling speed of the film, 
even at the maximum rate of revolution of the camera, is slow in relation to the very short 
flash duration. 

To avoid double exposures, the camera shutter should be open for only one revolution of the 
drum. Because of the extreme intensity of the illumination flashes, photographs can be taken 
in subdued daylight. If the photographs are taken in a darkened room, the camera may be 
open before the exposure is made. In this case the selected duration of the flash series will 
correspond to the time required for one revolution of the drum. 

For spontaneous and automatic closing, special shutters are available. In both cases the 
operation of the shutter and the triggering of the flash series are started by the event itself 
;via the control unit. The camera shutter can also be operated manually in which case the 
event and the flash series are both triggered by the shutter contact. 

A typical drum camera is the STROBODRUM which loads a normal 36 exposure cartridge 
35 mm film, the circumference of the drum is approximately 5 ft., the camera a chieves at 
maximum 3600 revolutions per minute which would correspond to a travelling speed of the 
film of 300ft. /sec. With increasing flashing rate the frame height has of course to decrease, 
because even at maximum speed an ever decreasing length of film can be transported during 
the flash intervals. For instance at 3500 flashes per second a standard 35 mm cine frame 
can be transported between flashes. At 12 500 flashes per second, the frame height has al­
ready decreased to 7. 5 mm which corresponds to a 16 mm film and at 50 000 flashes per 
second only 2 mm of film can be moved between flashes. The frame height is thus dependent 
on two p ·arameters, a) RPMs of the drum and b) flashing rate and the correct setting of the 
variable slot masks can be read from a corresponding table. 

For analysis of very fast events -such as explosions, detonations, shock waves, dynamic 
optical stress etc. - the taking rates of rotating prism or drum cameras will no longer suffice. 
As with these cameras the strength limits of the film are already reached with regard to 
tensile stress or centrifugal force, a new principle of frame separation has to be employed. : 
one again uses a stillstanding plate and frame separation is achieved by beam separation. 
It is the so called Cranz-Schardin method, a multiple spark gap. Here, not only one and the 
same spark gap is used for a flash series, but a number between 8 up to 24 separate spark 
gaps are fired and a like number of taking lenses is used on the camera. By using a spheric­
al mirror every taking lens only receives the light from one spark which is attached to this 
particular lens. The object to be photographed is at such a point of the beam that it is illum­
inated by the light of every spark and also seen from every taking lens. This principle is 
limited to backlighting and therefore suitable for schlieren-, shadow- and interferometer 
photography, it is, however, not suitabie for front lighting. The mentioned photographic 
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techniques do not only show object movement, but permit also analysis of the atmosphere 
,surrounding the moving object, in particular pressure - air flow - air density and temperature 
conditions. In combination with image separation according to the Cranz-Schardin principle 
they constitute a very successful method of high-speed-photography and analysis of extremely 
fast events. It offers no particular difficulties to fire these separate sparks in very rapid 
succession for instance at time intervals of 1 microsecond with a resulting taking rate of 
1 million frames per second. 

'A camera designed on this principle is the CHRONOLITE, which provides eight sparks at only 
9 mm spacing and the eight images are obtained on a standard 4 x 5 inch plate or Polaroid 
film. An external trigger pulse starts the impulse generator which supplies spark impulses 
of 40 nanoseconds halfwidth. Simultaneously the first flipflop in the shift register of an 8-
section circuit is triggered, This in turn opens a gate amplifier through which the first pulse 
from the impulse generator triggers the first thy ratron. In addition to the trigger pulse for 
the thyratron the amplifier sends another starting impulse to the following flipflop . Conse­
quently the trigger sequence is repeated at equal intervals in accordance with the preset time 
schedule. The thyratrons, via impulse transformers trigger the corresponding spark gaps. 
After the eight circuits have been triggered, a final pulse stops the impulse generator. Also, 
the eight flipflops are pulsed back to the reset condition immediately after the switching action. 
Following each series, the equipment is ready to start again as soon as the spark gap capaci­
tors are recharged. Using the polarized adapter a series of e ight pictures can be shot every 
ten seconds. With an object distance of 3 to 5 m the vertical parallax is hardly noticeable, · 
because of the small spark separation, while there is no horizontal parallax at all. The small 
spark dimensions of 2 x 0. 5 mm make a pin hole mask unnece ssary. An auxiliary continuous 
light source with eight miniature lamps can be plugged in for alignment and focusing. The 
entire spark gap assembly is placed in a rare gas environment, which gives greater emission 
of light than is obtained in air. 

;The head of the corresponding camera comprises : a rotating shutter, a common refl.ecting 
prism for all eight pictures, eight knife edges located in the s park image plane and adjust­
able simultaneously, eight adjustable reflecting prisms for image separation, and an achro­
matic lens as photographic objective. The rotating slit shutter with synchronisation contact 
for event triggering permits operation in moderately illuminated rooms. The utilisation of 
.a common objective lens for all eight pictures provides for simple focusing to any object 
distance by sliding the back of the camera towards or a way from the lens. Optimum utilis­
ation of the 4 x 5 inch film area is achieved with the aid of the eight adjustable prisms. 

The equipl!lent is therefore a combination of the electronics, spark head and camera system. 
·The diameter of the spherical m i rror, which is not part of the Chronolite equipment, de­
,pends on the size of the phenomenon. The minimum size is 25 e m but often mirrors of 60 em 
!in diameter are used. The eight frames s equence, taken at 50 000 frames per second of a 
!pallet striking the edge of a sheet of safety glass is an excellent illustration of the spreading 
of the breakage front which progresses with considerably higher v elocity than the faintly 
visible air shock wave. The shattering into small phragments is a characteristic of the be­
haviour of safety glass. The other sequence, taken at 100 000 flashes per sec.shows a rifle 
bullet (Vo = 1200 m/s = 3950 f/s) striking a metal strip. Both, the bullet as well as the small 
particles coming out of the rifle barrel or from the metal strip are seen to have shock waves. 

If the small parallax of the Chronolite spark i s still disturbing, the s o called spark cascade 
can be used (Patzke, 1967). As shown, cascading spark flashes appear as a single point source 
of light through a series of consecutive focusing lenses. As many as six spark gaps can be used 
without noticeable deterioration of light intensity. Mi niature capacitors supply energy to air gap 
spark electrodes. Trigger electrodes are fired by an electronic pulse source up to 10 6 per 
second, and, if desired, with different times between the sparks . 

A very difficult photographic problem is encountered when the event has a self luminous phase 
which disguises the actu 1 research phenomenon, as fo'r instance the transport of material from 
the electrode in arc welding. Here the solution is offered by the so called STROBOKERR 
method. This is a combination of the flash with a Kerr cell shutter which is mounted in front of 
the camera lens, whereas the flash is used as backlighting. The Kerr cell is operated by the 
flasher unit in such a way that it opens during the moment of the spark's peak light emission 
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for an appreciater shorter interval than the duration of the spark, say 80 nanoseconds in case 
of a 1 microsecond spark. What now happens is the following : 50% of the light emitted by the 
event are lost at the Kerr cell's first polariser, another 30o/o are lost in the nitrobenzene and 
the remaining 20% can get through for only 80 nanoseconds - this is entirely insufficient to ex­
pose the film. The spark, however, has at its peak a brightness of approximately 1 oB stilb 
and is therefore several hundred times brighter than the light from the event and, though it 
suffers the same Kerr cell loss, is still powerful enough to expose the film and give a shadow­
graph-like picture. The companying photograph shows the transfer of liquid metal drops from 
the welding electrode to the weld in a 200 A DC welding arc, with the luminosity of the welding 
arc having been completely suppressed by this Strobokerr-method. 

An example where the spark is used primarily to switch capacitor discharges into a pulse 
transformer is the X-ray cinematographic method. The STROBO-X-Pack used for high-speed 
X-ray cinematography, consists of a complete high energy, high repetition rate spark gene­
rator and an impulse transformer. The pulses which normally serve to produce the light 
flashes are now tapped off at the flash lamp in the form of megawatt electric pulses which are 
stepped up by a differential transformer and then utilized for feeding the X-ray tube. The 
control functions with regard to the flash burst are exactly the same as when operation is with 
the spark light flashes, except that the maximum flashing rate is limited to approximately -
40 000 X-ray flashes per second. 

An image converter displays the X-ray pictures, in the original size, as pictures on the fluores­
cent screen. These are then photographed by a rotating prism camera. The equipment is 
capable of giving 3000 X-ray flashes per second, each delivering 50 milli-Roentgen at 50 em 
distance and of providing adequate exposure using the image converter, through as much as 
10 mm of steel or 30 mm of aluminium. Some applications are studies of encapsulated low and 
high power switches and relays, mechanical gears, sodium flow in steel tubes in nuclear 
power plants for detecting the appearance of bubbles, arc welding in underpowder welding 
conditions where the arc itself is covered by the powder. Even medical and biological prob­
lems such as body research inside animals especially mice or insects for example can be in­
vestigated by high-speed X-ray photography. The equipment, however, cannot be employed 
for human medicine because here special precautions necessary for human safety are re­
quired which this equipment as a special techni cal research tool does not have. 

With a new type of anode it is possible to dissipate the heat generated by 10 000 Joule bursts. 
It is permissible to drive the anode up to yellow heat for some time, thus taking advantage of 
the power available. The fairly slow decay time of recently available X-ray image converters 
reduces tne operational range to a maximum of about 6 000 frames per second. At higher 
frequencies a ghost information must be accepted due to overwriting effects. Above these 
frequencies therefore a drum camera should be used without the image converter. This 
however, limits the object to a size dictated by the drum camera frame height which as al­
ready mentioned, depends on drum speed and flashing rate. 

Mainly the high-speed X-ray flash method has been employed in the following fields of re­
search : flow of material in underpowder arc welding, formation of cavitation bubbles in 
sodium heat exchangers used in atomic reactors, switching action in encapsulated switches 
and relays, explosion and magnetic shaping of work pieces, insulation breakdown in opaque 
dielectrics~ and shock waves in liquids. ' 

SPARK TRACING. In studying gas flow the physical motion of the medium is normally made 
visible by blowing in smoke or light weight particles. These methods are limited to the ob­
servation of more complicated phenomena like turbulence, boundary layer flow or three­
dimensional flow. The well known interference method does not show the flow but only the 
pressure pattern. The schlieren- and shadowgraph methods show density variations over 
cross section, but both are limited in application to thin cross sections because of the 
impossibility of taking· high-speed stereo pictures with these techniques. 

Here the spark tracing technique is the method of choice (Beumelburg, 1955, Herzog and 
Weske 1957, Weske 1958, and Beumelburg et al. 1959). The main applications are three­
dimensional flows, boundary layer flow and all other aerodynamic studies up to Mach No. 20 
and down as low as 10m per second. The method can be applied up to pressures of 50 at-
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mospheres and, under proper conditions, down to 10 Torr. 

In spark tracing the luminous ionized plasm channel of an electric spark discharge is the in­
dicator which offers the particular advantage that it is comparatively massfree because the 
luminous ions of gas discharge consist of the material of the flowing medium. This method 
offers special advantages with three dimensional or non-stationary flows (Friingel 1961 and 
1963). 

The principle may be described as follows : the first discharge generates a spark path be­
tween two points of wires. If high voltage pulses are now fed to the same electrodes at such 
high repetition rates that during the interval between the two pulses the plasm of the spark 
path has not yet completely deionized, then every subsequent voltage pulse will trace the path 
of the first spark, which, however, in the meantime has been moved away by the air cur­
rent. 

The plasm · channel can thus be made to light up periodically at the preset pulsing rate 
during a preset burst time {Friingel 1960). Since the pulse power system (STROBOKIN) pro­
vides an electric pulsing rate generated with extreme accuracy - e. g. by quartz control of the 
oscillator - it is possible to obtain with the same accuracy, velocity or acceleration vectors 
or isochrons in a representative section of air flow by photographic methods. A simple 
camera with open shutter is the only optical instrument required. Often, for three dimension­
al flow patterns, three-dimensional photographs are necessary, calling for two cameras or 'a 
stereoscopic camera (Friingel 1962 and 196 3). 

One essential component for this technique is a spark triggered heavy duty pulse transformer 
fed by a Strobokin and operating as a differential transformer. This design is particularly 
suitable where rather long sparkover distances must be achieved. The triggering spark gap 
is a three electrodes spark gap system which can be controlled up to 100 000 flashes per 
second. 

Within the flow channel guide wires are required and as material for these guide wires any 
bare metal wire can be used. Manganin wire is particularly suitable because of its low 
electronic work function (Ullmann, 1968). The first sparkover occurs at the point where 
the gap is smallest, and can be made linear by an electric arrangement which destroys the 
homogenity of electric fields, e. g. by inserting insulated needles into the first spark path. 

Japanese quantitative measurements and considerations regarding accuracy of spark tracing 
show that at air speeds above 2 to 4 m/ sec. the disturbance of the flow by the spark energy 
can be neglected (Nagao et al., 1967 and Nakayima et al., 1968). 

The spark tracing method appears to be suitable for investigating the flow conditions on high­
speed turbines. It yields a qualitative picture of the air current flow and also permits quant­
itative analysis. Since the sparkover always starts at the narrowest part of the electrode 
gap, the method is particularly suitable for air flow investigations in tunnels with divergent 
walls which at the same time serve as electrode supports, i.e. for decelerating flow patterns, 
which occur also in such equipment as radi.al compressors (Koenig and Ullmann, 1969). 

The spark technique, has been found, especially in Japan, to be very useful for internal com­
bustion engine research. A single cylinder engine with an experimental combustion chamber 
model, which has a transparent window, was used. High frequency high voltage electric pul­
ses generated by the Strobokin apparatus were applied to the spark gap installed in the cham­
ber. The swirl of air was analysed photographically by utilizing the spark plasma as the 
light source. The fact that intensity and characteristic of the swirl depends on design con­
figuration of the chamber;, as well as of the inlet duct, was experimentally confirmed. The 
influence of swirl intensity on the injected fuel and engine performance was also investigated 
Various types of swirl chamber were used :=tnd relations between shape of chamber, engine 
revolutions, swirl motion and engine performance were examined. It was found that engine 
performance is improved by rather weaker swirl motions than had previously been conside,...red. 
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To obtain the ordinate correlation of the flow one may blow in different gases in order to co­
lour the plasm columns, since the colour of the spark path varies with different gases - for 
instance blue-white in air, white in argon, red in neon etc. (Friingel, 1961 and Patzke et al. 
1960). The auxiliary gas .can be introduced by means of a nozzle without any disturbance of 
the flow itself. The movements of the different gases and also of their mixture can be traced 
in space and time either by taking colour photographs or by visual observation. Then the 
sparks make the particular position of the vapour volume element spectral coloured, but even 
the spark paths as such show different colours in air and sodium vapour (Friingel, 1965). 
With the continuous advance of science and technology the need for still shorter than micro­
second light sources became ap~arent. The development of coaxial capacitorscircuits with 
minimum inductivity (below 10- Henri) made it possible to reduce the light pulse duration of 
flash lamps to a few nanoseconds and at the same time to increase luminous density and light 
output considerably. Such ultra-short flash lamps have been designed by Prof. Dr. H. Fischer 
and are commercially available under the name of NANOLITE. The operating data are as 
follows : capacitance : 3, 4 x 10-9 F, spark length : 1, 2 mm, bre2.kthrough voltage : 4, 5 kV, 
incsuctivity : 1 x 10- 9 Henri, maximum light density : 18 x 106 stilb, maximum light output : 
10 cd, diameter of the spark channel : 0, 3 mm, maximum pulsing rate : 10 3 per second, 
life expectancy at single pulse or low frequency operation : several million flashes. These 
NANOLITES can be operated as air gaps or, with a screw-on pressure head, also in rare gas 
atmospheres such as argon, krypton and xenon. Rare gas operation increases the light out­
put up to 10-fold, however, flash duration is, of course, increased by about 50o/o. For sirigle 
flash and low frequency operation a driver is available from 1 - 30 Hz. For higher flashing 
rates the NANOLITE can be driven from the STROBOKIN Control Unit up to 10 kHz for the 
18 nanosecond lamp, 15 kHz for the 11 nanosecond lamp and 20 kHz for the 8 nanosecond lamp. 
At these high frequencies a burst is, of course, limited to about 300 flashes. 

The main fields of application for such short flashes are in supersonic wind tunnels, optical 
stress photography, ballistic shadowgraphs, schlieren photographs, micrography and droplet 
research. 

At first sight the application of such ultra-short nanosecond flashes in micro- and macro­
graphy seems to be a paradoxon, because one starts from the assumption that in small di­
mensions also small movements only can take place and that therefore no high object veloci­
ties can occur. This is not so because : angular velocities are independent from spacial 
dimensions and in order to make small particles visible respectively make them accessible 
for photography, one has to depict. them on the negative several times their original size. 
The velocity of the object image, however, increases linearly with-the magnification scale. 
Practical experience proves, that for instap.ce in droplet research - where there occur very 
small and often also very fast particles - mostly exposure times in the nanosecond range are 
necessary. Because in order to achieve sharp definition, the object to be photographed must 
only move by a friction of its own size during exposure otherwise blur would result. A prac­
tical example may illustrate this : when investigating fuel injection nozzles average droplet 
size is approximately 30 nanometer and average droplet velocity is 300 m/sec. If one per­
mits a movement blur of 1/5 of the droplet size (i.e. 6 nmL then there results a permissible 
exposure time of 20 nanoseconds. It therefore is not only desirable, but imperative to employ 
nanosecond flashes for analysis of fast droplets. Besides droplet size, the statistical distri­
bution of droplets as well as the velocity of the different particles are of great interest. Here 
a double shot will yield the desired results and for this purpose the double flash unit NANO 
TWIN has been developped , which takes two phases out of a moving event at predetermined 
time intervals, thus supplying a trajectory diagram of the event. As flash lamps one uses 
the just described Fischer Nanolite lamps with pressure caps filled with rare gas. The 
flashing interval is preset by the RETARDER from the STROBOKIN program, permitting 
time intervals between shots from 1 microsecond to 1 second. The exposure time of a 
pressurized Nanolite is in the r~nge of 30 nandseconds. 

By an imaging system according to the Cranz -Schardin principle one obtains two separate 
images which have already threefold magnification on the negative. The field of illumination 
is approximately 2 sq. in. The two separate images a-re-taken o~ a 4 x 5 inch plate, sheet 
film or Polaroid can also be used. The light intensity is sufficiently high to allow the use of 
slow, fine grain emulsions for colour film. The double exposure can be triggered by the 
event. The accompanying photographs show the optical principle, the optical arrangement 
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.1na the co:r;nplete NANO TWIN instrumentation. As photographic examples there may serve 
)ne schlieren photograph showing schlieren formation in a thin layer of liquid and marginal 
atomisation into small droplets. The other photograph shows the collision of two droplets 
and the subsequent change of shape. 

Considering the fact that now flash lamps are under development with only 2 nanoseconds 
halfwidth value there arises the question where are the limits of photographic analysis and 
of high-speed' photography ? Perhaps one should discern here between the limits of the tech­
nically achievable and the limits imposed by a rational application of the technical possibil­
ities. One requires for instance no shorter exposure time than necessitated by the event. 
It would also not be advisable to drive time expansion to such extremes that we no longer can 
correlate movements. The majority of the phenomenon in nature and technique takes place 
in time intervals which can be frozen in or slowed down sufficiently by the just described 
methods. Extremely fast events as they occur in supersonic wind tunnels, in shock wave 
tubes, injection nozzles and detonation phenomena pose requirements which come very near 
to the limits of the technically realisable photographic methods. For the phenomena occur­
ing in plasm and nuclear physic.s new photographic possibilities will have to be developped. 
Here also essential pioneer work has been performed. At the bubble chamber in CERN a 
flash lamp system has been installed consisting of three synchronous flash lamps with 2 kW s 
flash energy each and the installation operates continuously at 3 sec. intervals around the 
clock in order to photograph nuclear and subnuclear particle traces. There seem to be no 
limits to what science and teccnique can achieve. New problems result in the development of 
new methods for investigation. New investigation possibilities to solve problems, invite new 
q1,1estions. This dynamical process is inherent in science and research and the techniques of 
high-speed photography are an essential part of it. 

Recommended reading : A. S. Dubovik, Institute of Physics of the Earth, Moscow : Photo­
graphic Recording of High-Speed Processes. Pergamon Press Oxford Headington Hill Hall, 
4 & 5 Fitzroy Square, London W. 1. Harold E. Edgerton, Massachusetts Institute of Techn. 
Cambridge, Mass., USA, McGrawhill Book Company, New York. : Electronic Flash Strobe. 
Frank Friingel, Impulsphysics Ass. , Hamburg, W. Germany : High-Speed-Pulse Technology. 
Vol. I, Academic Press, New York - London. William G. Hyzer, New York - USA : 
Engineering and Scientific High-Speed Photography. The MacMillan Company, New York. 
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Coronet formed by falling droplet. Four STROBOKIN microsecond flashes 
superposed on one plate. 



Basic combination STROBOKIN 

Standard outfit for drum camera and rotating prism camera operation. 

Strobokin flash lamp, either with Cu or CuWoDur Quenchotron, 
built-in capacitor bank, parabolic and ellipsoidal reflector and tripod. 
Strobokin power pack for full load operation· up to 400 ft. of film = 
14 400 flashes, 3-phase 100 kVA short burst operation (approx. 2 sec.) 
Additional capacitive energy storage for approximately 100 flashes up 
to the maximum flashing rate of 100 kHz. 
Strobokin control unit with trigger pulse amplifier, power supply and 
pulse burst generator for presetting burst durations . 
External trigger input, e.g~ for pick-up triggering from a high-speed 

. camera. 
Universal Retarder for delay times from 1 microsecond to 1 second. 
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Closing action of a cent ral shutter. 
Three drum camera shots t aken at 3000, 6000 and 9000 frames per second, 
showing decreasing frame height with increasing flashing rate. 
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CHRONOLITE 8 

from left to right : . pressurized spark head, power supply and control unit, 
optical bench mounted taking camera with rotating magnet shutter. 

Below : optical principle of the CHRONOLITE 8 

MULTIPLE SPARK CAMERA 
IU PERSPECTIVE ILLUSTRATIOI OF FUICTIOIAL OPERATIOI I OBLIQUE FROM TOP 1 

--- -
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ONOLITE 8 sequence showing shot against edge of safety glufl!J.~ 
0000 -frames per second. 
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LITE 8 sequence taken at 100 000 frames per se.cori . 
supersonic rifle bullet (Vo ,; 1200 m/sec. ) 'pe!letttatin 
strip . ............. ...........,,~ 
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Operating principle of the CHRONOLITE confocal spark cascade 
according to Patzke. 

The individual spark gaps Z 1 - Z 6 with their capacitors F 1 - F 6 
are on a common optical axis. The light from each spark gap is projected 
by a lens into the point of the next gap. The spark gaps are fired in the 
order from Z 6 to Z 1. Thus, all sparks appear to emanate from Z 1, from 
where they are focused and directed onto the object to be illuminated by a 
projection lens. 
Practical experience has shown that in most cases 2 to 3 spark gaps arranged 

. in this fashion will suffice, as, because of the high flashing rates, super­
positions will have to be made. More than three images on one plate, however. 
may in many cases be detrimental to the clarity of information:.__.. 

·, . 
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STROBOKERR Method 

Drop transfer from a welding electrode to the weld. 
A Kerr cell in front of the rotating prism camera lens, pulsed 
in synchronisation with the nash frequency, reduces the light 
intensity of the welding arc plasm by several magnitudes more 
than the light from the nash. This makes the luminous welding 
plasma virtually invisible and the film shows only the phenomena 
taking place in the plasma. (DC welding arc. approx. 200 amps.). 
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POWER 
SUPPLY 
lOOkW 

\ 

r----v 
PULSE BURST GENERATOR (controlled by PICk UP) 

TRIGGER POWER AMPLIFIER 

DELAYED TRIGGER POWER AMPLIFIER 

X RAY WINDOW 

IMAGE 
CONVERTER 

Operating principle of the STROBOKIN X-PACK. 

PICK UP 

!The pulses, which normally serve to produce the light flashes, are 
/tapped off at the flash lamp, stepped up by a differential transformer 

land are then fed into the X-ray flash tube. 
,The irn.age on the anode of the X-ray image converter is filmed by a 
!rotating prism camera. The optical pick-up of the camera controls I . 
·the X-ray flashing rate. 
Because of the comparatively slow decay time of the phosphor screen 
5000 to 6000 frames per second are the maximum taking rates, other­
wise "ghosting" may occur. 
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converter. 
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Principle of Spark Tracing 

Spark trace of an air flow 
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£gmp~nents of a Fischer NANOLITE lamp. 
Top from left to right : pressure -cylinder with filling vent, circular b~am head, 
sle,~ve, high voltage connector. 
Bottom row : achromatic condensor, : pressure_ chamber with filling yent, front 
beam head, line capacitor. 

ANANO~ITE drive 1 .- 30 Hz with 18 nanosecon~d ~ANOLITE nash lamp conn~cted. 
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NANO TWIN instrumentation oq. optical bench. 
From left to right : Double body camera with shutters ~~nd cable ~ ·~eleases, . · 
taking lenses, field of view frame and marker .. two Nanoi ites 18 KL-I.; witli · 
front beam heads, ,pressure chambers and optical cqnd~h.sor:'~lens:es~ 

" · ·· .· ,·. -· <'_..: ; ">i~-t:L.-; ~tbt.Qli~tV': _ ._,--~,-'_·:~:,;_": ." 
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VIBRATION OF ROTATING MACHINERY 

Monash University, Melbourne 

SUMMARY - Recent technology on the vibration of rotating machinery as 
reported in the international technical literature is reviewed. The review 
is limited to significant contributions with emphasis on 50 papers publishe~ 
within the last 3 years. 

INTRODUCTION 

' ·" 1 

Engineers have been concerned with the generation and transmission of power for centuries; 
however, in recent times (the last 25 years) the demand for power by society has increased to the 
extent that very high-speed rotating machiner y i s a necessity. In fact turbine speeds in the r a nge of 
20,000 r pm are not uncommon, and, for highly specialized equipment, rotors have been designed 
that operate at speeds of over 100, 000 rpn1. The r ealization of rnachtnery which successfully func­
tions at these speeds was made possible by a t echnology ba sed on the invariant funda1nentals of phys­
ics, numerical 1nethods of computation, testing techniques and instrumentation, and good engineer­
ing practice. In the pursuit of developing the t echnology involved in the design and development of 
rotating machinery, many problems involving vibration have been solved through analysis an d 
testing. 

A typical rotating machine is composed of various components -- a rotor, disks, support 
bearings, formdations, and housings. These massive and flexible components absorb and dissipat e 
energy, when subjected to internal and external disturbances, and produce a unique pattern of mo­
tions called r esponse. Response is related to the design of the rotating machine; i.e., it is an in­
dicat ion of the system's deflections and stresses. The state of the machine is established by com­
paring response with a design specification. 

The undamped natural frequencies of a system provide a measure of the nonrotating sys­
tem's mass and elasticity, both of which are useful in identifying potential areas; e. g. , vibration 
resonant conditions that may <-:>xist when. a vibratory disturbance occurs at a system natural fr equen­
cy . System natural frequencie;s change with rotor speed due to the rotor's mass acceleration (spin­
rotor whirl interaction, called the gyroscopic effect). Critical speeds correspond to resonant fr e-

~ quencies of the machine system. The basic identification of critical speeds is made from the natux­
al frequencies of the rotating system and a knowledge of the forcing phenomena.* If the frequency of 
any harmonic component of a periodic forcing phenomenon is equal to, or approximates, the frequen ~ 
cy of any mode of rotor vibration, a condition of resonance may exist; if resonance exists at a spe ­
cific speed, that speed is called a critical speed. The calculated critical speeds of a machine sy s ­
tem, although useful, constitute incomplete design data and serve as indicators of potential trouble 
in machine operation; thus, design engineers should concern themselves with system response . 

*Forcing phenomena are not used i~ classical lateral critical speed calculation where the sy ~;t e :rn 
critical speeds are defined to l>e equal to its natural hequencies. However, a more complete 
description of the system's critical speeds is obtaintd thrc ugh the use of associated forcing 
phenomena. 
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Self-excited vibrations and instabilities, which occur frequently in machine systems, devel­
op through a mechanism whereby a rotor will perform nonsynchronous speed whirl at (or near) one 
or more of its natural frequencies. The rotor draws energy from its rotational motion and supports ' 
rotor whirling up to destructive amplitudes. Self-excited vibrations are potentially more destruc­
tive than vibration due to mass unbalance because they induce alternating stresses in the rotor 
which can lead to fatigue failures and/or catastrophic fracture, whereas synchronous frequency 
forced vibration does not involve alternating stresses but rather psuedostatic stresses. 

In this paper, the recent technology on the vibration of rotating machin,ecy,as r~orted in 
the international technical literature will be reviewed. Since comprehensive--$uvvey papers now 
exist in this technical area, no attempt will be made to discuss all the literature on~thtivibration of 
rotating machinery. In fact, this would be a Herculean task because today over 750 technical pub­
lications on critical speeds, response, and stability of rotating machinery exist. Significant con­
tributions with emphasis on over 50 papers published in the last 3 years to this technology are re­
viewed herein. 

ROTOR STABILITY 

Unexpected instabilities, created by the inadvertent combination of physical factors, have 
plagued rotor designers for years. Ehrich {1) has categorized rotor and rotor associated instability 
phenomena in three distinct classes and has described their working mechanisms in detail using 
graphical depiction of the force balance in the rotor. Figure 1 is a typical illustration from Ehrich's 
paper showing the force condition for hysteretic whirl. Ehrich's classical paper "Identification 
and Avoidance of Instabilities and Self-Excited Vibrations in Rotating Machinery" reviews the liter­
ature in this area up to the year 1971. 

EXTERNAL 
DAMPING 

Figure 1. Hysteretic Whirl (1) 
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In the :most frequently encountered category of instability (generally termed "whirling" or 
"whipping"), the unifying generality is the generation of a tangential force, normal to an arbitrary 
radial deflection of a rotor, whose magnitude is proportional to that deflection. At some "onset" 
rotational speed, such a force system will overcome the stabilizing external damping forces which 
are generally present, and induce a whirling motion of ever-increasing amplitude, limited only by 
nonlinearities which ultimately limit deflections. The most important examples of this category 
are: 

• hysteretic whirl, 
• fluid trapped in the rotor, 
• dry friction whips, 
• aeroelastic tip-clearance effect, and 
• fluid bearing whip. 

All these self-excitation systems involve friction or fluid energy dissipation mechanisms to generate 
the destabilizing force. 

A second general category of instability is "parametric excitation" where instability is in­
duced by the effective periodic variation of the system's parameters (stiffness, speed, torque, 
inertia, natural frequency, etc.). Two particular instances of interest in the field of rotating ma­
chinery are: • 

• 
lateral instability due to asymmetric shafting and/ or bearing 
characteristics, and 
lateral instability due to pulsating torque . 

A final important phenomenon which constitutes a category into itself is: 
• stick-slip rubs and chatter. 

Recent contributions to the topic of rotating machinery stability deal with computational 
methods for the prediction of the threshold of instability. A general method for calculating thres­
hold speed of instability and damped critical speeds of a general flexible rotor in fluid-film journal 
bearings has been developed by Lund(2). This method is analogous to the Holzer-Myklestad-Prohl 
method for calculating critical speeds and is readily programmed for numerical computation. The 
rotor model can simulate any practical shaft geometry and support configuration. The bearings are 
represented by their linearized dynamic properties, also known as the stiffness and damping coeffi­
cients of the bearing, and the calculation includes hysteretic internal damping in the shaft and de­
stabilizing aerodynamic forces. To demonstrate the application of the method, Lund shows the re­
sults for an industrial, multistage compressor. 

Small linear and angular displacements are assumed in De Choudhury's (3) model which in­
cludes the effects of external and internal damping, aerodynamic coupling and gyroscope effects. 
Routh stability criteria for different parametric conditions is used on the characteristic equation. 
Gasch (4) achieves similar results using the principle of virtual work to derive the energy equations 
of a vibrating shaft. These equations are transformed into a set of ordinary differential equations 
and further into the classical eigenvalue formulation rather than using transmission matricies. 

Using a more general model, necessary and sufficient conditions for the stability of motion 
of whirling shafts were established by Mingori (5) using the direci method of Lyapunov. The non­
linear mathematical model employed is based on the work of V. V. Bolotin and includes the effects 
of both internal and external damping. A coordinate transformation is used to facilitate the analysis. 
In effect, this transformation establishes a mathematical equivalence between the governing equa­
tions for a whirling shaft with both internal and external damping, and the governing equations for a 
whirling shaft with internal damping only. 

Pedersen (6) recently conducted a study of the nonsynchronous, self-excited whirl of contin­
uous rotors caused by internal damping forces and by hydrodynamic bearing-film forces. Taking 
into account gyroscope effects, the effect of shear on bending, and external damping, the equations 
of motion are derived by the variational principle. By means of two-mode expansions simple ex­
pressions are obtained for the limit of stability and the corresponding whirling frequency that are 
valid for small values of the velocity dependent forces. Numerical methods are used to obtain bet­
ter approximations to the limits of stability and the whirling frequencies. Pedersen's results show 
that for large values of internal and external damping forces and gyroscopic moments, the widely 
used two-mode approximation may be greatly in error. It is found that if the limit of stability is 
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raised by adding external damping to the rotor system, then even a small amount of internal damp­
ing may considerably reduce the limit of stability. In accordance with experimental work done by 
other authors, it is fonnd that for certain damping conditions a second stability region exists. 

Recently Black et al (7, 8, 9) published several papers on centrifugal pump rotor vibrations. 
These papers deal specifically with the theoretical and practical aspects of stability of centrifugal 
pumps and are design oriented. Problems dealing with close internal clearances retaining pressure 
to act as powerful hybrid bearings, large hydraulic forces depending on the ratio of flow to optimum 
flow in vane diffuser type pumps, and high pressure ring seals are addressed. Kramer (10) pre­
sented a paper intended to bridge the gap between theory and practice at the recent conference on 
''Vibrations in Rotating Systems ' 'held in London. Bousso (11) reports on the stability of an inertia 
mounted on a rotating flexible shaft. In contrast to the Routh-Hurvitz stability criterion for which 
linearization of the equations of motion is required, this perturbation method is based on direct 
analysis of forces and moments acting on the inertia when it precesses at any of its natural fre- , 
quencies as a result of a random disturbance. A realistic nonlinear internal friction law is assumed 
in setting up the stability criterion. The influence of load moment, hitherto neglected in stability 
considerations, is explained. The method used is based on a physical approach to the problem and 
leads to a deeper understanding of the stability problems through its direct analysis of the operating 
forces. 

Vance (12) has used mathematical methods to determine the stability speed threshold of non­
synchronous whirl instability for an nnbalanced flexible rotor on a rigid foundation. This threshold 
of instability is shown to be the same as the threshold for balanced rotors established by previous 
investigations. The location of the external damping (fonndation or rotor) is shown to be important 
in determining stability when the fonndation is made very rigid. 

Ehrich (13) noted that in the technical literature axial flow turbomachines are sometimes 
subject to whirling instability when subject to high mass flow. His paper hypothesizes an instability 
model, where destabilizing forces are induced on the turbomachine's blading as a result of its in­
cremental motions when elastically deflected in the internal stream of working fluid. The model 
bears some analytical resemblance to the instability which propellers can experience when they are 
elastically deflected in an external stream. 

Recent papers on self-excited rotor instabilities caused by assymetric rotors and bearings 
have been published by Iwatsubo (14), Arnold (15) and Messa! (16). All papers utilize a distributed 
parameter rotor model. Iwatsubo used Galer kin's method and the perturbation method to determine 
changes in the main instability regions whereas Messa! used a perturbation analysis based on Hsu's 
method. · 

Yamamoto, Ota, and Kono (17) determine nnstable regions in the neighborhood of both the 
major critical speed and the rotating speed at which the sum of two natural frequencies of the sys­
tem is equal to twice the rotating speed of the shaft for a rotating shaft system carrying an unsym­
metrical rotor, as in a rotating shaft system with inequality in stiffness. The unstable vibrations 
appearing in these nnstable regions are treated for the system consisting of a rotor with nnsym­
metrical inertia and a shaft with unequal stiffness which rotates with the rotor. Finally, Begg (18) 
addresses the problem of self-excited rotor whirl induced by rubbing friction between stator and 
rotor in close clearance rotating machines. He determines stability regimes dependent on the damp­
ing and stiffness characteristics of a simple flexible overhnng rotor. 

CRITICAL SPEEDS 

Critical speed evaluation, once the forte of the rotating machinery designer, no longer is 
sufficient to ensure smooth functioning machines. However, much valuable information is gained 
from a true critical speed evaluation because many potentially troublesome situations can be 
avoided. 

Determination of critical speeds of rotating machinery required the calculation of the system 
natural frequencies (a fnnction of mass, elasticity, rotor speed, external force and external torque) 
utilizing an appropriate mathematical model. In addition, system disturbing frequencies, usually a 
multiple of rotor speed, are often used in the critical speed identificaticn process. Presently two 
principal methods are utilized to calculate system natural frequencies: (1) the controlled searching 
technique of Holzer, Myklestad and Prohle, where the independent variable is frequency, from 
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which the sytem mode shape is calculated-- if the mode shape fits the boundary conditions, the 
assumed frequency is a natural frequency; and (2) the matrix iteration technique in which the mode 
shape is assumed and the frequency is calculated. The iteration process proceeds until conver­
gence to the natural frequency occurs. Many other techniques are available for critical speed cal­
culation including: 

• Exact methods 

• Rayleigh's method 

• Ritz's method 

• Stodola's method 

• Dunker ley's method 

• Polynomial methods 

• Galer kin's method 

• Impedance matching 

A description of these methods is contained in a survey of "Critical Speeds and Response of Flexi­
ble Rotor Systems" by Eshleman {19). 

In simple cases, the forcing phenomena are synchronous with rotor speed; when the rotor 
speed matches a system natural frequency, therefore, it is labeled a critical speed. · In systems 
such as an internal combustion (I. C. ) engine, in which forcing phenomena are nonsynchronous, the 
critical speed is the speed at which the forcing frequency is equal to a system natural frequency. 
For an I. C. engine, the formula for critical speed is 

Critical Speed = natural frequency 
order number 

The order number is an integer because gas and inertia forces can be expanded in a Fourier series 
whose period corresponds to twice the engine speed. The determination of critical speeds is fur­
ther complicated when system gyroscopic effects are strong, and the natural frequencies depend on 
the rotor speed. In this case, two critical speeds are obtained for each mode (backward and for­
ward whirl). The ratio of the rotor speed o to the whirl frequency is plotted against the whirl fre­
quency as shown in Figure 2. It is obvious that the rotor speed, 0 , alters the system natural fre­
quencies~ Rotor induced nonsynchronous periodic disturbance may induce whirling if the disturbance 
frequency equals one of these "dynamic" natural frequencies. 
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Figure · 2. The Effect of Rotor Speed on Whirl Frequency (19) 
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Recent advances in critical speed determination are concerned with governing physical 
phenomena and computational techniques. Dopkin (20) reports a general analysis to predict the 
natural frequencies of vibration of a rotat'ing shaft on linear, undamped bearings including any num­
ber of flexible disks. A limited parametric study of six different rotor geometries with a range of 
disk flexibilities is presented. 

Using Galerkin's method, Dubigeon (21) analyzed the natural frequencies and mode shapes 
of long vertical shafts. Experimental results from a laboratory model are reported in this paper. 

A theoretical study of the whirling of a cantilever elastic shaft subjected to external pres­
sure was reported by Newland (22). The whirling speeds are shown to depend on the variation of 
pressure and area along the shaft and the lowest critical speed is solved approximately by an energy 
method for a number of cases. When the external pressure is high enough, its effect may be im­
portant and the critical speed may be raised or lowered, depending on the pressure distribution. 

Porat and Niv (23) formulated the rotating shaft problem including the effects of shear, ro­
tatory inertia and gyroscopic moments. Two interesting conclusions were drawn from this inves­
tigation; namely, that only forward resonance could be caused by rotation and that at high speeds, 
the high-level natural frequencies are identical for all modes. However, it must be recognized 
that torque, the cause of backward whirling in the experiments of Lowell (24, 25) and Eshleman_ 
and Eubanks (2 6), was not included in this mathematical model. 

Palmer and Me Callion (27) describe a method for the evaluation of natural frequencies and 
mode shapes of a general system of shafts linked by general interconnections. A detailed descrip­
tion is given of the particular case where a connection is made by two meshing spur gears; trans­
verse displacement of gear centers as well as torsional displacement being taken into account. This 
method can be applied to any type connection for which a linear reb.tion exists between tbe dis­
placements. Satisfactory identification was obtained for the lower frequency modes of a gearbox· 
rig. 

Ramamurti (28) recently devised a simultaneous iteration method of obtaining the natural 
frequencies and mode shapes of torsional systems. Shaikh (29) reports another technique applica­
ble to torsional vibration problems in which an analysis of branched systems is performed using 
transfer matrices in Holzer type solutions. Unlike other methods, np matrix inversions (or equiva­
lent operations) are required to account for branches at a junction. A single determinant giving 
natural frequencies is arrived at irrespective of the numl:;>er of branches and junctions. Thus the 
method is straightforward, compact, and economical for computer solutions. 

A method for the analysis of critical speeds using the -modified transfer matrix and dynamic 
stiffness techniques was applied to practical .problems by McLean (30). The dynamic stiffness con­
cept is applied to separate a complete structure into its components parts, each of which can be 
evaluated independently. The dynamic stiffnesses derived for each subsystem are superposed to 
give the dynamic response of the complete structure. This has an added advantage in that for com­
plex structures the problem can be reduced to the evaluation of the dynamic stiffness of a simpler 
system to obtain the critical speeds of the complete assembly. Parszewski (31) developed a critical 
speed calculation procedure oriented to the digital computer which utilizes experimentally deter­
mined support structure characteristics. 

Finally, Gilbert (32) presented a new method for calculation of torsional natural frequencies 
of branch systems. His solution consists of writing the potential and kinetic energies of the system, 
employing Lagrange's equation to write the equations of motion. These equations of motion and the 
equation of the moment of momentum are written in matrix notation for iteration for frequency 
(which will appear as a dominant root of the dynamic matrix) and the modal column which is the 
normal mode of deflection. A typical example illustrates a numerical method (a form of matrix 
iteration) which simplifies the solution. 

ROTOR RESPONSE 

Current techniques allow the calculation of rotor response as a function of speed, geometry, 
and space. The digital computer and numerical techniques are practical tools for solving large 
system problems. Critical operating speeds are determined through evaluation of response, which 
is a measure of the state of a machine. 
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During the past 5 years rotor response calculation techniques have undergone much re­
finement and development; however, accurate response prediction is still at the mercy of damping 
force characterization. Rotor response methodology and experience published prior to the year 
1972 has been surveyed and documented by Eshleman (19). The prediction of flexible rotor sys­
tem response is dependent upon the characterization of external and internally generated forcing 
phenomena. Each phenomenon is classified according to its mathematical description, which is 
a function of time. Response calculation methods that utilize these phenomena are listed. 

• harmonic linear ~ Modified Holzer-Myklestad-Prohl 
• periodic/aperiodic linear ~ Modal 
• nonlinear :. Direct Integration 

This classification is used because response tecr.niques are associated with each type of function. 
Any analytical technique is capable of handling any function adjacent to or above it. Harmonic 
functions model phenomena (e. g. , mass unbalance, gear inaccuracies) that have a once per revo­
lution frequency. Periodic functions composed of harmonic components are used to model engine 
gas forces and disturbances caused by rolling element bearings. Aperiodic functions are required 
for suddenly. applied loads of a nonperiodic nature; e. g., external shock loading. Nonlinear mod­
els may be used for bearing characterization. 

Some frequently occurring forcing phenomena associated with rotating machinery are lis­
ted below. 

• mass unbalance • slider crank mechanisms 
• shaft eccentricity • electrical motor pulsations 
• coupling misalignment • liquid pulsations 
• universal joints • shock loading 
• bearings ball movement • frictional surface variations 
• gears 
• propeller, fan, !JUmp, turbine, impeller and blade passing 

Recent efforts to refine the popular modified Holzer -Myklestad-Prohl method for rotor 
response calculation were published by Lemke and Trumpler (33) and Doyle (34). Lemke and 
Trumpler conducted an analytical investigation of the effect of coupling characteristics on the re­
sponse of axially coupled sets of turborotors. The results of this investigation are based on 
transfer matrix techniques which utilize a generalized machine element matrix and coupling fixity 
matrix. Disk inertia, gyroscopic effects, and both shaft and coupling orthotropy are included in 
the model. An example, utilizing two axially coupled modified Prahl rotors, demonstrates that 
the nature of the coupling has a significant effect on the response characteristics of the rotor set. 
This is accomplished by varying coupling fixity from zero to infinite in an isotropic and ortho­
tropic manner. As a consequence, this result implies that the coupling must be taken into account 
throughout the entire mechanical design effort devoted to the rotor system. In particular, the 
coupling must be considered when writing balancing specifications and during actual balancing of 
the rotor set. Finally, it is shown that the axial coupling of turborotors can result in the unload­
ing of particular bearings of the turborotor set at discrete speeds. Such unloading may initiate 
journal instabilities that are known to be associated with light loading conditions. 

Doyle has provided the foundation and basic structure of a new highly generalized lumped 
parameter (Holzer-Myklestad-Prohl type) method for predicting the steady-state transverse dy­
namical behavior of actual multispan rotor bearing support systems. By employing 17 x 17 real 
matrices, the problem of finding critical speeds, three-dimensional mode shapes, damped unbal­
ance response, and phase relations is readily handled in cases involving forward or backward syn­
chronous or nonsynchronous elliptic whirl. Each fluid-film bearing support system is assumed to 
be anisotropic and is described in terms of 27 parameters, 16 of which are direct and cross­
coupling film coefficients for treating both translatory and conical journal whirl. · The mass, stiff­
ness, and damping properties of each support are included, as are the effects of thrust, torque, 
sh.ear deflection, and gyroscopic moments on the rotor. 

The modal analysis technique for flexible rotor response calculation was originally pub­
lished by Gladwell and Bishop (35) in 1959. Even though this computational technique is more pow­
erful than the Holzer-Myklestad-Pohl method, it has not been utilized as frequently. Recent ap­
plications of the modal analysis technique include_ rotating machine-structure interaction response 
by Lee (36), flexible rotor (lateral motion)- fluid-film bearing response by Lund (37), crankshaft­
end item torsional response by Eshleman (38), and rotating shaft response in fluid medium by 
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Prodonoff (39). Lee (34) developed a coupled modal method for solving the problem of dynamic in­
teraction between flexible rotating machines and the elastic supporting structure. A special feature 
of the problem considered is that the rigid-body displacements of the rotor are identified with the 
structure modes; therefore, the customary component mode synthesis techniques are not directly 
applicable. The present approach combines the free-free modes of the rotating machine directly 
with the structure modes. An example problem is solved for the case of a harmonic excitation. In­
teraction effects, including gyrocopic coupling, are investigated and discussed. 

Lund (37) recently published an analysis for calculating the response of a general flexible 
rotor in fluid-film bearings to forced and transient excitation. The governing system equations are 
transformed by means of normal coordinates into a set of decoupled, first-order equations which 
are solved in closed form. The transformation is based on the orthogonal complex modal functions 
("mode shapes") associated with the eigenvalues of the system. The method has been applied to an 
industrial multistage compressor. Numerical results are given for the response to selected unbal­
ance distributions and, also, the transient response to a shock pulse. 

A digital simulation technique for determining the torsional response of internal combus­
tion engines subject to constant and pulsating end item torques is described by Eshleman (38). Are­
fined mathematical model of the engine and end item power shafts is utilized to determine their nat­
ural frequencies, mode shapes, torsional motions and stresses using a digital computer. The_ 
mathematical model is composed of a finite number of elements which simulate lengths of continu­
ous, massive, elastic shaft with end-attached lumped masses and springs. Forcing functions, ob­
tained by Fourier series expansion of the engine pressure-crank angle curve, are applied at the 
lumped masses. The technique is applied to a small gasoline engine attached to a reciprocating 
compressor and to a large diesel engine with a constant torque end item. 

Using Euler-Bernoulli beam theory, Prodonoff (39) investigates the dynamic behavior of an 
eccentric rotating shaft, subject to linearly varying or constant tension. The shaft has distributed 
mass and elasticity and is suspended in a fluid. Initial lack of straightness is also included in the 
analysis. The local mass eccentricity is assumed to be a deterministic function of the axial coor­
dinate. For the variable tension case the response is determined for a vertical shaft simply sup­
ported at the top and vertically guided at the bottom. The constant tension case is analyzed for a 
shaft simply supported as its end. Results are given in: graphical form for several values of the 
tension and different eccentricity functions. 

Ruhl ( 40) utilized the recently popular direct element matrix method with a finite element 
model to study turborotor system stability and unbalanced mass response. The finite element mod­
el characterizes the shafting section 111ass and elasticity as uniformly distributed along its length 
and allows mass, elasticity, and damping discretely lumped at the rotor ends. 

The most general and most costly t'echnique for flexible rotor -bearing-structural response 
is direct integration. The advent of large digital computers has allowed the solution of transient 
nonlinear rotor response problems. Shen and Mogil (41) pioneered in this area. Kirk and Gunter 
(42, 43, 44), Breed and Castelli (45) and Childs (46) have recently published in this area. 

Kirk and Gunter (42) examine the transient response of the single-mass Jeffcott rotor in 
elastic bearings mounted on damped, flexible supports by integrating the equations of motion nu­
merically using a modified fourth order Runge-Kutta procedure. 

Kirk (43) derived nonlinear journal bearing force expressions from the short bearing ap­
proximation to study the stability and transient response of the floating bush squeeze damper sup­
port system in his doctoral work. Both rigid and flexible rotor models are studied and results in­
dicate that the stability of flexible rotors supported by journal bearings can be greatly improved by 
the use of squeeze damper supports. Results from linearized stability studies of flexible rotors 
indicate that a tuned support system can greatly improve the performance of the units from the 
standpoint of unbalance response and impact loading. 

Kirk and Gunter (44) recently published the equations of motion (derived from energy prin­
ciples) necessary to calculate the transient response of a multimass flexible rotor supported by 
nonlinear, damped bearings. Rotor excitation may be the result of internal friction, rotor accel­
eration, nonlinear forces due to any number of bearing or seal stations, and gyroscopic couples 
developed from skewed disk effects. The method t>f solution for transient response simulation is 
discussed in detail and is based on extensive evaluation of numerical methods available fortran­
sient analysis. 
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Breed ind Castelli (45) present a method for rotor dynamic analysis which has sufficient 
generality to treat nonlinearities, time transients, steady states, dynamic responses and critical 
speeds for unbalanced, nonuniform shafts on any type of bearing suspension. The technique con­
sists of integrating the transient equations forward in time. 

Childs (46) published a transient flexible rotor formulation based on a representation pre­
viously employed to simulate the motion of flexible spinning spacecraft. The distributed parameter 
characteristics of the rotor are approximated by modeling the rotor as an elastically connected 
group of nonrigid bodies. The elastic rotor deflections of the component rigid bodies are defined 
in terms of a rotor-fixed frame of reference; hence, during constant synchronous whirling the elas­
tic deflections appear to be constant. The model is initially simplified by the traditional small de­
flection assumptions of the theory of elasticity, and is additionally simplified by the use of modal 
coordinates. Modal coordinates dramatically reduce the dimensionality of the model, and signifi­
cantly clarify the dynamic analysis of the problem. 

The influence of bearings on rotor dynamics analyses has been surveyed and documented 
by Shapiro and Humbarger (47) in 1972. Fluid film and rolling element bearing representation is 
covered in detail. 

Recent papers on the effects of bearings on rotor ·response have been published by Holmes 
(48) and Nakagawa and Aoki (49). Holmes sets up the nonlinear equations which govern the vibra­
tion of shafts supported on hydrodynamic sleeve bearings. Solutions are presented for two cate­
gories of application: (1) reciprocating engine crankshafts, and (2) steam turbine, alternator and 
gas turbine rotor shafts. These solutions are compared with experimental and practical evidence 
to assess applicability. An analytical solution for floating-ring journal bearings and a theoretical 
analysis of unbalance vibration of a rotor bearing system is presented by Nakagawa and Aoki. The­
oretical solutions for fluid film force, friction coefficient and stiffness and damping coefficients are 
derived. The effect of a floating-ring journal bearing on unbalance vibrations of a symmetrical 
rotor-bearing system and some design recommendations for optimum bearing dimensions are dis­
cussed. 

Recent papers involved in the calculation of rotor response while passing through critical 
speeds were published by Yanabe et al, (50) Iwatsubo et al, (51) and Schweitzer et al (52). Yanabe 
studied the problem of passage through a critical speed with regard to the maximum deflection of a 
shaft. The deflection of a shaft, the angular velocity of whirling motion and the phase angle between 
the unbalance and the whirling motion, under a uniform angular acceleration over the wide range of 
the angular velocity of a shaft were examined. From the numerical solutions and the experiments 
on a simple system with one disk, it is clarified that the amplitude of the whirling motion causes a 
beat after running through the critical speed. In case of acceleration the maximum (minimum) am­
plitude of beat occurs when the angular velocity of the whirling motion becomes maximum (minimum) 
and the phase angle becomes nTT + TT I 2 radians when the angular velocity of whirling is equal to the 
angular frequency corresponding to the critical speed of the system. The nonstationary vibration of 
an asymmetric rotor with limited power supply was studied by Iwatsubo, et al (51) using the asymp­
totic method. The many factors which affect the transient vibrating behavior of the asymmetric ro­
tor in passing through critical speed are studied in relation to the amplitude of motion, phase angle, 
energy, etc. by numerical calculation; that is, stiffness ratio of the asymmetric rotor, damping 
coefficients, and driving torque (during both acceleration and deceleration) .. The experimental study 
using a simple model is added. 

Finally Schweitzer, et al (52) examined the motion of high speed rotors as influenced by 
gyroscopic forces and by the elasticity and damping of their suspension. Starting with the equations 
of motion, Schweitzer et al investigate the rotor's natural and disturbance behavior. When the ro­
tors are run at critical speeds, in stationary motions appear. Axial forces lead to parametric ex­
cited vibrations. Optimal parameters of a rotor are determined. Experiments were conducted to 
verify the theoretical results. The published results of several practical and experimentally orien­
ted·studies provide much good design information. Hancock (53) reports on a study to produce em­
pirical vibration data for the process pump according to its design and severity of service. The 
published vibration norms are represented in clear graphical form according to process pump de­
sign, service temperature, and revolutions per minute. The data are directed toward the refinery 
maintenance engineer who is faced daily with decisions regarding corrective/preventive maintenance 
of process pumps under his command. 
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Comprehensive investigations by Schwirzer (54) on existing plants of different design and 
at various rotational speeds showed that existing available criteria for the valuation of bearing 
and shaft vibrations are not universally applicable to water power engines. This holds· for rna­
chines with vertical axis of rotation running at low speeds and for machines with special bearing 
designs. However, the existing experiences allowed the derivation of valuation criteria which are 
valid for all types of water power engines. These criteria hold only if the existing oscillatory for­
ces and not the exciting vibrations are submitted to a valuation. The specific unbalance which is 
equivalent to the exciting forces can be taken as a measure. A valuation diagram based on this 
characteristic parameter is proposed for discussion. Furthermore, some special requirements 
are reviewed which vibration surveillance facilities for water power machines must satisfy. 

Giberson (55) discusses the advantages of using film-damper bearings to control rotor re­
sponse. He notes that film-damper bearings can be used on practically any size machine; however, 
they require ''tuning'' to optimize the design of an entire rotor-bearing system. 

The practical aspects of ship line shafting vibration are discussed by Toms and Martyn (56) 
in a recent paper. The longstanding problems of whirling due to first order (unbalance) and pro­
peller blade order excitations are discussed. The source of the blade order harmonic components 
and the close correlation with alignments and the resulting bearing loadings are traced. Problems 
associated with frequency calculations are outlined and a computer program is described. · 

CONCLUSIONS 

The abundance of technical literature (over 50 significant papers, reports, etc. published 
in the past 3 years) on vibration in rotating machinery indicates the continuing concern for perfor­
mance structural integrity, safety and life aspects of rotating machinery. Despite this continuous 
activity much important work remains. The physical phenomena that govern rotor behavior are, in 
general, well understood; however, characterization of damping phenomena still lags the other 
technology. In fact, this is due to the requirement that damping force descriptions be harmonic 
and/or periodic because of existing analytical techniques. The advent of more general computation­
al tools capable of handling nonlinearties and time varying descriptions will lead to more activity 
involving damping force characterization. 
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ON THE INTERACTION BETWEEN SELF-EXCITED AND FORCED VIBRATIONS IN 
ONE-MASS SYSTEMS 

Prague, Czechoslovakia 

SUMMARY 

The paper presents an analysis of a one-mass system with two degrees 
of freedom described by a single vector differential equation of the second 
order; the system can perform self-excited vibration and is excited by the 
whirling vector of the excitation force. The solution to the problem is 
obtained analytically as well as by analogue computer modelling. In the 
analytical solution the steady vibration is approximated by a component of forced 
vibration and by a component of self-excited vibration. As the analysis shows, 
the interaction between the two components can be substantial; in resonance the 
component of self-excited vibration is even apt to be completely suppressed. 

1. INTRODUCTION 

In a number of systems which can perform self-excited vibration due consideration must 
be given to the action of external excitation forces. Little attention has so far been accorded 
to this problem; a systematic analysis of a class of such systems with one degree of freedom was 
first undertaken by C. HAYASHI [1] who examined the Van der Pol oscillator taking into account 
external harmonic excitation. He treated the resonant cases when the excitation frequency is 
close to the natural frequency of the linearized undamped system or to an integral multiple or 
sub-multiple thereof. He assumed that the frequency of self-ex~ited vibration was equal to the 
excitation frequency or to that sub-multiple or multiple. In the present paper we have adopted 
another approach: the steady solution is approximated by both a component of forced vibration and 
a component of self-excited vibration, and the frequencies of these components are required to 
meet no assumptions imposed in advance. 

The subject of our analysis is a system whose motion can be described by a single vectorl 
differential equation of the second order where the deflection vector has two components. Such ad 
equation expresses, for example, the motion of a highly simplified rotor system idealised as a 
mass in a plane. 

The most frequent cause of self-excited vibration of rotors is the presence of viscous 
forces in the bearings and glands, or of forces produced by flow through the slot around a disk 
or rotor body (the so-called slot effect), or of forces of internal damping arising either 
through material hysteresis as the shaft distorts or through dry friction on contact surfaces in 
consequence of unequal deformations of the various parts of the rotor such as between the shaft 
and the disk hub. All those forces can be included in one class because in the simplified 
linearized description they can be represented identically. Denote by z the vector of the disk 
deflection in the plane at right angles to the rotor axis, so that z = x + iy where x, y are the 
Cartesian coordinates or the angular deflections about two mutually perpendicular axes. We may 
then write the linearized expression of those forces in the form 

P = -K(az - iwz) (1) 

where K is a constant of proportionality and w is th~ an~ular velocity of rotat "on of the rotor 
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(for other expressions see [2]). The form of the first term is identical to that of linear 
viscous damping (so that to this term we can also add the external viscous damping proper). The 
second term has a destabilizing effect, and is a component proportional to the magnitude of the 
deflection vector but having a direction normal to the deflection vector in the sense of rotor 
rotation (as though the vector z were turned 90° in the sense of rotor rotation). If the 
elastic restoring force is of a central type, that is it acts in the direction opposite to that of 
the deflection vector z , then the force component iKwz is a tangential component with respect to 
the elastic restoring force. 

Let us now write the equation of motion of our system taking into consideration also the 
gyroscopic effect, any external linear damping which, as already mentioned, can be included in the 
component Kaz , the nonlinearity of elasticrestoring force and rotor unbalance. Following 
rearrangement and time transformation we obtain the equation of motion 

z - ignz + KZ - i6nz + (1 + ~zz)z = n2exp(int) (2) 

where for simplicity dots are again used for denoting the derivatives. Here g , K , 6 , ~ , are 
dimensionless coefficients of which: g > 0 is the coefficient of the gyroscopic term, K > 0 
includes both external viscous damping and the term Kaz , 6 is the coefficient of the tangential 
component (although 6 > 0 for the above-mentioned cases, we shall consider for the sake of 
completeness also 6 < 0 ), and ~ is the coefficient of the nonlinear term of the restoring f'orce 
Further, z is the dimensionless deflection vector referred to the eccentricity of the centroid 
from the rotor axis, and n is the reduced velocity of rotor rotation 

n = ~ - where w0
2 = £ 

wo m 

c is the stiffness of the linearized restoring force (or moment) and m is the rotor mass (or 
the rotor equatorial moment); z = x- iy . We shall call the system described by the 
differential equation (2), System I. 

In gyroscopic systems we sometimes come across forces which - as in the preceding case -
act like a tangential component to the elastic central force. This tangential component is not, 
however, proportional to the velocity of rotor rotation. In gyroscopic theory such forces are 
termed circulatory (or follower) forces. Following manipulations analogous to those of the 
former case, we then get the equation of motion 

z - ignz + d; - i6z + (1 + ~zz)z = n2 exp (int) . (3) 

We shall call this system, System II. In what follows we shall first carry out an analytical 
solution and then present the results of a~alogue computer modelling. The latter were obtained 
by Mrs. M. Stuchlikova using a MEDA 41T analogue computer. Her assistance in this matter is 
gratefully acknowledged. 

2. ANALYTICAL SOLUTION OF SYSTEM I 

We shall now seek the steady state solution of equation (2). To aid this we note that 
on displacing the origin of time by ~/n (where ~ is the phase angle between the deflection 
vector and the excitation force vector) we get on the right-hand side of equation (2) the 
expression n2exp[i(nt + ~)]. We shall now approximate the solution of equation (2) by the form 

z = r exp(int) + R exp(iQt) (4) 

where r is the amplitude of the component of forced vibration, R is the amplitude of the 
component of self-excited vibration, and n is the reduced frequency of the component of self­
excited vibration. On substituting (4) into equation (2) (with the right-hand side rearranged as 
shown above), and upon comparing the coefficients of terms exp(int) and exp(iQt) we get the 
following equations for the determination of r , R , ~ , Q : 

r[l n2 (1- g)+ ~(r2 + 2R2 ) - in(6- K)] 

R[l - n2 + gnn + ~(2r 2 + R2 ) - i(Sn - KQ)] 

The separation of the real parts from the imaginary ones gives 

r[l - n2 (1 - g) + ~(r2 + 2R2 )] n 2 cos~ 

rn(K - S) n 2 sin~ 

R[l- n2 + gnn + ~(2r 2 + R2 )J 

R(KQ - Sn) 

0 

0 

(5) 

(6) 

(7) 

(8) 

As the above equations imply, there may exist a non-trivial solution (r # 0, R # 0) as well as a 
semi-trivial solution (r # 0, R = 0). (In the absence of excitation, when the right-hand sides of 
the first two equations are zero, there will exist the solution R # 0, r = 0). We shall now 
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establish under what circumstances the various solutions have a meaning. 
simpler semi-trivial solution. For R = 0 equations (5) and (6) take on 

First turn to the 
the form 

r[1 + ~r 2 - n2 (1 - g)] = n2cos$ , 

rn(K - B) = n2sin$ • 

(Sa) 

(6a) 

1T 
On setting in equation (Sa) $ = 2 (which is identical with the case of a perfectly balanced 
rotor) we get the equation of the skeZeton aurve (refer to [3] for details of this and of the so­
called Zimit enveZope) 

r = {lfn2 (1 - g) - 1]}~ . (9) so ~ 

Subscript s denotes the skeleton curve, subscript o the semi-trivial solution. 

On setting in equation (6a) sin$ = 1 (theoretically also sin$ = -1) we get the 
equation of the limit envelope 

r 1 = (K - B)- 1n • (10) 

Since it always holds for the cases stated in the Introduction that K - G ~ 0 , it will also 
always hold that sin~ ~ 0 , that is the phase angle ~ lies in the interval (0 - TI) • The 
equation of the limit envelope is the equation of a straight line passing through the origin. The 
curve r

0 
(n) is always found on one side of the limit envelope which it touches at a point that 

is simultaneously the point of intersection of the skeleton curve and of the limit envelope. The 
solution corresponding to that point is that in which $ = ~ . In our case the limit envelope is 
directly a tangent to the curve r 0 (n). The latter is determined from the equation which results 
from squaring and adding euqations (Sa) and (6a), namely, 

r{[1 + ~r2 - n2 (1 - g)]2 + n2 (K - 8) 2} = n4 • 

After some rearrangement the above yields a biquadratic equation in n which is 

For prescribed r 
r0 (n). (Subscript 
inequality 

n4[(1- g)2- !2]- 2n2[(1- g)(l + ~r2) - l(K- 8)2] + (1 + ~r2)2 0 • 
r 2 

(11) 

we establish the corresponding n , and thus also obtain the inverse function 
o refers to the semi-trivial solution). So long as there applies the 

1 - n2 (1 - g) + ~r2 >> n(K - B) , 

that is, so long as the points involved do not lie in the vicinity of the resonant peak, we can 
determine the function r(n) from the approximate relation 

n (1 + ~r2)~(1 - g ± l)-~ . 
r 

(12) 

On dividing equation (6a) by (Sa) we get the relation for establishing the phase angle 

Let us now tackle the determination of the non-trivial solution. As equation (8) 
implies, it is 

B r.l = ;n 0 (14) 

Since K > 0, it is always the case that r.l > 0 for B > 0. 
the systems of interest have B > 0. But in the interest of 
peculiarity of the solution we shall also consider the case 
vector of the component of self-excited vibration is of the 
n < 0, it is of opposite sense. We shall first assume that 
comprehensive review of the case B < 0. 

And as we have already pointed out, 
completeness and because of the 
B < 0. If n > 0, precession of the 

same sense as rotor rotation; for 
S > 0 and then give separately a 

The substitution for n from equation (14) into (7) enables us to express 

R2 = .!.(~<~ - g)n 2 - 1)- 2r2 • (15) 
~ K K 

Only a positive value of R has a meaning. For n for which R becomes negative, only the semi 
trivial solution has a meaning. The boundary can be determined by setting R = 0 which step 
gives the dependence 

*r = (#~<~ - g)n 2 - 1} )~ • (16) 
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The points of intersection of curves r(n) and *r(n) mark out the limit of validity of the non­
trivial solution - see Fig. 1 in which the portion of r(n) corresponding to R2 < 0 is shown as 
a dotted line. 

The substitution for R2 from equation (15) into (5) gives the following equations for 
the determination of r and ~ 

r[n 2 {~~ - 1 - g(2~- 1)} - 1 - 3~r2 ] n 2 cos~ (17) 

rn(K - B) n 2 sin~ 

The second of these equations is identical with equation (6a). It follows from this fact that the 
resonance curves r(n) and r

0
(n) have a common limit envelope (see Fig. 2), a straight line 

passing through the origin with slope (K- S)- 1 • The points of intersection of curves r 0 (n) and 
r(n) must simultaneously be the points of intersection of curves r(n) and *r(n) • We shall not 
examine the stability of the solution. We shall assume that the rule of vertical tangents 
applies - the contact points form a division between the portions of curves r(n) and r 0 (n) to 
which correspond stable and unstable solutions. The analogue solution will show whether or not 
this assumption is correct. 

Upon eliminating ~ from equation (17) we get 

r2 ({n 2 [2~~ - 1 - g(2~- 1)] - 1 - 3~r 2 } 2 + n2 (K - G) 2J n4 

and after rearrangement, the equation 

n4 [(2~~- 1- 2~ +g)- ~2J- 2n 2 [(2~- 1- 2~ + g)(1 + 3~r2 )- t<K- B)2] + (1 + 3~r 2 ) 2 o • 
(18) 

This equation makes it possible to find n for a given r and thus also to establish the 
dependence r(n) • Similarly, as in the semi-trivial solution, the portion of curve r(n) not in 
the close vicinity of the resonant peak can be obtained from the approximate formula 

n = (1 + 3~r 2 )~[2t~ - 1 - 2~ + g ± _!_)-~ (19) 
K K r) 

The angle of phase displacement is determined from the relation 

tan~= n(K- S)[n 2 (2~~- 1- 2~ +-g)- 1- 3~r2]-l • (20) 

To complete our discussion we may also write the equation of the skeleton curve of the 
non-trivial solution, namely 

r s = b~ { ( 2~~ - 1 - 2~ + g) n 2 
- 1 } J ~ . (21) 

As a comparison shows, the relations defi~ing r (n), r (n) and *r(n) -equations (9), 
(21) and (16) - are analogou~ to one ano§her. For K = 1 ~£1 thre~ curves start from the same 
point on the axis n ; for K < 1 and K + 1 > g (the most usual case) 

and for .§_ > 1 
K and 

nso < *n < ns 

~ + 1 > g 

(22) 

nso > *n > ns , (23) 

where nso , *n , ns are the respective abscissae on the axis n from which the curves rs
0

(n) , 
*r(n) and rs(n) start. These curves, however, differ in curvature. If inequality (22) applies 
it is always the curve rs(n) that is most deflected, and the curve rs 0 (n) that is least 
deflected - see the schematic representation in Figs. 3a (~ < 1) and 3b (~ > 1) for ~ > 0 . 
The three curves, the limit envelope and the approximate relations defining r 0 (n) and r(n) 
provide prompt and comparatively accurate information on the system behaviour. 

For the purposes of comparison we shall also carry out the solution for perfect 
balancing, when the right-hand side of equation (2) is zero. In this case, the equation of motion 
is satisfied by the particular solution 

z = R exp (H2t) • (24) 

The substitution of solution (24) into the homogeneous equation (2) yields the following equations 
for the determination of R and n : 
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R(l - n2 + gnn + ~R2 ) 

R(Kn - Sn) 

0 

0 

As the second of the above equations implies, so long as R # 0 , 

n = 4. 
K 

(25) 

On substituting into the first of equations (25) we get the following relation for the 
determination of the amplitude of the non-trivial solution: 

R = r~~(~ -g)n2 - 1})~ • (26) 
~ K K 

This expression differs from that of *r - see equation (16) - only in that it contains ~ in 
place of 2~ • The curve of R(n) therefore starts from the same point on the axis n but the 
amplitude of R(n) is greater by a factor of 12 than that of *r(n) • Applying the procedure 
outlined in monograph [4] and also used in [2] and [5], we can readily ascertain whether or not 
solution (24) is stable. 

We know that the term with coefficient K represents positive damping. The 
substitution for n from the second into the first of equations (25), and some manipulations, 
give 

K2 + gKSn 2 + K 2~R2 = 82n2 • 

The left-hand side of the above equation represents the component of positive damping, the right­
hand one that of negative damping. The two components are equilibrated for an *R satisfying the 
above equation. *R will continue to be stable 30 long as the following inequalities hold good 
for e: > 0 : 

K2 + gKSn 2 + K~(*R + e:)2 > B2n2 ' 
K2 + gKSn 2 + K~(*R- e:)2 < s2n2 

As to the trivial solution R = 0, so long as 

K2 + gKSn2 > s2n2 

it is stable; for the opposite inequality, it becomes unstable. It can readily be shown that the 
trivial solution is stable within the interval 

(
8 8 )-~ o < n < ~(~ - g) 

where the upper bound is given by that value of n which is the abscissa of the starting point of 
curve R(n) on the axis n -see equations (26). It is equally easy to see that the non-trivial 
solution R(n) is stable for ~ > 0 and unstable for ~ < 0 • Both cases are illustrated in 
Figs. 4a (~ > 0) and 4b (~ < 0), with the dependence R(n) drawn in dashed lines. This is 
what the last findings mean for a perfectly balanced rotor: so long as the reduced frequency of 
rotation n stays below the value 

the centroid is at rest; once that 
amplitude arises for ~ > 0 while 

( ) -~ ~(~- g) ' 

value is exceeded, self-excited vibration with 
the deflection continually grows for ~ < 0 . 

n < [~<~- g)J-~ ' 

a finite 
For ~ > 0 and 

the position at rest is absolutely stable, that is to say, the transient vibration will tend to 
the position at rest for any disturbance. For ~ < 0 and 

n < [~<~-g))-~ ' 
the situation will, however, depend on the disturbance or, possibly, on the initial conditions. 
For some initial conditions the transient vibrations will converge to the equilibrium position, 
for others divergent vibrations occur. There exist two regions of initial conditions - the 
domains of attraction; the initial conditions inside one of them lead to a state of rest 
whereas inside the other, they induce divergent vibrations. In view of the fact that the system 
is defined by four initial conditions, the separatrix that divides the two domains of attraction 
is a surface in four-dimensional space. We shall not tackle here the problem of determining the 
separatrix surface; the solution to it may be obtained by the method described in monograph [4], 
and for self-excited systems by the procedure outlined in monograph [5]. As discussed in detail 
in [2], the value of R corresponding to the unstable solution may be used for estimating the 
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limiting magnitudes of disturbances which must not be exceeded in order to prevent divergent 
vibrations from taking place. This follows from the fact that to the unstable steady solution 
with amplitude R corresponds the unstable limit cycle which lies on the separatrix surface. 
Accordingly, the smaller is the value of R the smaller are the limiting disturbances which must 
not be exceeded in order to preclude divergent vibrations. This analysis ~nables us to make at 
least an estimate as to the stability in the case of the non-trivial solution of an excited system. 

Let us now take up an illustrative example. Fig. 5 shows the dependences r 0 (n), r(n), 
~r(n) and R(n) for the following values of the coefficients: 

g = 0.3 ; K = 0.1 ; B = 0.08 ; ~ = 0.002 • 

So long as no self-excited vibration is initiated, the course of the vibration is harmonic; after 
it is initiated, the course becomes generally aperiodic. The result obtained for a slow 
continuous increase of the excitation frequency (rotor speed) differs from that for a slow 
continuous decrease. In the stated range of 0 < n < 2, self-excited vibration will not arise at 
all for an increasing n. As to n decreasing from the initial value of n = 2, since there exist 
two steady locally stable solutions for this value of n, the situation dep~nds on the initial 
conditions. For initial conditions (for example, zero) for which there occurs the non-trivial 
steady solution, the amplitude of the component of forced vibration follows the curve of r(n) with 
n decreasing to n = 1.62; thereafter it follows the curve of r 0 (n) - namely, its non-resonant_ 
branch with n decreasing to 1.405 at which value it passes over to the resonant branch. 

Because the system is symmetric, the extreme values of z, x, y are the same. When 
plotting, for example, the local maxima of x (denoted by [x]) we see that for the -non-trivial 
solution this value ranges between the limits r ± R (for R < r) and R ± r (for R > r). Diagrams 
of [x] as a function of n according to the analytical results are presented later - for the 
purposes of comparison - together with the results of the analogue solution. 

Let us now analyze the alternative 8 < 0. So far as the formal expression is 
concerned, most of the results continue to apply because the assumption that 8 > 0 was taken 
only in the derivation of inequalities ·(22) and (23). But we shall have to modify some of our 
conclusions. Although the expressions for r 0 (n), r(n), R(n), rs 0 (n), rs(n) and *r(n) are wholly 
identical we must bear in mind that, for example, for the same absolute values of K , 8 of the 
two alternatives, the values of K - B are additive for B < 0 and the limit envelope is a straight 
line with a tangent smaller than in the case B > 0. It is al~ays inequality (23) that holds for 
8 < 0 and 

- f > 1 
K 

for 
g > 1 + ~ 

inequality (23) applies even for arbitrarily small ratios -8/K. 

To illustrate, we have drawn in Fig. 6 the dependences r
0

(n), r(n), *r(n), and R(n) 
for the following coefficients: 

g = 0.3 ; ~ = 0.001 ; K = 0.039 ; 8 = -0.031 • 

3. RESULTS OF THE ANALOGUE SOLUTION FOR SYSTEM I 

The various alternatives modelled on the analogue computer were solved for the following 
values of the coefficients: 

Alternative g ~ K B 

I a 0.3 0.002 0.1 0.08 

Ib 0.3 0.002 0.1 0.09 

Ic 0.3 0.002 0.1 0.1 

Id 0.3 0.001 0.039 -0.031 

Ie 0.3 0.001 0.039 -0.0312 

If 0.3 0.001 0.039 -0.0315 

The first three alternatives differ only in the value of 8 , which is positive. The 
next three alternatives also differ in the va-lue of 6 which, however, is negative. Alternatives 
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Ia and Id were solved analytically (see Figs. 5 and 6). 

The equations of motion in x, y coordinates were naturally used for the analogue 
solution and they are as follows: 

x + gny + Kx + 8ny + [1 + ~(x2 + y2)Jx 

y- gnx + Ky- 8nx + [1 + ~(x2 + y2)]y 
(27) 

The solution was carried out in the interval 0 < n < 2 by slowly varying the 
frequency n in both directions (possibly with dwells in the transitions from one steady solution 
to another). The values of [x] and [y], that is, the local maximum values of coordinates x, y 
were recorded by an automatic plotter. Since it was fully confirmed that [x] = [y] = [z], we 
shall show only the results established for [x]. Whenever there existed a component of self­
excited vibration in addition to the component of forced vibration, the stylus - instead of 
tracing a smooth curve - drew parallel lines (hatching) over an area whose width represented the 
double amplitude of the component of either forced or self-excited vibration, depending on whether 
R ~ r. . 

The solution obtained for alternative Ia is shown in Fig. 7a; the curve drawn there in 
heavy dashed lines pertains to the case without excitation (perfectly balanced rotor) when only 
the self-excited vibration exists. Fig. 7b represents a corresponding diagram plotted ort the 
basis of the approximate analytical solution. Comparing the two figures we see that their 
qualitative agreement is very good and that the quantitative differences are only of minor 
importance. The only major deviations can be noted in the transition from the resonant 
vibration to the vibration with a self-excited vibration component which - for an increasing n -
occurs earlier in the analogue solution. Raising the coefficient B (Figs. 8 and 9) produces a 
transition from the resonant vibration with zero value of the amplitude of the self-excited 
vibration component to vibration in which there exists a self-excited vibration component with a 
large amplitude. The solution is unique for any 0 < n < 2. 

Although for B < 0 the three alternatives examined differ only slightly in coefficient 
8 , the results obtained for them are at considerable variance. The analogue solution of 
alternative Id is shown in Fig. lOa and the corresponding diagram drawn on the basis of the 
analytical treatment, is in Fig. lOb. Fig. 11 represents the records of vibration developed along 
the axis x (vibration in axis y is the same, but displaced in phase by 2~ ) for various values 
of n ; the upper record belongs to an increasing, the lower to a decreasing n . The 
corresponding records of whirling motion in the x, y plane are shown in Fig. 12. It is seen that 
in the presence of self-excited vibration whose amplitude is larger than that of forced vibration, 
the sense of whirling is opposite to that of rotor rotation. The results of the solution of 
alternatives Ie and If, shown in Figs. 13 and 14, agree very well with the analytical solution 
(Fig. lOb). Resonance with backward precession of small amplitude is observable in all 
alternatives having a negative B in the neighbourhood of n = 0.85. This resonance is absent in 
the case of positive 8 • 

4. ANALYTICAL SOLUTION FOR SYSTEM II 

We shall again introduce a ~/n displacement of the time origin - and approximate the 
solution to equation (3) by the form (4). Using the procedure outlined in Section 2 we get the 
following algebraic equations for the determination of r, R, ~' ~ : 

r[l + ~(r 2 + 2R2) n2 (1 - g)] 

r(Kn - B) 

R[l - ~ 2 + gn~ + ~(2r 2 + R2)J 

R(d2 - B) 0 . 

(28) 

(29) 

(30) 

(31) 

As for System I, there can exist here both the semi-trivial and the non~trivial 
solution. Let us first turn to the semi-trivial solution (R = 0, r ~ 0). For R = 0 equations 
(28) and (29) lead to the same dependence describing the skeleton curve as for System I. For the 
same values of coefficients g, the skeleton curves of Systems I and II are identical for the 
semi-trivial solution, and the conclusions drawn for System I are equally applicable to System II. 
The limit envelope is different, however; it is determined from the equation 

rL = n2 (Kn- B)- 1 • (32) 

Since only rL > 0 has a meaning, it is enough - so long as 8 > 0 - to establish the course of 
this curve for n >~only. In the interval ~ < n < oo ~h: character of curve rL(n) is such that 
on the boundaries ofKthe interval rL grows beyond all l1m1ts. For large n , rL grows 
practically linearly with growin~ n because the straignt line r = ~ forms an asymptote. Thus, 
rL reaches its minimum for n = ~ when rLmin = ~2 • 
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Amplitude r is established from the equation 

r 2 {[1 - n2 (1 - g) + ~r2 J 2 + (Kn - 6) 2 } = n4 (33) 

which is not as simple as for System I, so that it becomes necessary to use a digital computer. 
For small values of K, 6 and for points remote from the resonant peak we can use the approximate 
relation 

n = {1 + ~r2 )~(1 - g ± ~)-~ 
which is identical to equation (12). From this fact follows the conclusion that for equal values 
of g, ~ the course of curves r (n) is roughly the same for Systems I and II except for the 
portion. near the resonant peak. 

0
The phase angle is found from the equation 

tan~= (Kn- 6)[1 + ~r2 - n2 (1 - g)]-1 • (34) 

Let us now determine the non-trivial solution and the limit of validity of this 
solution. As equation (31) implies, it is 

n = §.. • (35) 
K 

In this case the frequency of self-excited vibration is constant, independent of the excitation 
frequency, that is, of the rotor speed. For S > 0 the sense of precession of the component of 
self-excited vibration is the same as that of rotor rotation; for 6 < 0 it is opposite. On 
substituting for n into equation (30) we get 

{ 
1 s s 1 

R = -[(-) 2 - gn- - 1]- 2r 2 }~ 
~ K K 

(36) 

and on substituting the above into equation (28) we can find from equations (28) and (29) both 
r, ~ and the skeleton curve and the limit envelope. Since equation (29) does not contain R , 
the limit envelope described by equation (32) applies to the semi-trivial as well as to the non­
trivial solution. The equation for the determination of the skeleton curve is 

1 s 6 1 
.r = {--[2(-) 2 - 1 - 2~ - n2 (1 - g)]}~ • 

S 3~ K K 
(37) 

As this equation suggests, the skeleton curve of the non-trivial solution is deflected in a 
direction opposite to that of the semi-trivial solution. The equations for establishing r, ~ 
turn out to be 

r 2{[2(§_) 2 - 1 - 2~ - n2 (1 - g) - - 3~r2 J 2 + (Kn - 6) 2} n4 (38) 
K K 

tan~ = (Kn - 6) [2 (§..)2 - 1 - 2~n - n2 (1 - g) - 3~r2J- 1 (39) 
K K 

The dependence r(n) cannot pe obtained as readily as in the preceding case; for specified values 
of the coefficients we must employ a digital computer. In the regions remote from the resonant 
peak and for small 6, K we can use the approximate relation 

(40) 

Similarly, as in Section 2, we can establish the dependence *r(n) which delimits the validity of 
the non-trivial solution, using the formula 

*r (n) = £-1~-[ (§_) 2 - gJ- - 1] }~ . (41) 
2~ K K 

Whenever S > 0, the curve *r(n) has a meaning only for S 
dependence *r(n) decreases and takes on a zero value for 

n = ~[(§..) 2 - 1]. 
6g K 

> K. With increasing n the 

For S < 0, *r(n) is an increasing function of n and starts either from the point with abscissa 

K . 6 
n = Sg[1 - (K")2J 

on the axis n (for ·- S < K) or from the point with 

*r(O) 

on the axis *r (for- 6 > K). 

The character of curve *r(n) is analogous to that of curve R(n) for zero excitation, 
that is, for a perfectly balanced rotor, when 
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(42) 

The values of *r(n) and R(n) - in the case without excitation - depend on n only, because of 
the gyroscopic effect. For g = 0 they are constant, that is, independent of the frequency of 
rotor rotation. 

We can also show, as for System I, the displacement of the starting points of curves 
rs0 (n), rs(n) and *r(n) from the axis n • Inequality (22) always holds for 8 < 0 while for 
8 > 0 it holds so long as 

c2 cf)2 + 2f _ 1Jg < 2c cf)2 _ 1J 
K K K ' 

that is, for smaller values of g. 

To illustrate we have drawn in Fig. 15 the curves r
0

(n), r(n), *r(n), and R(n) for 
the following values of the coefficients: 8 = -0.045, K = 0.05 (Fig. 16), 8 = -0.05, K = 0.05 
(Fig. 17), and g = 0.3,~ 0.001. 

5. RESULTS OF THE ANALOGUE SOLUTION FOR SYSTEM II 

The analogue solution was obtained for the same examples for which we have carried out 
the approximate analytical solution. The values of the coefficients are reviewed in the Table 
below: 

I 

Alternative g ~ K B 

II a 0.3 0.002 0.1 0.13 

lib 0.3 I 0.001 0.05 -0.045 

Ilc 0.3 I 0.001 0.05 -0.05 

The solution proceeded in the way outlined for System I. Since here, too, it holds that 
[x] = [y] = [z] we show only the dependence of [x] on n • For the purposes of comparison we 
present the results obtained on the basis of the approximate analytical solution in corresponding 
figures numbered sub h. Alternative Ila is represented in Fig. 18. The qualitative agreement 
between the analogue and the analytical solution is seen to be good. The two solutions differ 
quantitatively in that in the former the transition from the semi-trivial resonance solution to 
the non-resonant solution at increasing n occurs earlier than in the latter. Some difference is 
also observed in the magnitude of the amplitude of the self-excited vibration component and in the 1 

dependence of this amplitude on n at decreasing n . Alternatives lib and lie are reviewed in 
figs. 19 and 20. In both cases the qualitative agreement is very good and the quantitative 
differences are smaller than in the preceding case. 

CONCLUSION 

The most important results may be reviewed as follows: 

In systems capable of self-excited vibration, and subject to external periodic force, 
the component of forced vibration interacts to a considerable degree with the component of self­
excited vibration. In a certain interval of the excitation frequency, n , and especially in the 
region of resonance, the component of self-excited vibration is apt to be completely suppressed. 
The interaction between the two components is substantially enhanced by the nonlinearity of 
restoring force. This effect manifests itself by both the distortion and the displacement of the 
curve representing the dependence of the amplitude of the forced vibration component on the 
excitation force frequency (rotor unbalance) as compared with its dependence in the absence of the 
self-excited vibration component. The action of self-excited vibration is likely to cause the 
character of the amplitude-frequency curve of the component of excited vibration to differ 
importantly from that of a corresponding system with the same characteristics of the restoring 
force nonlinearity but without self-excitation. In System I curve r 0 (n) is of the same sense as 
curve r(n) , but of different magnitude of curvature of the resonant peaks. In System II even 
the sense of curvature of the two curves is different. Thus, for example, for a symmetric 
hardening characteristic of the restoring force when the resonant peak of curve r 0 (n) is 
deflected towards higher values of the excitation frequency n , the peak of curve r(n) is bent 
in the opposite direction, as though the characteristic of the nonlinearity were a softening one. 
The interaction between the two components is influenced not only by the restoring force non-
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linearity but also by the coefficient of the gyroscopic term. The displacement of curve r
0

(n) 
relative to the curve r(n) may be estimated qualitatively with the aid of the skeleton curves and 
of the starting points of the curves themselves on the axis of the excitation frequency n • It 
is affected by the ratio of the coefficients of the self-excitation and the damping term, B/K , 
and by the magnitude of the coefficient of the gyroscopic term. 

Owing to the effect of the restoring force nonlinearity there may exist two (and 
possibly, even more) steady, locally stable solutions for a certain excitation frequency. In such 
a case the steady vibration that arises following the attenuation of transient phenomena depends 
on the initial conditions. For the same frequency there may exist, for example, vibration with 
zero amplitude as well as vibration with non-zero amplitude of the self-excited vibration 
component. This is evidenced by the circumstance that the response for increasing frequency is 
not the same as that for decreasing frequency, with different results obtained in certain intervals 
of the excitation frequency. 

A comparison of systems with and without excitation enables us to draw the following 
conclusions: the amplitude of the self-excited vibration component is always smaller for systems 
with forcing; it does not hold, however, that the amplitude of the forced vibration component for 
non-zero amplitude of the self-excited vibration component is always smaller than the 
corresponding amplitude of forced vibration for zero amplitude of the self-excited vibration 
component. 

The results of the approximate analytical solution are found to differ only very 
slightly qualitatively from those of the analogue solution, and th~ two sets of data agree 
comparatively well, even quantitatively. 
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DEVELOPMENTS IN ABSOLUTE CALIBRATION OF 
ACCELEROMETERS AT THE NATIONAL STANDARDS LABORATORY 

N.H. Clark 
CSIRO Division of Applied Physics 
National Standards Laboratory 
Sydney, N.S.W. 

SUMMARY 

Accelerometers which are to be used as standards are calibrated in terms of 
national standards of length and time. In measuring the displacement, precautions 
are taken to avoid error from disturbance of the "fixed" reference frame. Methods 
are described of isolating the reference, and of controlling drift of the centre of 
oscillation. Various scales and techniques are described for absolute determination 
of displacement. A simple technique of absolute displacement measurement is 
described, utilising a wide-screen oscilloscope display of the photoelectric 
signal from a multiple-beam interferometer. 

1. INTRODUCTION 

Accelerometers used for day-to-day measurements in engineering laboratories are usually 
calibrated at regular intervals by comparison with a good quality accelerometer maintained as a 
secondary standard. In principle the procedure is to compare the output of the test accelero­
meter with that of the standard when both are subjected to rectilinear motion applied in the 
direction of their sensitive axes. In such transfer calibrations it is difficult to reduce the 
error below about one per cent (Ref.l), and in less careful comparison calibrations the error 
may range from a few per cent to a hundred per cent or more at certain frequencies. 

However, in no case can the transfer process yield calibration factors to greater accuracies 
or narrower uncertainty limits than those given for the standard. Furthermore, valid results 
can not be assumed when the transfer is performed outside the ranges of frequency or amplitude, 
or other relevant parameter, within which the properties of the standard have been adequately 
determined and are known to exhibit no spurious effects. 

A standard accelerometer is generally calibrated by measuring its electrical output whilst 
it is subjected to an acceleration which is precisely known in terms of displacement and time. 
If voltage (or charge), displacement and time are measured in terms of national standards, this 
is defined as constituting an absolute calibration. Such a calibration is generally steady­
state, i.e. excitation consists of sinusoidal oscillation at each of a number of discrete 
frequencies and displacement amplitudes. An absolute calibration should cover the whole 
range of amplitudes and frequencies in which it is anticipated that the accelerometer will be 
used. 

2. ABSOLUTE CALIBRATION 

In an absolute calibration, frequency is generally measured with a frequency counter, using 
as reference a calibrated crystal oscillator. At the National Standards Laboratory the 
frequency counter may also be checked at any time during a calibration against the atomic 
frequency standard, which has an uncertainty of only a few parts in 10 9 The practical limit 
to the accuracy of the calibration frequency measurement is in the stability of the oscillator 
which supplies the drive system for the vibrator; th~ oscillator used at NSL has a frequency 
stability of ± 0.02 per cent over the duration of a calibration at one frequency. 
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If an accelerometer is to be used as a standard, it is preferable to use it always with the 
same amplifier; the combination may then be considered as the standard. In an absolute 
calibration, the output of such an accelerometer-amplifier combination is measured with an a.c. 
millivoltmeter which has been calibrated against a standard e.m.f. source, for example by 
thermal transfer methods. When another accelerometer is subsequently calibrated by comparison 
with the standard, the two outputs may be compared using an appropriate instrument of reasonable 
quality; · the absolute calibration of the readout instrument is of secondary importance in this 
case. 

An alternative approach is to calibrate a standard system consisting of standard accelero­
meter, charge amplifier and millivoltmeter, without regard to the absolute calibration of the 
meter. In a subsequent comparison, an unknown accelerometer system including readout may be 
calibrated using the meter of the standard system as an indicator of the applied acceleration. 
Voltage standards need not be referred to when this method is applied. 

At the NSL a combination of the above two methods is used. A standard system is 
calibrated in absolute terms of frequency and displacement, and the true-r.m.s. millivoltmeter 
of the system is calibrated by thermal transfer. The standard system is then used to calibrate 
secondary standards by a comparison method. Secondary standards may also be calibrated by 
direct methods, but this is time consuming and costly. Only accelerometers of the highest 
quality are accepted for calibration as secondary standards, and preferably they are 
calibrated with the particular amplifiers with which they will subsequently be used. 

A major difficulty in carrying out an absolute calibration is in obtaining oscillatory 
motion which is truly rectilinear and undistorted over the whole desired range of frequencies. 
No commercially available vibration generator meets this ideal; some may approach it over 
parts of the frequency range. Experience at NSL and elsewhere (Ref.2) indicates that defects 
in the motion are a serious source of inaccuracy in both absolute and comparison calibrations. 

Another major difficulty lies in measuring the small displacement amplitudes at high 
frequencies; for example, to calibrate an accelerometer at 1 g (where g ;: 9. 8 ms-:.2 ) at . 
1000Hz requires a displacement amplitude of 0.24 lJm to be measured. Such ampr'itudes are 
comparable to wavelengths of visible light, so optical interferometry methods have been 
developed to establish precise scales of displacement, (Re£.3-7}. In an absolute. calibration, 
the dominant component of the total uncertainty arises from the measurement of displacement 
amplitude, particularly at the higher frequencies, therefore the rest of this papeJ; is 
concerned mairily with the practical problems involved ~n setting up such displacement scales. 

3. MEASUREMENT OF DISPLACEMENT 

International standards of length are now defined in terms of wavelengths of light, 
primarily the orange line associated with the 2 p 1o 5 ds transition in a kryptop86,~ discharge. 
From spectroscopy, other lines are precisely known in terms of the krypton line, and may · 
therefore be validly used to set up a scale for length measurement, using interferometric ' 
techniques. For vibration metrology it is convenient to use the brightest line in the mercury 
spectrum, that is the green line of nominal wavelength A· "" 546.078 x 10-9 UI. This. line is 
readily obtained from a low pressure mercury arc lamp, and has adequate stability and coherence 
length. 

Briefly, the principle of the NSL vibration interferometer is as follows. Two aluminised 
optically flat glass surfaces are separated by a small air gap · and are arranged with a small 
wedge angle between the surfaces (Fig.l). A collimated beam of mercury green light is. 
projected onto the surfaces, the light undergoes multiple reflections and a system of fringes 
of high contrast is formed. The fringes, which have the appearance of fine dark bands against 
a bright background, are focused by a lens system to form a real image in the plane of an 
adjustable slit aperture, whic;t can be aligned parallel to the image of the fringes. The 
accelerometer to be calibrated is attached to the first of the glass flats, the other flat 
is seismically supported to form an inertial reference. If the first flat S1 is moved 
normally to its surface through a distance, relative to the reference, equal to one half 
wavelength, the set of fringes will move through a distance of one fringe spacing. If the 
fh:st flat, with the accelerometer, is oscillated through a displacement equal to many 
wavelengths, the displacement may be measured by counting the number of fringes 
which pass the slit aperture during one peak-to-peak excursion of the oscillation. This· is 
accomplished electronically by placing behind the slit a photomultiplier, to convert the 
light signal to an electrical analogue. 
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If conventional electronic counting is used with the above system, the uncertainty of the 
displacement measurement may be an appreciable fraction of a fringe, thus the overall precision 
of measurement may be acceptable only at large amplitudes. Furthermore, as the velocity 
increases, the signal-to-noise ratio of the photoelectric signal decreases, hence the likelihood 
of a miscount becomes progressively greater at larger amplitudes. 

An improvement in precision has been attained at NSL by the very simple expedient of 
connecting the photomultiplier output to a wide-screen display oscilloscope, controlling the 
time base by a signal from the vibration drive oscillator. Provided the ratio of the slit 
aperture size to the spatial period of the image of the fringes is small enough, say of the order1 
of 0.05, the photoelectric signal is a reasonable analogue of the intensity distribution across 
the fringe pattern. If the drive amplitude is adjusted so that the oscilloscope shows 
exactly one cycle of this signal during one half period of the vibration, (Fig.2a), then the 
peak-to-peak displacement is A./2, and the displacement amplitude equals A./4, i.e. one quarter 
of a wavelength. With the mercurygreen light source, the displacement is 0.136 lJm; with care 
this can be established with an accuracy of approximately two per cent, and multiples of this 
displacement can be established with similar accuracy. Figure 2b shows the oscilloscope 
display of the photoelectric signal with displacement amplitude equal to 91../4; nine fringe 
cycles are traversed in one peak-to-peak excursion, whole numbers being attained by ensuring 
that the level of the photoelectric signal is equal at the two turning points (shown by arrows 
in the Figure). The 30 em wide screen of the display oscilloscope improves the resolution for 
direct visual counting at larger displacements. From photographs of the oscilloscope display, 
one hundred -fringes peak-to-peak have been counted, with an uncertainty of approximately one 
fringe, i.e. the displacement is 13.6 l-fm plus or minus one per cent. These visual methods 
have been used to supplement the second harmonic method (Ref. 7) which is discussed in Section 
7. Although more accurate, the harmonic method is time consuming; the visual methods give 
quick results which are often sufficiently accurate. 

4. REFERENCE FRAME FOR DISPLACEMENT MEASUREMENT 

In any measurement of displacement some "fixed" reference or inertial frame is generally 
assumed. If displacement is measured with a microscope, the microscope is · assumed to be 
attached to this frame; in interferometric methods, the reference mirror is assumed to be so 
attached. Should the reference be disturbed during a measurement, error may result. In 
measuring oscillatory displacements, such disturbances may be of two types: either at the 
frequency of the oscillation being measured, resulting in possible systematic error, or 
composed of quasi-random vibrations originating outside of the measuring equipment. The 
latter could be expected to contribute random error, and a reduced signal-to-noise ratio 
resulting in poorer resolution. Th.ere is also the possibility of disturbance due to slow 
thermal drift; this is discussed in the next Section. Whatever the type of disturbance, some 
form of monitoring and/or isolation of the reference is mandatory for accurate measurements. 

Disturbing vibrations of external origin transmitted through the supporting structure can 
be effectively reduced by a seismic suspension. In the NSL vibration interferometer the 
optical components are mounted in a massive cast iron body to which the vibrator also is 
attached; the whole is supported by a concrete block. The total mass of about one tonne is 
mounted on four air springs (Ref.8). The natural frequency of this system in the vertical mode 
is about 2 Hz, thus providing adequate attenuation of the floor vibrations which have their main 
frequency components in the vicinity of 20 Hz. 

Disturbances at the frequency of the oscillation which is being measured come from the 
reaction of the shaker support structure. As the mass of the oscillating mirror assembly 
is less than one kg, the displacement of the concrete block and cast iron body, if together 
they react as a rigid body, should be less than 0.1 per cent of the motion of the oscillating 
mirror. The reference mirror of the NSL interferometer was originally firmly attached to the 
cast iron body; the relative phase and amplitude of the reaction of the reference mirror were 
measured using three accelerometers, and a correction was applied to the measured displacement. 
However, this was unacceptable where the reaction exceeded about one per cent, and indeed 
reaction reached 30 per cent at certain frequencies where structural resonances were excited. 
The solution chosen was to mount the mirror on a brass block of 1.5 kg, radially supported by 
three rubber-in-shear isolators (Fig.~. The combination gives a measured natural frequency 
of 20 Hz in a translational mode normal to the mirror surface, and rotational modes at 
approximately 25 Hz and 28 Hz. As the instrument is used for calibrations at 200 Hz and 
higher, this provides adequate attenuation of the reaction, and gives an effective seismic 
reference for the displacement measurements. 
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5. DRIFT OF THE CENTRE OF OSCILLATION 

Accurate displacement measurements are rendered more difficult, if there is appreciable 
rate of drift of the oscillation centre relative to the seismic reference. Thermal 
expansion and contraction of the components of the interferometer and of the vibrating systems 
produces such drift, and in the NSL instrument, a principal source of this was found to be the 
cycling of the room air conditioner. With a large rigid polymer foam box placed over the 
entire interferometer to act as a thermal shield, the rate of drift was reduced by a factor of 
more than 10, to approximately 0.002 ~m per minute. 

A further source of thermal drift is the mercury lamp, the housing of which is bolted onto 
the interferometer. The lamp is of low power, however, and it has been found that near 
equilibrium is attained after a few hours warmup with the thermal shield in place. 

Resistive heating of the vibrator drive coil is another drift source. The problem became 
more serious when the shaker assembly was re-designed to remove some unwanted resonances and 
permit operation at higher frequencies; in the new design, the drive coil is required to be 
much closer to the mirrors and to the metal diaphragms which support the o6cillating assembly• 
To remedy this the coil is now thermally insulated from the rest of the assembly by a ceramic 
disc, and a simple heat exchanger has been designed to remove excess heat from the system. At 
the time of writing the performance has not been evaluated with the modified coil assembly. 

6. CONTROLLING THE CENTRE OF OSCILLATION 

The method of adjusting the centre of oscillation, and compensating for drift, is to inject 
direct current into the shaker drive coil. Alternatively the position of the reference could 
be adjusted, for instance by using an electromagnetic transducer; an adjustable reference such 
as this is incorporated in a new vibration interferometer being designed at NSL. In either 
case it is first necessary to know the magnitude and direction of the drift of the centre from 
the desired positioh. 

One approach has been to monitor the time-averaged value of the photocurrent. For a fringe 
pattern having a symmetrical intensity distribution, the mean photocurrent will be· a minimum if 
the centre of a dark fringe oscillates symmetrically past the exit slit of the interferometer. 
This method does not show the sign of any shift of centre, and allowance must be made for 
possible random changes in the total light flux. 

An easier method makes use of th.e wide-screen oscilloscope (Fig. 2) • Provided the time 
base is stable and phase-locked to the shaker drive signal, the centre of oscillation may be 
monitored by aligning the photoelectric fringe pattern with the oscilloscope graticule. By 
this means the centre of oscillation is controllable to approximately ± 2 per cent of the 
displacement amplitude, that is, for an amplitude of 0.136 ~m the centre can be controlled to 
within 0.003 ~m. By expanding the oscilloscope trace it is possible to achieve a similar 
precision of control at larger displacement amplitudes. It is not necessary for the fringe 
pattern to be symmetrical. 

Another method which has been developed for asymmetric fringes utilises the thin metallic 
films on the glass optical flats; these have been made to function ~s capacitor· plates as well 
as optical surfaces. The capacitor is connected in· one arm of an a.c. bridge, which is 
balanced after the centre of a dark fringe has been aligned with the exit slit, with the 
system at rest. Using standard reference capacitors and a good quality bridge with a 10 kHz 
carrier, it has been possible to resolve a static change in capacitance of 10-5 pF, equivalent 
to approximately 0.002 ~m when the mean gap between the plates is approximately 1000. ~m. 
When the system is vibrated, the unbalance signal at the bridge output unfortunately has a 
relatively large modulation at the frequency of vibration, and this reduces resolution. To 
improve this condition, the conventional tuned null detector has been replaced by a lock-in 
amplifier incorporating a narrow bandpass filter, with which it has been possible to resolve 
shifts of centre of approximately 0.002 ~m even when the oscillatory displacement is as large 
as 30 ~m. The d.c • . output of the null detector could be used as error signal for a servo to 
automatically control the centre of oscillation; at the time of writing tQis has not been done. 
Provided the drift rate is not too great, the centri~g can be adjusted by manual control of the 
d.c. injected into the coil. 
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7. DISPLACEMENT SCALE USING SECOND HARMONIC DETECTION 

If the centre of oscillation is specified such that the centre of a dark fringe oscillates 
symmetrically past the exit slit of the interferometer, then the photoelectric signal contains 
only even harmonics of the vibration, provided the fringe pattern has a symmetrical intensity 
distribution. Similarly, only even harmonics are preient if the centre of oscillation is the 
mid-point between two dark fringes. For each of these cases it has been shown (Ref.6) that 
the amplitude of the second harmonic will undergo a series of abrupt changes as the oscillatory 
displacement is increased. The functional relationships are shown in Fig.4, in which the 
two graphs correspond to the two symmetrical positions of the centre of oscillation. The 
functions are independent of the frequency of oscillation, and the turning points are used to 
provide convenient scales of oscillatory displacement. 

Monitoring the centre of oscillation of such a system consists in simply ensuring that the 
fundamental component of the photoelectric signal is always zero. An unfortunate complication 
arises from the necessity to maintain a large mean gap (approx. 1 mm) between the glass flats 
and from other practical considerations which combine to produce a fringe intensity distribution 
which is not symmetrical (Ref.7). The effect can be noticed in Fig.2a. Because of this it 
has been considered desirable to measure the intensity distribution directly. The distribution 
is then expressed as a Fourier series, and the centre of oscillation is arbitrarily specified 
as such that the fundamental component of the photoelectrical signal is always zero. The 
specified centre thus varies with amplitude, and it is necessary to evaluate the zeroes of the 
function which describes the fundamental for every value of displacement for which the second 
harmonic function is to be calculated. The resulting second harmonic functions are very 
similar to those of Fig.4, but the abscissae are shifted by approximately O.OlA. 

The smallest displacement which can be established by this method using mercury green 
light is 0.135 ~m. This has been measured with an uncertainty of ± 0.001 ~m. The 
uncertainty is similar at larger amplitudes; a displacement of approximately 5.0 ~m has been 
established with an uncertainty of ± 0.001 ~m, that is, ± 0.02 per cent. 

The method is supplemented by the wide-screen oscilloscope display described in Section 3. 
From the oscilloscope display the centre of oscillation is readily seen, and hence the 
appropriate second harmonic function can be chosen (Fig.0. The visual display also gives the 
integral number of the turning point of the function. Before carrying out a full calibration 
by the se.cond harmonic method, a quick calibration, to approximately 2 per cent accuracy, is 
performed using the oscilloscope display alone. In case of the calibration factor of an 
accelerometer being thereby shown to have changed markedly since a prior absolute calibration, 
no further time need be spent on the calibration. 

8. OTHER DISPLACEMENT SCALES 

The centre of oscillation need not be specified as above. If instead some centre, fixed 
relative to the i~ertial reference, is specified, the second harmonic function differs from 
that of Fig.4 and the peaks of this new function provide another sca~e of displacement. A 
convenient centre is the minimum intensity position on the fringe pattern. With this 
choice, further displacement scales are available due to the asymmetry of the pattern; the 
fundamental and higher harmonics all vary with displacement in a fashion similar to the 
second harmonic function shown in Fig.4. With the centre of oscillation effectively 
controlled as earlier described, scales of displacement may be set up using the peaks and 
zeroes of the various harmonics. 

Interpolation between the discrete values of displacement amplitude is possible by 
utilising the capacitor plates (see Section 6) as a transfer. The main advantage of the 
technique, first mentioned in Ref.9, lies in the possibility of extrapolation to displacement 
amplitudes smaller than A/4. A fixed centre of oscillation is necessary, and the capacitor 
is calibrated dynamically by measuring the fundamental component in the bridge output at 
each of a number of discrete amplitudes using the scales already described. 
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9. CONCLUDING REMARKS 

The work described in this paper is part of a continuing programme, at the National 
Standards Laboratory, of development of techniques for the absolute calibration of reference 
standard accelerometers. The accent so far has been on the 200 Hz - 1 kHz range of 
frequencies. The existing equipment is being modified to make possible calibrations to 
1.5 kHz. Other work in progress is concerned with ensuring rectilinearity of the calibrating 
motion, and with extending the range of displacement which can be measured in absolute terms. 
Projected developments include a new vibration interferometer which should permit the 
Laboratory to undertake calibrations over a ~uch wider range of frequencies. 
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VIBRATIONAL ANALYSIS OF A PUNCH PRESS 
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SUMMARY: - The difficulties in obtaining frequency response data for a punch 
press from conventional vibrational shaker techniques will be 
discussed. The main difficulty in shaker simulation was the crea­
tion of a force internal to the punch press system similar to the 
force which acts during a punch operation. Experimental results 
for frequency response information obtained from a shaker analysis, 
and a blanking operation for mild and stainless steels will be 
compared. 

1. Introduction 

The purpose of this paper is to present experimental results on the vibration response of a 
punch press. The response is given in the form of transfer functions obtained from vibrat ion 
shaker tests and from blanking tests on mild and stainless steels. These functions are va l uab l e 
for the purposes of shock isolation of the press and for identification of possible modes of 
acoustic radiation. 

2. Analysis 

The transfer function, H(f), of a position of interest on the surface of a machine is u3ually 
obtained by exciting another position on the machine with a vibration shaker and measurinP, t h o 
acceleration at the position of interest. The method of beating through the important frequencies 
[1] or the swept sine wave technique [2], (3], [4] can be used tp obtain the frequency dependence 
of this function. The same techniques can be utilized to measure the transfer functions o f 
positions on a punch press when the vibration shaker is located at the same position as a punch 
and die set. 

During a punch press operation a force, F(t),is generated between the punch and die which 
can cause accelerations A( t) on the body of the press. In the above expressions t repr esents e:i:mr: . 

The Fourier transform of F(t) is given by 

F(f) = Joo F(t) e-j 2Tiftdt ... (1) 

and the Fourier tr~nsform of A(t) is given by 

A(f) = Joo A(t) e-j 2Tiftdt ..• (2) 

where j = ;.:f, and0 f is frequency. 
An operational transfer function, Ho(f), can be defined as 

A(f) ( 
Ho(f) = F(f) ... 3) 

or 

I 1
- IA(f) I 

Ho(f)- IF(f)l 
when no noise is present in the measuring sys~em. 

... ( 4 ) 

Many differences exist between the conditions under which the shaker tests are perfor~cd Jnn 
the actual operating situation so that H(f) may not be equal to Ho(f). The differences in con­
ditiond are &ttributable to the following. 
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1. The shaker is attached to the base plate of the punch press as is shown in 
Figure 1. The shaker force is transmitted to the press via the base of the 
shaker as the piston is not attached to the body of the press. The force in a 
punch press operation, see Figure 2 for typical force time traces, is trans­
mitted to the press both through the base plate and by the ram connecting rod, 
see Figure 3. The ram connecting rod is attached to the crankshaft eccentric 
by bearings. The flywheel shaft is also attached to the crankshaft. This 
shaft is supported by bearings in the C frame. The force thus transmitted by 
the connecting rod has to pass through bearings to the top of the C frame. The 
transmitted force causes the shafts to move through clearances in the bearings 
and it is possible for forces to be transmitted through lubricant. Thus, the 
force transmission paths are different for the shaker test and an actual opera­
tion which may lead to the excitation of different modes in each case • . 
2. A friction force exists between the punch and die for a blanking process which 
could add damping to some of the vibratory modes. 

3. The punch press "C" frame deflection may be non linear with load so that a 
shaker test is only valid for small load conditions. 

4. During a punch operation the ram is in its lowered position while during a 
shaker test it would be in its upper position, so that any acceleration measure­
ments taken on the top of the ram due to shaker excitation may be misleading. 

A comparison will be made between H(f) obtained from shaker analyses and Ho(f) obtained froTh 
blanking operations for three measurement positions on the press. 

The blanking operations consisted of blanking a 2.54 centimeter (em) diameter circular hole 
in mild steel sheet of 0.152 em thickness and in stainless steel sheetof 0.168 em thickness. 
In Figure 3 are shown the three measurement positions. 

3. Shaker Test Results 

The acceleration response of the EA1500 MB shaker is shown in Figure 3b. The response is 
flat from !:! 100 Hz to 10 KHz. The response of the accelerometer attached to the shaker piston is 
also shown in Figure 3b. The response is flat from !:! 200 Hz to 2000 Hz thus indicating that a 
constant root mean square force is being transmitted to the baseplate of the punch press. The 
flat position of the accelerometer response was 30 to 40 db above that for accelerations on the 
base plate which indicated that the press did not load the shaker to any great extent. The trans­
fer functions for the press obtained from the shaker tests are given in decibels as a logrithmic 
potentiometer was used in the level recorder. 

The shaker tests were performed by automatically scanning through the audible frequencies as 
described in [1] • The transfer function for position 2 on the support plate is shown in Figure 4a 
Major frequency peaks exist at !:! 960 Hz and 1200 Hz, other peaks exist but are of lower amplitude. 
In Figure 5b is shown the transfer function for position 1 on the top of the ram, the ram being in 
its upper position. Important response peaks exist at 400, 650, 950 and at 1200 Hz. In Figure 
Sa is shown the transfer function for position 4 on the base plate. Five spectral pe~ks are 
prominent, they exist at 650, 900, 1200, 1700 and at 2100 Hz. 

4. Results from Blanking Experiments 

The experimental force time and acceleration time curves were recorded simultaneously on a 
Precision Instrument model 6200 tape recorder. The amplitude frequency response of the recorder 
was verified to be flat from 20 Hz to 10 KHz. Bruel & Kjaer type 4333 accelerometers were used to 
measure the accelerations. 

Kistler dual mode amplifiers mode 504D3 with 10 KHz low pass notch filters were used to 
amplify the signals. The force time curves were measured with the use of strain gauges located on 
diametrically opposite sides of the punch. A high common mode rejection type amplifier was used 
to amplify the force time signals. The tape recorded signals were digitized at an effective 20 
KHz rate and a fast Fourier transform routine was used to transform the data into the frequency 
domain. The results presented here are given at approximately ever 40 Hz. 

It is important to note that the blanking tests results were not repeatable, from shot to 
shot and the results for jHo(f)j presented here are for an average of two shots. The operational 
transfer functions for position 2 are shown in Figure 6. The jHo(f) I for mild and stainless 
steels qualitatively agree in shape and both results qualitatively agree with the shape obtained 
from the shaker tests, Figure 4a. The peak response at !:! 1000 Hz and 1200 Hz do differ in 
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amplitude between the shaker results and the blanking results. In Figure 7 the results for IHoa)l 
for mild and stainless steels for position 1 are compared. The IHo(f) I are qualitatively similar 
but the mild steel result tends to be of higher value than the stainless steel result. Also, a 
region of very high response exists between 1200 and "300Hz for the stainless steel result. At 
first glance the position 1 shaker test result, Figure 5b, does not resemble the IHo(f) I obtained 
from the punch press. However, there are similar frequency peaks at ~ 700 Hz, 900 Hz and 
resembles qualitatively the shaker test results fiven in Figure Sa. Similar frequency peaks exist 
at ~ 400 Hz, 650 Hz, 950 Hz, 1400 Hz and 2000 Hz. The IHo(f) I for position 4 on the base plate is 
shown in Figure 8. Major spectral peaks exist at 650 Hz, 800 Hz, 950 Hz, 1200 Hz, 1500 Hz, 1800 
Hz and 1900 Hz. The shaker test result for position 1 shown in Figure 4a has similar spectral 
characteristics. 

5. Discussion and Conclusion 

The jH(f) I obtained from shaker tests and the IHo(f) I obtained from blanking tests are 
qualitatively similar for position 4 on the base plate and position 2 on the support plate. The 
results for position 1 on top of the ram gave similar frequency peaks but did not have a similar 
response form. As explained previously, the ram was in its upper postion during .the shaker tests 
but during the blanking operation it was in its lowered position, so that apriori similar results 
for the transfer functions could not be expected. Thus, it would seem that the transfer functions 
for positions 4 and 2 are less sensitive to load and ram position than position 1. 

The differences between the jHo(f) I and jH(f) I could be explained by the four factors 
,mentioned previously. For position 2 and position 4 the shaker analysis gave a reasonable pred~ 
iction of the IHo(f) j. However, for position 1 the shaker analysis only gave important frequencie 
and did not give a good prediction of the IHo(f)l. Overall, the shaker analysis was a good· first 
test to determine the vibrational response of the punch press. 
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SUMMARY 

The object of this paper is to review the developments that have taken place 
since about 1960 in methods of calibrating small transducers of the types 
generally used for vibration and shock measurements. The basic methods and 
recent advances in rectilinear steady-state calibration are outlined and 
discussed. Steady-state methods and calibrators described include those 
recently developed at the Australian National Standards Laboratory for 
absolute calibration by optical interferometry, for comparison and transverse 
calibrations, and for calibrations at . large displacements and low frequencies. 
The basis of shock calibration is indicated and recent developments discussed. 
The paper concludes with some general comments on accelerometer calibration 
requirements in Australia. 

1. INTRODUCTION 

Over the past few decades there have been marked changes in the nature and ranges of 
calibration required, in the techniques and equipment used, and in the appreciation of the 
importance of calibrating vibration measuring instruments. During this period small trans­
ducers have been developed to meet nearly all vibration and shock measurement requirements. 
Wit~ few exceptions the readings or records produced by the large and cumbersome instruments 
formerly used were interpreted on the assumption that the instrument, regardless of the 
complexity of its seismic suspension and its amplification and recording system, would behave as 
an ideal single-degree-of-freedom system. Its 'calibration factor' was simply calculated or 
based on a static magnification test. Recent dynamic calibrations of some of these instruments 
have indicated serious discrepancies between actual and calculated calibration data. 

Today nearly all vibration measurements are made with small piezoelectric accelerometers, 
servo-accelerometers and electromagnetic velocity-type transducers, used with suitable 
electrical amplification, signal conditioning and recording equipment. The calibration of such 
transducers is the subject of the present paper. Much of the discussion will have some 
relevance to the calibration of larger transducers such as portable seismographs, and to 
proximity and other non-seismic transducers, but unless the context indicates otherwise the 
discussion refers to small seismic transducers. For brevity we shall use the term 
'accelerometer' to denote any small acceleration-type transducer. 

Vibration measurements may be made in a wide range of environments, hence it may be 
necessary to determine the influence of such factors as temperature, pressure, strain, acoustic 
and electrical fields on the sensitivities of the accelerometers used. An environmental factor 
that is commonly overlooked is ' transverse motion. For example, in vibration testing the 
accelerometer measuring the nominally rectilinear input motion is often subjected to tran~ 
components, likewise the qccelerometers on the test object will almost certainly experienc 
some transverse excitation. Hence the transverse sensitivity of accelerometers must be 
determined so that correction may be made or uncertainties assessed. 

The acceptance or rejection of a costly consignment of merchandise may depend on the 
behaviour (function, damage, survival) of a representative sample during or after shock testing. 
When the test results appear to call for rejection a dispute can be expected about the validity 
of the calibration of a piezoelectric accelerometer used under impact conditions. 
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At present there is active interest in the specification, for commercial purposes, of 
acceptable levels of vibration of rotating machinery, and consequently in the specification of 
calibration requirements for the instruments to be used for the measurements (Ref.!). Even 
where there is no contract or client involved,calibration may be of critical importance. For 
example, in using vibration analysis to diagnose the condition of machinery with the object of 
obtaining early warning of malfun~tion, so that unscheduled shut-down may be avoided, the clue 
to impending failure could be a small increase in the amplitude of a particular frequency 
component, and this increase may have occurred over an appreciable period of time. Uncertainty 
about the calibration and long term stability of the vibration measuring system could conceal 
the vital information. 

As part of the world-wide concern for the environment, vibration pollution is beginning to 
attract more attention. A great deal of published information on the effects of vibration on 
human health, performance and comfort is of questionable value because of uncertainty about the 
validity of the measurements. In a recent critical review of the published work on human 
response to vibration, the authors (Re£.2, p.38) emphasise that the worth of measurement 
results cannot be appraised without adequate information about the equipment and its manner of_ 
u3e, and the method and range of its calibration. 

The object of this paper is to describe the developments in accelerometer calibration 
since about 1960 when two comprehensive surveys of the available methods were published (Ref.3 
and 4). Although accelerometers are not designed for specifically steady-state or shock 
measurement, the methods of calibration for the two types of measurement are best considered 
separately. The developments in steady-state calibration are reviewed in Sections 2 and 3, 
the latter describing methods developed at the Australian National Standards Laboratory (NSL). 
The important developments in shock calibration are outlined in Section 4, and the paper 
concludes with some general comments on the provisions for calibration in Australia. 

2. DEVELOPMENTS IN STEADY-STATE CALIBRATION 

The object of the calibration is to determine the relationship between the electrical 
output and the mechanical vibratory input, and to determine how that relationship varies over 
the frequency and amplitude ranges of interest, and over the ranges of the environmental 
factors that may be encountered when the equipment is used in practical situations. The 
output may be that of the accelerometer only, or that of a system comprising accelerometer, 
signal conditioning equipment and a meter or other output indicator. In this paper we are 
primarily concerned with the methods ·of generating the input motion and determining its 
characteristics. 

A recent American National Standard (Ref.S) is a valuable guide to the selection of 
calibrations and tests that may be used to provide the technical information necessary to 
judge the suitability of a particul~r transducer for a specific measurement application. 

2.1 Static Calibration in Earth's Field 

An accelerometer that is capable of measurin~ an unvarying ('zero-frequency') acceleration 
can be calibrated in the range ± 1 g (g = 9.8 ms- = acceleration due to gravity) by supporting 
it with its sensitive axis in the vertical plane at angles in the range 0-180 deg. from the 
vertical. The usefulness of this form of calibration has been enhanced (Ref.6) with the 
development of servo accelerometers having a 'flat' frequency range extending from 0-100 Hz. 
This has made it possible for piezoelectric accelerometers to be compared dynamically in an 
overlapping frequency range (eg. 10-100 Hz) with servo accelerometers that have been 
calibrated in the earth's gravitational field. 

2.2 Static Force Calibration 

An accelerometer having a seismic element that is accessible can be calibrated statically 
by supporting the accelerometer with its sensitive axis vertical and loading the seismic mass 
with calibrated weights. The change in output of the accelerometer, which must be capable 
of measuring zero-frequency acceleration, is related to the acceleration calculated as the 
applied force divided by the seismic mass. This method has been applied (Ref.6) to the 
calibration of quartz accelerometers featuring near de response. As the method calls 
for direct loading of the seismic element which is inaccessible to the normal user of the 
accelerometer, the method is of value primarily to the manufacturer. 
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2.3 Centrifugal Calibrators 

The accelerometer is supported on a balanced horizontal table which can be rotated about a 
vertical axis with uniform angular velocity. The sensitive axis of the accelerometer is 
aligned radially so that the accelerometer is subjected to a constant acceleration determined by 
its radial position and the angular velocity. Again the method is applicable only to accelero­
meters having zero-frequency response. The development of precision centrifuges and associated 
calibration techniques has been stimulated by the demands of space exploration programmes. 
Recent publications describe precision centrifuges (Ref.7) and discuss improved techniques for 
the reduction of the test data (Ref.8). The important sources of error, apart from errors in 
the primary quantities radius and angular velocity, are concerned with the alignment of the 
sensitive axis and the radial positioning of the sensitive element of the accelerometer (Ref.9). 

2.4 Steady-state Vibration Calibrators 

Most calibration is done by imparting to the accelerometer a steady-state vibration which 
is defined by the amplitude (of displacement, velocity or acceleration) and the frequency. The 
frequency can be measured with more than adequate accuracy for calibration purposes with 
commercially available equipment and is not discussed further. The present Section is mainly 
concerned with methods of generating the input vibration; methods of determining its amplitude 
are discussed in Sections 2.5~ 2.6. 

Ideally the input is an undistorted sinusoidal motion having no transverse components. 
Vibrators of the kinds designed for vibration testing purposes are commonly used to provide 
calibrating motion in those ranges where the performance of the vibrator has been found by 
appropriate measurements to be acceptable. Alternatively a vibrator may be modified or 
specifically designed to meet the more stringent requirements for use as a calibration input 
generator: recent examples are the replacement of a mechanical suspension with air bearings 
(Ref.lO), the use of a ceramic moving element guided in air bearings (Ref.ll),a calibrator 
(Ref.l~having two moving coils 1m apart on a stiff rod and incorporating a magnetic 
suspension. 

The United States National Bureau of Standards (NBS) has recently installed a computer­
controlled calibration system (Ref.l3) using Dimoff-type exciters (Ref.lO,ll) for steady­
state calibrations at selected frequencies and acceleration levels. Electrodynamic vibrators 
designed as cali~ration input generators and incorporating calibrated reference accelerometers 
are now commercially available. 

Another approach has been to use a commercial vibrator to drive a calibrating table or 
fixture designed to improve the quality of the motion and, if used at resonance, to increase 
the amplitude in the vicinity of a resonance frequency. The use of flexural elements for this 
purpose at frequencies below 1 kHz is mentioned in Section 3. At higher frequencies 
longitudinal resonances are preferable (Ref.l4) because of undesirable twisting and rotational 
effects with flexural systems vibrating in modes higher than the fundamental. A uniform rod 
excited in longitudinal vibration offers a succession of discrete resonance frequencies which 
can serve as calibration points. In Ref.lS a method is described in which resistance strain 
gauges are bonded on the side of a bar electromagnetically excited in a longitudinal mode. 
The end displacement amplitude is measured by interferometry and subsequentlyanaccelerometer is 
calibrated by attaching it to the end of the bar and using the calibrated strain gauges to 
determine the displacement. In Ref.l6 a vibrator is described in which several materials 
(tungsten carbibe, butyl rubber, alumina) have been combined and driven by piezoelectric 
material so that the resonances of the component elements overlap to provide good motion over a 
wide frequency range. The displacement is measured by interferometry. 

2.5 Optical Methods of Measuring Displacement Amplitude 

In the well established methods a reference line (mark, feature) on the vibrating surface 
is observed through a microscope having an eyepiece scale or micrometer. With continuous 
illumination the line is seen as a band representing the peak-to-peak displacement. With 
intermittent illumination the line moves slowly across the scale if the light interruption 
frequency differs slightly from the vibration frequency (f). With light interruption 
frequency 2f and phase adjustment, an image of the line at each extremity of the displacement 
can be observed on the scale. Alternatively by fixing a scale on the accelerometer being 
calibrated (Ref.l7) the .displacement is read on a double image of the scale. 

Recent developments have included an electro-optical device (Ref.l8) which tracks and 
measures the displacement of a suitable target on the vibrating,object, and an image-shearing 
eyepiece (Ref.l9) in which rotation of a prism separates the image of the object into red and 
green component~: the rotation is calibrated so that displacements in the object plane, 
corresponding to the separation of the two images, may be determined. 
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In a new calibrator (Ref.20), attached to the accelerometer is a slit assembly which 
forms a light image that is transmitted through an optical system and arranged to fall 
centrally on a position-sensitive photo cell. The slit image oscillates across a central 
dividing line. The photo current is proportional to the area of illumination of each side of 
the central line and is calibrated in terms of known static displacements of the accelerometer. 

Oscillating moire fringes, which are produced by relative motion of finely spaced lines 
on gratings, have a spacing much larger than the grating line spacing thereby providing optical 
magnification. Refs. 21, 22 describe the application of moire fringes in vibration measurement 
and accelerometer calibration. 

2.6 Interferometric Methods 

In accelerometer calibration at the higher frequencies (above say 1 kHz) very small 
displacements, of the order of light wavelengths, must be determined. For this reason there 
has been continuing interest in methods in which the surface whose displacement amplitude is to 
be measured is incorporated i'l one or other of the classical forms of interferometer. As the 
vibration amplitude is varied, changes take place in the interference fringe pattern; by 
applying optical theory the changes can be interpreted to measure the amplitude in terms of the 
wavelength (A) of the light used. A useful review of methods developed up to 1964 is given -in 
Ref. 23. 

'Full field' extinction techniques using two-beam interferometry are suitable for 
measuring amplitudes of a few A at frequencies of some kHz. This methodwas used for 
many years at the United States NBS for primary calibrations at high frequencies (Ref.4), and 
is used in Russia (Refs.l2,23) and Germany (Ref.24). Fringe disappearance techniques have also 
been applied at larger displacement amplitudes : observations were made beyond the 40th 
disappearance so that the amplitude range covered by interferometry would overlap that of 
observations using the microscope/stroboscope technique (Ref.l4);. satisfactory agreement was 
indicated. 

When a multiple beam system is used the vibration of one of the surfaces in the 
interferometer causes a corresponding vibration of a family of narrow, clearly defined fringes. 
At first observational techniques were simply carried over from the earlier optical methods: 
with continuous illumination the broadening of the fringes in relation to the fringe spacing 
was used to measure amplitudes up to A/4, and with intermittent illumination the fringes could 
be counted visually as they moved slowly past a reference line (Ref.25). 

More recently the variations in light flux as the fringes pass a slit aperture are 
detected photoelectrically and the fringes counted by electronic methods. Ref. 26 proposes 
an interesting alternative to counting the total ·number of fringes generated in the peak-to­
peak displacement (2A) of a surface oscillating with motion A sinwt. The maximum velocity 
(v) of the surface is derived from the least time interval between the occurrence of two 
fringes, and the displacement amplitude is calculated using v = Aw. 

A quite different approach is to use a calculated characteristic relating the displace­
ment amplitude with a selected _component frequency of the photo current that is harmonically 
related to the vibration frequency. This is discussed further in Section 3.1. 

2.7 Reciprocity Method 

This is an indirect and rather complicated method of primary calibration applicable only 
to transducers satisfying certain criteria (reversibility, linearity). The theory and 
experimental procedure are well documented (Refs.3,4). The method has been used for many 
years by NBS to calibrate velocity transducers incorporated in primary vibration calibrators. 
During recent years the method is being applied to acceleration transducers, for example 
Refs. 11, 27. 

2.8 Comparison CaZibration 

The method most widely used in vibration laboratories is comparison calibration, in which 
the test and reference accelerometers are subjected to the same vibration and their outputs 
compared. A group of five papers published in 1967 (Ref.28) describes· developments in 
equipment and techniques for comparison calibration, a noteworthy advance being the development 
of reference accelerometers designed so that the test accelerometer can be attached directly to 
the reference accelerometer. 

In practice, to avoid errors from distortion of the axial motion and,from the influence 
of unwanted transverse motion, the comparison is made only in those frequency ranges where the 
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calibrator is known, from supplementary experimental investigations, to provide satisfactory 
input motion. A new approach, in which a resonance fixture is interposed between the 
vibrator and the back-to-back pair of accelerometers is described in Section 3.2. 

2.9 T~verse Calibration 

·The transverse sensitivity ratio is the ratio of the output of the accelerometer when 
oriented with its sensitive axis transverse to the direction of the input motion to the output 
when the sensitive axis is aligned in the direction of the same input motion (Ref.3). In the 
method generally used (Ref.4) it is first necessary to determine the transverse motion of the 
calibrator, e.g. with proximity probes; transverse calibrations are then made only in ranges 
of frequency where transverse motion of the vibrator would introduce small error. 

An interesting alternative to this is a technique (Ref.29) which identifies the components 
of the test accelerometer output that are caused by input motion in other than the desired 
direction. If certain idealizing assumptions are made about the nature of the transverse 
respo'[).se, this technique provides a full polar plot of transverse sensitivity from observations 
at only four orientations of the accelerometer around the sensitive axis while subjected to 
vibration normal to that axis. 

·The transverse sensitivity of an accelerometer can be determined by comparison with the 
known transverse characteristics of a reference accelerometer. For example (Ref.30), the two 
accelerometers are fixed at opposite ends and coaxial with an octagonal prism driven normal to 
its axis, and the accelerometer outputs are compared at the eight angular settings. A new 
method in which excitation can be applied in any ~r~sverse direction without resetting is 
descrf~ed in Section 3. 3. 

2.10 Calibration in Various Environments 

Calibrations and ·tests may be necessary in special environments to verify the environmen­
tal extremes to which the accelerometer may be exposed without permanent change of its 
characteristics, or to evaluate the error that could arise when the accelerometer is operated in 
a particular environment. At present there are no generally accepted methods covering all the 
environmental factors: methods are proposed in Ref. 5 for temperature sensitivity, strain 
sensitivity, magnetic sensitivity, transient temperature effects on piezoelectric accelerometers, 

' acoustic sensitivity and cable effects. 

3. NSL DEVELOPMENTS IN STEADY-STATE CALIBRATION 

During the period of review beginning about 1960 the following new techniques and 
calibrators have been developed in the CSIRO Division of Applied Physics, National Standards 
Laboratory. 

3.1 Interferometria Methods 

The peak-to-peak displacement of the vibrating plate in a multiple beam interferometer 
ca'!} be determined by counting interference fringes passing across B: slit aperture. Alth.o~.,gh 

·v1sual counting of stroboscopically slowly moving multiple beam fringes had been used at NSL 
for the calibration of a vib:tometer (Ref. 2.5) , electronic counting obviously was preferable. 
J. L. Goldberg investigated the frequency spectrum of the photoelectric signal from an 
oscillating . fringe _pattern (Ref.31), and drew attention to the basic difficulty: the vibration 
vel~c~ty determines the minimum bandwith of the photo-detector output circuit that is necessary 
to ensure that satisfactory pulses are produced for counting, and this conflicts with the 
requirement of restricted bandwith to mitigate the effects of 'noise' in the photo detector 
circuit.· 

Goldberg later (Ref.32) ,devised a method of overcoming this difficulty by using an 
interferometer in which the surfaces that produce the optical interference effect-s are designed 
to function also as the electrodes of an electrical capacitor~ Sinusoidal displacement is 
imparted to one surface and a waveform representing the corresponding capacitance change 
recorded on a chart. The capacitance change is then calibrated in terms of the light wave­
length by slowly moving the surface and recording on the chart the pulses corresponding to 
passage of fringes past the photo-detector. 

Concurrently with the foregoing studies Goldberg had been investigating a new form of 
calculated characteristic (Ref.33) relating the vibratory displacement with the signal from a 
photoelectric detector exposed, through a slit aperture, to the optical field acrosswhich the 
multiple beam fringe pattern is vibrating. As the vibration amplitude is continuously 
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increased from zero the amplitude of a selected component frequency in the photo current 
(e.g. the second harmonic of the vibration frequency) passes through a succession of well 
defined maxima. These can be observed with a pointer-on-scale meter and are directly related 
to the vibration amplitude. This calculated characteristic is illustrated and its application 
discussed in another paper at this Conference (N.H. Clark, Ref.34). 

In an interferometer in which two metal coated surfaces function both as a capacitor and 
as the optical surfaces of the interferometer, correction may be necessary for the effects of 
air compression, which can produce changes in both the dielectric constant and the refractive 
index of the air between the plates. Investigations by Goldberg (Ref.35) have shown that the 
effects are unimportant in steady-state oscillatory conditions, but could be significant for 
transient motions. 

The way in which the foregoing basic studies of vibration measurement by interferometry 
have been implemented in a calibrator for the absolute calibration of reference accelerometers 
has been described by Goldberg, (Ref.36). The further development of this interferometer and 
in the techniques of its use since the work described in Ref. 36 is the subject of the 
abovementioned paper by N.H. Clark. The vibrating head of this calibrator is shown 
schematically in Fig. 1. 

3.2 Comparison Calibrator 

When a comparison calibration is made with the test and reference accelerometers back-to­
hack on the table of an electrodynamic vibrator, transverse motion of the table can introduce 
errors. A calibrator has been developed (Ref.37) in which transverse motion is restrained by 
using annular spring diaphragms to support a capsule carrying the two accelerometers (Fig.2). 
The rectilinearity of the driving vibrator thereby becomes of secondary importance. By 
varying the material, thickness and outer clamping diameter of the diaphragms a large number of 
resonance frequencies is provided: in the prototype described in Ref. 37 more than 200 
discrete frequencies are available for calibrations in the range 98 - 520 Hz. With this 
design, if the maximum peak-to-peak displacement is limited to 0.25 mm, the total harmonic 
distortion does not exceed one per cent. This displacement limit, applied in the frequency 
range 98 - 520Hz, corresponds to an acceleration range of 50- 1350 ms-2 (or 5- 138 g). 
In this range the transverse displacement as observed with a proximity probe is less than one 
per cent of the axial displacement. A further development now in progress is expected to 
increase the frequency range to about 1 kHz which is p~obably the practical limit for this 
design. 

A simpler and portable version of this type of calibrator is being developed for use at 
test sites for spot-check comparison calibrations at a few particular frequencies. 

3.3 Transverse Calibrator 

A new method of transverse calibration has been devised (Ref.38) which allows the 
transverse response characteristics of an accelerometer to be determined without the resetting 
that is necessary in methods currently used. The test accelerometer is attached to the upper 
end surface of a vertical cantilever beam of circular cross section clamped near its lower 
end (Fig.3). The beam is driven in transverse flexural vibration by two small electromagnetic 
vibrators as shown. These are driven through a dual amplifier from a single oscillator 
adjusted to the frequency of resonance of the mechanical system. By adjusting the relative 
amplitudes of the two driving forces the test accelerometer can be subjected to a transverse 
acceleration of constant magnitude in any direction in the plane of its mounting face. 

The amplitude of the transverse acceleration, typically 200 ms-2 (20 g) at 100Hz, is 
determined from its two orthogonal components which are measured with a pair of monitoring 
accelerometers fixed as shown near the test accelerometer. The outputs of these two 
accelerometers are connected to an oscilloscope screen so that an analogue of the transverse 
motion is displayed as a Lissajous figure. Errors arising from the fact that the transverse 
motion is not strictly rectilinear and that the monitoring accelerometers are themselves 
subject to transverse excitation have been shown to~be relatively unimportant. Further 
development in progr~ss will provide a more convenient method of clamping and extend the 
frequency range. 

3.4 Calibrators for Large Displacements at Low Frequencies 

The following calibrators have been designed for the calibration of relatively large 
transducers, or sets of transducers as used in multi-channel measurements of the vibrations 
of large structures at frequencies below 10 Hz and displacement amplitudes up to 10 mm. 
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A vertical motion table (Ref.39) is supported on a helical tension spring and guided in 
air bearings. The displacement in free vibration is determined with a variable-area type of 
capacitance transducer which is calibrated in situ by a static displacement method. This 
system provides a rectilinear calibrating motion of large displacement and good waveform 
which,over smal1 intervals of time,is quasi steady-state. For horizontal calibrations in a 
similar range a table 60 x 30 em, supported and guided in air bearings is being developed for 
a test load of mass 50 kg. The input motion is determined with reference accelerometers or 
by direct optical methods. 

4. SHOCK CALIBRATION DEVELOPMENTS 

The results of steady-state calibration of accelerometers are commonly used in the 
reduction of shock test data. Even if the frequency range of the steady-state calibration 
is wide enough to cover the Fourier components of the shock pulse to be measured the validity 
of applying the steady-state calibration data is not assured, because the loading and 
stressing of the sensitive element of the accelerometer under shock conditions differs from 
that applied in the steady-state calibration. Hence there has been continuing investigation 
of methods of calibrating accelerometers under impact conditions. 

The two basic methods of generating the input for shock calibration are the ballistic 
pendulum and the drop impact tester. In each, although the configurations and details differ, 
the test accelerometer is attached to a mass which strikes or is struck by another mass. The 
shape, peak value and duration of the acceleration pulse are varied by changing the masses, 
materials and geometry of the impacting bodies. 

More recent methods of generating the input pulse include: an electrodynamic method 
(Ref.40) in which energy stored in a bank of capacitors is discharged through a coil so that 
the time-varying magnetic field causes rapid acceleration of a conductor (projectile) carrying 
the test accelerometer; an air gun (Ref.41) which ejects a projectile to impact an anvil 
carrying the test accelerometer which experiences shock acceleration of the order 105 g. 
Another method of generating shock acceleration in this high range makes use of mechanical 
amplification of a stress wave travelling in a bar having an exponentially decreasing cross 
section (Ref.42). There is growing interest in the use of electromagnetic and hydraulic 
vibrators as pulse generators (Ref.43), and the use of on-line digital computers in 
conjunction with electrodynamic exciters to produce specific transient waveforms (e.g. Refs.44, 
45). 

4.1 VeZoeity Change Method 

In the 'velocity change' method of shock calibration the impact imparts to the 
accelerometer plus its supporting mass a velocity change which is measured usually with photo­
detectors arranged at known spacings. The magnitude of the acceleration pulse is deduced by 
equating the velocity change to the time integral of the acceleration over the duration of the 
pulse; the integral is usually derived from a recorded trace,or by electrical integration, of 
the test accelerometer output. 

This procedure involves the usually tacit assumption of amplitude linearity, i.e. that 
the sensitivity of the accelerometer is constant throughout the range of acceleration involved 
in the calibration. The error that can arise from amplitude non-linearity of the 
accelerometer is discussed in Refs. 40, 41. 

In any method that makes use of the output of the test accelerometer as part of the data 
for determining the input calibrating motion the question arises: is the output pulse shape 
presented by the accelerometer a true replica of the acceleration input pulse? Brennan 
(Ref.46) investigated this in 1958 by delivering the impulse through an elastic bar on which 
resistance strain gauges were bonded to gain an independent record of the pulse shape. With 
this approach suspicion shifts to the strain gauges; the validity of the correlation of 
surface strain with the motion of the end of the bar must be established. In a similar more 
recent study (Ref.47) it was claimed that satisfactory correlation was obtained between the 
surface strain measured with resistance strain gauges on the bar and the end-plane 
acceleration. 

4.2 Impaat Forae Measurement 

An alternative to the velocity change method involves measurement of the force 
associated with the impact. In Kistler's drop impact calibrator (Refs.6,40) a small carriage 
carrying the accelerometer falls onto a piez~electric force transducer; the peak deceleration 
is calculated as the peak force divided by the total impacting mass. Ref. 40 describes the 
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use of a strain gauge force transducer which is impacted by a ballistic pendulum carrying the 
test accelerometer. With methods involving the measurement of the impact force, uncertainty 
arises concerning the validity of applying static load calibration data when the force.cell 
is·us~d under impact conditions. 

4.3 Comparison CaZibPation 

A method of comparison calibrationof shock accelerometers made possible by the 
availability of high speed digital computers is that of Favour (Ref.48) in which the test 
accelerometer and a shock calibrated reference accelerometer are subjected to an impulse, and 
a digital computer calculates the ratio of the Fourier integral transforms of the out:-~'t 
signals. 

4.4 DoppZeP-IntePfePometPia Method 

A new method developed at NBS (Ref.49) is the most important of the recent developments 
because the relevant input, which is a purely kinematic quantity, is determined directly 
in terms of length and time units; that is, without dependence on intermediary determinations 
of other physical quantities (such as mass, force, velocity change subsequent to the impact) 
and quite independently of the output of the accelerometer that is being calibrated. The 
surface on which the accelerometer is mounted is the moving reflector in a laser-Doppler 
interferometric system. When the surface is subjected to a shock motion the velocity-time 
history of that motion is determined from the Doppler shift of the system frequency. 

5 • CONCLUDING REMARKS 

Developments in steady-state calibration since 1960 have produced new electrodynamic 
calibrators having wider frequency ranges and reduced transverse motion, 'pick-a-back' 
reference accelerometers to which the test accelerometer can be directly attached for comparison 
calibration, new interferometric techniques for absolute calibration,and new types of comparison 

. caliJ>rato:r ;and. .. transverse calibrator. 

In shock calibration the velocity-change method has been re-examined because of 
dissatisfaction with the practice of accepting the output of the test accelerometer as data 

·for determining the input pulse shape. In the alternative approach involving the direct 
measurement of the force/time history of the calibrating impact, there is concern about the 
validity of relating the force that is effective in the dynamic event with the statically 
determined standard of force. In the face of the abovementioned difficulties the new method 
of shock calibration developed at the United States NBS, which determines the velocity/time 
history of the calibrating impulsive motion directly in terms of the light wavelength and 
frequency standards, is of major importance. 

In Australia the various vibration laboratories and consultants generally use reference 
accelerometers of overseas manufacture, mostly having calibration traceability to NBS. While 
this is satisfactory in principle, it does involve considerable inconvenience for the user if 
the accelerometer must be returned overseas periodically for recalibrations. For this 
reason NSL has been developing the necessary facilities in Australia. 

Some two years ago NSL made its first interferometric calibration of a reference 
acceleromet~r for an Australian laborato=I· The range covered was 200 Hz - 1 kHz with 
accelerations in the range 3.9 - 16.6 ms • The comparison calibrator mentioned in Section 
3.2 will be in service in 1974 for the calibration of reference accelerometers in the range 
100 - 500 Hz. Transverse calibrations can be made with the prototype calibrator mentioned 
in Section 3.3. Continued development is in progress to extend the frequency and amplitude 
ranges of steady-state calibra~ion and to provide facilities for the calibration of 
accelerometers under impact conditions. 
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A procedure is developed for calculating the dynamic response of a thin­
wailed cylindrical shell to the random pressure field generated by an 
internal turbulent flow (either a boundary layer or fully-developed pipe-
flow). In particular a general expression is obtained for the power spectral 
density of the surface displacement of the Vibrating structure averaged over 
the vibrating surface. Expressions are given for the joint acceptance of a 
cylindrical shell, which are consistent with a statistically homogeneous response 
around the circumference of the cylinder. Conditions under which hydrodynamic 
coincidence of turbulent pressure excitation and structural response can occur 
are discussed and illustrated by appropriate joint acceptance curve~. An 
expression is derived for the spectral density of the acoustic power radiation 
on the assumption that the radiation originates from only supersonic resonant 
shell modes, and that for these modes the radiation ratio is unity. The roles 
of the structural parameters (ratios of shell length and radius to thickness, 
elastic properties of the shell) and both hydrodynamic and acoustic coincidence 
frequencies are illustrated. Some typical radiation spectra are given. 

1. INTRODUCTION 

To estimate the acoustic power radiation from a pipe through which turbulent fluid is 
flowing, it is necessary to consider first the vibrational response of the pipe to the random 
fluctuating pressure field which a turbulent boundary layer or fully developed turbulent pipe­
flow produces on the pipe wall, and second the sound field generated in the fluid outside the 
pipe by vibration of the pipe walls. Clearly, the acoustic power radiation will depend both on 
how well the properties of the turbulent pressure field match the vibrational properties of the 
pipe (that is, the efficiency of the pressure field in producing vibration) and on how well this 
vibration of the pipe wall couples with the external fluid (that is, the radiation efficiency of 
the vibrating surface). Both these aspects of the sound generation process will be examined. 

For the purposes of analysis the pipe is modelled as a thin cylindrical shell with simply 
supported ends. The calculation of the statistical properties of the vibrational response is 
based on the normal mode method of generalised harmonic analysis as developed by Powell 1 in 
particular. This approach has been quite widely used previously to obtain the vibrational 
response of both flat plates and, to a lesser extent, cylindrical shells to acoustic and hydro­
dynamic pressure fields. The calculation procedures are lengthy, and in previous work various 
approximations have been made to make them more tractable. This has frequently led to short­
comings, many of which we believe are avoided in the present work. 

For the calculation of the acoustic power radiated from the vibrating pipe wall a statistical 
approach is used. It is assumed that the only significant contribution to the acoustic power 
will come from resonant modes, and, further, that it will be dominated by the supersonic modes 
(that is, those modes for which the wave speed in the shell is greater than the acoustic 
wave speed in the fluid surrounding the shell). In fact the calaulations are made on the basis 
that only the supersonic modes produce acoustic radiation, and that for these modes the radiation 
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ratio (defined later) is unity. This procedure requires a modification of the overall 
vibrational response calculation; for this purpose it is necessary to calculate the mean square 

response of the shell for supersonic modes only. 

2. GENERAL THEORY OF THE DYNAMIC RESPONSE OF A STRUCTURE TO A RANDOM PRESSURE FIELD 

For a structure with N independent normal modes (uncoupled and orthogonal), the total dis­
placement of the structure at a point ton it at timet, s(:,t), is given by 

N 
dr,t) = ~ 

-· a.=l 
s -( t) 1/1 ( r) , 
a a. -

(1) 

where sa. is the generalised co-ordinate (the displacement amplitude of vibration at the reference 
point) corresponding to the a. th mode, and 1/Ja(r) the mode shape. In these circumstances the 
Lagrange equations yield N independent equations of the form 

(2) 

one for each mode, where Ma., Ca., Ka' and Qa. are, respectively, the generalised mass, damping, 
stiffness and force associate£ with the a. th mode. The undamped natural (radian) frequency of 
the a th mode is Wa = (Ka,/Ma,)~. 

The Fourier transform of equation (2) leads to the relation between the Fourier spectra of 
the displacement amplitude and the generalised force (Powell 1

), and consequently to the 
following expression (see Powell 1 and Richards and Mead 2

, chapter 14) for the power spectral 
density, ~s(~,w), of the displacement amplitude: 

1/Ja(r)tJIB(~) 
+ E ~ Z (w)Z*(w) 

a B a. B 
a~B 

J dS(~l).Pa (n) f dS(~2).Pa (~2)~ P( ~ ,w) 

s s 

s dS(~l).ljJ (rl) 
s a. -

Here S is the area of the vibrating surface, Za. is given by 

(3) 

Z (w) = M (w ~ - w2 + iB w), (4) a. a. a. a. 

where B = C /M , and ~p is the cross spectral density of the pressure field. The pressure field 
is ass~ed t8 bg homogeneous and stationary, with a space-time covariance 

Q ( s , T) = p ( r, t )p ( r +s , t +·r) ( 5) 
p - - - -

where the bar indicates a time aver~ge. Its cross spectral density is therefore 
00 

~ (s,w) = 
2
1 J Q (s, T)e-iwTdT. 

p - 'If _oo p -
(6) 

[Note that in this work power spectral densities are defined for both positive and negative 
frequencies. So, for example, 

s2(r,t) = Ioo ~s(::,w)dw. 
-co 

(7) 

Since the narrow-band space-time correlation coefficient of the pressure field at frequency 
w is given by 

l~p(~,w) lcos(wt + o) 
R ( s , . r; w ) = ~ ( w ) 

p - p 

(see Bull, Wilby and Blackman 3
), equation (3) can be re-written as 
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~a(:)~8{~)j2a(3T{w) 

+ ~ ~ lza(w) llz8(w)f 
(8) 

a18 

where the power spectral density of the pressure field¢ (O,w) has been written simply as ¢p(w). 
Of the two joint acceptances j2 (3 we need define only t~e first; it is 

a T 

j 2""(w) = tzl dS(;:1 )~"(;:1 ) J dS(c2 )~"(;:2 )RP(~,O;w). s s 
(9) 

If equation {8) is averaged over the whole surface of the structure and account taken of the 
Fthoganality of the resonant modes, the average of the second term is zero and we obtain 

(10) 

If equation (7) is also averaged over the surface of the structure, the result is 

j oo ¢ .(.w)j2 (w) p aa d 
lz (w) 12 w. 

-oo a 

(ll) 

From equation (10) a more convenient approximate expression for [¢~;;(w)]AV can be obtained. 
For a narrow frequency-band, of width 6w, centred on w, we can write 

w+6w/2 
..l:. 
6w J [t,(w •) ]AVdw' 

w-6w/2 

w+6w/2 

I 
w-6w/2 

(12) =-
!5.w 

The response of a lightly damped structure in this frequency band will be dominated by those 
resonant modes whose natural frequencies are within the band. For each of these modes l/Jzal 2 

rises from a small value to a large peak and again falls off to a small value within the band. 0 
the other. ha~d, for a given mode, we can expect ¢p and j 2aa not to vary significantly over the 
small bandwidth. We therefore make the approximation 

1 "' o(w ) a J 
0 

dw 
TIQ 0 ( W ) 

a a 

2M 2w 3 ' a a 
(13) 

where Qa = wa!Ba is the damping factor for the a th mode, and the value of the integral is that 
given by Crandall 4

• Thus, 

nS 2 ¢ (w) 

[¢/;;(w) ]AV "' 2w3~w I: 
a(6w) 

[~2 (r)]AVj2 (w)Q 
a - aa a 

M 
(14) 

a 

where a(6w) indicates that the summation is conf]ned to modes with natural frequencies in the 
band being considered. 

The joint acceptance is completely defined by either the mode number a or the wave vector; 
or, equivalently, by e, the anglethe wave vector for a particular mode makes with the co­
ordinate axes, and the frequency. For a structurevhlch has~ very large number of resonant 
modes in any frequency band we can regard j 2aa as a continuous function j2(w,e) of e and w. 
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In this case we can also introduce a continuous modal density function n(w,8) representing the 
number of resonant modes per unit frequency and per unit wave vector angle. The parameters 
[~2a(r)]Av and~ can be treated similarly. This allows the summation in equation (14) to be 
replaced by an integral and we obtain 

8 

[~ 2a(~)]AVQ(w,8)j 2 (w,8)n(w,e) 

M 
a 

de, (15) 

where the integration is to be taken over all possible 8 values for a particular w. Integrati< 
of equation (15) over w will give the result for (s21Av corresponding to equation (11). 

3. DYNAMIC RESPONSE OF A CYLINDRICAL SHELL TO INTERNAL TURBULENT FLOW 

We consider a cylindrical shell of length ~ and radius a. The x co-ordinate is along the 
shell surface and parallel to the axis; the y co-ordinate is in the circumferential direction 
around the shell surface. Since the results for shells with simply supported and fixed ends 
will not be significantly different, except perhaps at low frequencies, we confine attention t• 
the former. 

In order to make use of equation (15) to evaluate the mean square displacement of the shel: 
averaged over its surface, we require the mode shapes, the undamped natural frequencies of the 
shell modes, and the power spectral density and narrow band space-time cor~elations (or, what 
amounts to the same thing, the cross spectral density) of the turbulent pressure field. 

3.1 The pressure field 

Many studies have been made of the statistical properties of the fluctuating wall pressure 
field associated with a turbulent boundary layer and fully-developed turbulent pipe flow, for 
example Willmarth and Woolridge5

, Bull6 and Corcos7
• In general these indicate that the cross 

spectral density, for both types of flow can be fairly well represented (except perhaps at ver; 
low frequencies) by , 

~ (<;;,n,w) 
p 

( ) ( d_tl _tdrll + . w<;; ) 
~ w exp -c - c U l U , 
p X UC y C C 

(16) 

where <;; and n are spatial separations in the x-direction (the flow direction) andy-direction 
respectively and U is the convection velocity of the pressure field at frequency w. The 
corresponding narrgw band correlation coefficient Rp(<;;,n,<;w) at ,=0 is 

( ) ( C 
w I <;; I - c w I n I) R E;,n,O;w = exp- ~ ~ 

-p X UC Y UC 

This can also be written as 

cos ~ 
Uc 

RP(E;,n,O;w) = R ( E; ,O;w)R (n,O;w), px py 

where 

and 

R (t;;,o;w) 
pX 

These forms are used in the present analysis. 

3.2 Modes and mode shapes 

(17) 

(18) 

(19) 

(20) 

For a cylindrical shell with simply supported ends, if the x-axis were to be a modal line, 
the appropriate mode shapes would be 

(21) 
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where m is the (integer) number of half-waves in the length t and n is the 
full waves round the circumference. On the other hand, if the x-axis were 
line the appropriate mode shapes would be 

,,, (x,y) = sin mnx E[ "'mn -t- cos a 

(integer) number of 
to be an anti-nodal 

( 22) 

In the case of excitation by a homogeneous stationary internal pressure field, as Powell 8 

has pointed out, the vibrational response must also be statistically homogeneous in the circum­
ferential direction. This boundary condition can be satisfied by including both sine and cosine 
modes, as given by equations (21) and (22), with the same mean square displacement amplitude 
response in each. Equations (21) and (22) each represent a set of orthogonal modes and the two 
sets are mutually orthogonal; so the theory of section 2 will apply to the combined set of 
modes. Both mode shapes are included in the subsequent analysis. 

3.3. Natural frequencies 

Many analyses to obtain the natural frequencies of thin-walled circular cylinders have 
been made. Those of Lord,Rayleigh9

, Kennard 10
, Cremer 11

, and Smith 12
, which have been dis­

cussed and compared by Heckl 13
, and Szechenyi 14

' •~ might be cited. 

These analyses lead naturally to a relation between the natural resonance frequencies and 
the ring frequency, wr, which is the frequency at which the wave-length of a longitudinal wave 
in the shell wall material is equal to the circumference of the cylinder. It is given by 

(23) 

where, if E, Ps and ~ are respectively the Young's modulus, density, and Poisson's ratio of 
the shell material, 

(24) 

Apart from a change of notation, Heckl's expression for the resonance frequencies of a 
shell with wall thickness h is 

w 2 
~ = B2[k4a4 

wr 
(25) 

where B=h/(213a), and km=mn/t and1 kn=n/a are the components in the x- andy- directions of the 
resultant wave number k=(km2+kn2)~. The natural frequencies are, of course, defined by integer 
values of the mode numbers (m,n). Equation (25) can be approximated by 

k 4 
v2 = B2k4a4 + (1-~2)(~) 

mn k 
(26) 

Heckl's work (13) indicates that this is a good approximation except when the two terms in 
equation (26) are nearly equal. According to Szechenyi 15 the errors are significant only for 
small kua· In any case, since the error appears to be confined to a relatively small number of 
modes, it is unlikely to introduce serious error into modal density calculations. 

3.4 The joint acceptance 

If the narrow-band space-time correlation can be expressed as the product of two functions, 
one x-dependent and one y-dependent, as in equation (18), and if the mode shapes can also be 
written in a form in which the variables are separated, that is as 

1jJ (r) = 1jJ (x) 1jJ (y), 
mn - m n 

(27) 

then the joint acceptance for the (m,n)th mode of a cylindrical shell excited by internal 
flow can be expressed as 

In this equation 

and 

1 
j2 (w) = R:'2" 

mm 
dx1j! (x) 

m 

j2 (w) j2 (w). 
mm nn 

(28) 

dx R (x '-x,O;w)1j! (x') px m 
(29) 
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.t:::::"/1 0. 

r dy 1 R ( y '-y 0 • W) ''' ( y 1 ) , J py ' ' '~'n 
( 30) 

0 

For either of the sets of modes described by equations (21) and (22) and the narrow-band 
correlation of equation (19), equation (29) becomes 

sink x 
m 

sin k x ·• 
m ' 

(31) 

Because of the symmetry of the pipe flow, the correlation function R (n,O;w) must be an 
even function of n (as for boundary layer flow on a flat plate), and mustp~lso satisfy the 
condition Rpy(rra+n, O;w) = Rpy(rra-n, O;w) It can be shown that, when both these conditions 
taken into account, equation (30) reduces to 

are 

rra 

j2 (w) - _L r 
nn - 2rra J R (n,O;w)cos k ndn (32) 

0 PY . n 

for both the sets of modes described by equations (21) and (22). With the range of n in 
equation (32) restricted to 0 < n . < rra, equation (20) for R can be substituted directly, 
whereas it could not be substituted directly in equation (3B) without being modified to have 
the second of the required symmetry properties. We therefore obtain 

j 2 (w) 
nn 

1 
2rra 

rra 

I ( 33) 

0 
where a = c k • The two sets of modes given by equations (21) and (22) also have identical 
values lf bothc[l/1 2(r)](=~or all modes in this case) and n(w,e). Noting that for a pipe with 
an internal gas ff8w \virtual mass of fluid negligible), the generalised mass isM =p Sh/4 
for all modes, equation (15) then becomes a s 

I Q(w,8)j2(w,e)n(w,e)d8 

e 

(34) 

where n(w,e) now includes only the modes described by equation (21). This result is consistent 
with that of Rattayya and Junger 16 who also considered the two sets of modes, but with a some­
what different approach from that given here. 

where 

If Q(w,e) is assumed to be independent of e, equation (34) reduces to 

J(v) = J j 2 ( v. , e ) N( " , e ) de 
e 

and N( v,e) = wrn(w,e). 

(35) 

(36) 

The expression for j2mm, equation (31), is the same as that for a flat plate and has been 
evaluated by a number of authors. The results have been expressed in a variety of forms, not 
always equivalent. The results given by, for example, Bozich and R.W.White 17

, P.H.White 18
, and 

Bull, Wilby, and Blackman~ are correct, and can be expressed as 

-A 
{2[(A 2+K 2_K 2)2 - 4A 2K 2][1 - (-l)me xlcos K 1 

xl m.l Cl XL cl xL mm 
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where 
6 = [(A~+ K~ + K~1 )2 

~ = ~~(=mn), and Kcl 

4K~ Kef] /K::U, Axl 

k ~ 
c 

From equation (33), the corresponding expression for j2nn is 

(38) 

where Ay = aya, and~= kna (=n). We also define here Km =~a(= mna/~) and Kc = kca· 

The form of the joint acceptance functions is shown in figures 1 (a), (b), and (c). Figure 
lia) shows j 2mm according to equation (37) with ax= O.lkc(cx=O.l), form= 6 to 10, as a function 
of the ratio K 1/Kml of fluid wave number to axial component of structural wave number; figure 
l(b) shows j 2ng according to equation (38), with ay = 0.7k~(cy=0.7), for n = 6 to 10, as a 
function of the ratio Kc/Kn of fluid wave number to circumferential component of structural wave 
number; and figure l(c) shows the total joint acceptance j 2mnmn, obtained from the preceding two 
figures, for n = 6 and m = 6 to 10, as a function of Kc/Km for ~/a= 20. 

l(f 

Figure 1 

I~ 

(a) (b) 

·2 
Jll'lliM 

icY 

l<f 

Joint acceptance functions: (a) axial, equation (37); (b) 
e~uation (38); (c) total, equations (28), (37) and (38). 
ay = 0.7kc· i/a = 20. 

3.5 Coincidence effects 

(c) 

ma 61,8,9,10 
n=6 

circumferential, 
ax = O.lkc· 

The term "coincidence" is used here to describe the situation in which a structural wave has 
an axial wave number component equal to the fluid "wave number" kc = w/Uc· This implies also 
that the trace velocity of the structural wave in the flow direction is equal to the convection 
velocity Uc of the turbulent pressure field. 

For turbulent flow over a flat plate of thickness h, the highest frequencL at which coincid­
ence can occur, here termed the hydrodynamic coincidence frequency, ~c' is 213U~ /heLp 
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Expressed in terms of the ring frequency of a circular cylinder of radius a it is 

(39) 

At this frequency the direction of structural wave propagation is the flow direction. For 
V<Vhc' the direction of propagation of the flexural wave which gives coincidence makes an angle 
cos-L(v/~c)~ with the flow direction. 

For a flat plate with the same length as the cylinder we are considering, and with a width 
equal to the circumference of the cylinder, the resonance frequencies are given by ~2=s 2 (ka) 4 

(compare equation (26)); so that on a wave number diagram (km versus kn) the lines of constant 
resonance frequency are quadrants of circles centred on the origin. The fluid wave number is 
represented on the diagram by the line km = constant = kc, and the points at which this line 
intersects a line of constant resonance frequency represent coincidence conditions. In this case 
there is only one such intersection in the positive quadrant; and there is therefore only one 
flexural wave which will give coincidence at a given frequency. 

In the case of a cylindrical shell the lines of constant resonance frequency on the wave 
number diagram are given by equation (26) and have the non-dimensional form shown in figure 2. 
For a given resonance frequency there may now be two, one, or no coincidence conditions. Solution 

of equation (26) with v = constant and Km = Kc 
gives the following expression for the values of 

1·5 

~igure 2 Wave number diagram showing 
constant resonance frequency 
curves 

and no real roots if v>v
2

• 

Kn at coincidence: 

v 

Kn = {s/2[1± (40) 

For these values to be rea 1 and therefore for 
coincidence to occur at all, requires first that 

'hc2.. be cri t , where 

k: 
v . = 2(1-~ 2 ) 2

• 
he cr1t 

(41) 

If this condition is satisfied, there will be two 
real positive values of Kn (that is two coincid­
ence conditions) if, in addition 

k:k: 
2 ' 2 ) 2] 2/ ~ v v < vh [1-(1-Vh /V r2 - · - c c crit he - 1' 

one real positive val~e (that is only one 
coincidence condition) ifv1>v but 

(42) 

(43) 

Figure 1( a) which applies to both the flat plate and the cylinder, shows that, as might be 
expected, the joint acceptance for a particular mode (which is directly proportional to the mean 
square structural response in that mode) has a peak for Kc/Km~l, that is, essentially, at 
coincidence. 

The variation of j2mm( v,e), j2nn( v,e), are their product j 2(v.,e) withe (= tan-
1

ISn/Kn as 
shown in figure 2), at various constant values of v, for a cylinder, for two values of 
vh /vhc crit (one>l and. one <1)) is shown in figures 3 and 4. For these figures we have set 
~ =b.3, giving Vhc crit = 1.908. For figures 3(a), (b) and (c) vhc=2.50, vhc/vh .tl.3l,vl=l.05, 
and '2=2.27. In figure 3(a)v =0.6<Vl, in which case there are two coincidence g3f!~1t1ons; this 
is reflected in the variation of j2 which shows two corresponding maxima. In figure 3(b) v=l.4, 
and v1<v<v2 corresponding to one coincidence condition; as expected j 2 shows one maximum. In 
figure 3(c) v=3.0>v2; coincidence does not oc~ur and this is borne out by the absence of a 
maximum in j2. The corresponding curves for the flat plate are also shown. For the plate 
coincidence occurs for V<Vhc' and hence for V=0.6 and 1.4 here; but, as can be clearly seen from 
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Figure 4 Joint acceptance functions. Variation of j~, j~nand j2 with wave angle 
for cylinder (--) and flat plate (- --7.vhc=l. 50 ( <vhc crit). 
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the figures, there is only one coincidence condition for a given v. The expressi~n for j~~ 
the plate is the same as that for the cylinder, namely equation (37); the express1on for Jnn 
is not the same as for the cylinder, but can be obtained from equation (37) by substituting 
n for m, 2na for ~. ay for ax, and putting Kc1=o. 

acceptance 

for 

Figures 4(a), (b), and (c) show the variation of the . joint/functions with 6, for the same 
I values of v as in figures 3( a), (b), and (c), for a value of v hc/vhc crit <1 (v he = l. 50, 
vhcfvhc cr!t = 0.786). For this value of vhc coincidence cannot occur for any va~ue.of v• ~nd 
equations ( 42) and ( 43) do not yield real values of v1 and v 2. The ~:j.bsence of co1nc1dence 1s 
reflected in the variation of j 2 with e - only at the lowest value o:t· v, for which there is the 
closest approach to coincidence, does j2 show even one maximum in the 6 range. Flat.plate 
values are also shown in figure 4. Again coincidence occurs for v=0.6 and 1.4, and 1ts eff~ct 
is shown by the values of j2mm for the plate being generally greater than those for the cyl1nder 
at these frequencies. 

4. ACOUSTIC POWER RADIATION 

The acoustic power, P, radiated from a vibrating surface can be expressed in terms of a 
radiation resistance, Rrad• and the average over the vibrating surface of the mean square velocity 
of vibration of the surface, [V2]AV• by means of the relation 

(44) 

The radiation resistance can be expressed in terms of that of an infinite piston (pc per unit 
area) and the so-called radiation ratio, a. By definition, 

Rrad = opeS, (45) 

where p and c are respectively the density and speed of sound in the fluid surrounding the 
vibrating surface, and, as previously, S is the surface area. 

As indicated in the introduction, it is assumed that the dominant contribution to the 
acoustic power radiation is made by supersonic resonant shell modes, that is by resonant modes 
whose wave speed is greater than c. For these modes we assume cr=l (and cr=O for subsonic 
resonant modes). The spectral density of the acoustic power radiation at frequency w is 
therefore 

(46) 

where ~ (w) is the power spectral density of the vibrational velocity of the shell surface, 
associa¥~d with supersonic modes only. Thus, if [VZ5 ]AV is the surface average of the mean squarE 
velocity of the supersonic modes, 

(47) 

The rel~tion between the power spectral densities of the velocity and displacement for the super­
sonic modes is 

[~vs(w)]AV = wZ[~~s(w)]AV 

so that equation (46) can be written as 

~p(w) = pcSw2 [~~s(w)]AV 

Substitution of the equivalent of equation (35) for the supersonic modes gives 

where 
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Js(v) = J j 2(v,6)N(v,6)d6 

el 

and e values in the range e
1

<e<e
2 

correspond to supersonic modes at a given frequency. 

4\J2 

(48) 

(49) 

(50) 

(51) 



In section 3.5 we defined a hydrodynamic coincidence frequency vhc for a flat plate. An 
acoustic coincidence frequency vac can be defined similarly, as the frequency at which a flexural 
wave in the plate has the same speed and wave-length as an acoustic wave propagating in a dir­
ection parallel to the plate surface. It is given by 

\) 
ac 

=.!. (-c- ) 2 

B CLp (52) 

The resonant vibrational modes of the plate will be subsonic or supersonic according as v is less 
or greater than vac· 

For any vibrating surface, the condition that a mode is supersonic is w>kc, or, written in 
terms of cylinder parameters, v2>BK2vac· In the case of the cylinder, this condition in con­
junction with equation (26) leads to the result that for a given v those modes for which 

-1 v2 v2 \ 
6 ~ 61 = sin [."17.7 (1-:-:z- ) ] (53) 

-~ v ac 
1.: 

are supersonic. For Vac~ 2(1-~2 ) 2 (= Vhc critl, 6 increases with increasing v to a maximum, and 
then falls to zero at v=vac; for v~Vac all modes are supersonic. Thus, in this case, the lower 
limit of integrftion in equation (51) is given by equation (53) for v<vac and is zero for v~vac· 
For Va~ 2(1-~ 2 )~ there is a range of frequencies VB~V~VA ( <vac) for which equation (53) gives 
no real values of 61, and at these frequencies there are no supersonic modes (and, with the 
present assumptions, no power radiated). VA and vB are given by 

VA B = Vac {l±[l - 4(l-~ 2 )/v 2acl~}~ I /2 . (54) 
' 

Hence, in this case, the lower limit in equation (51) is given by equation (53) for v~vB and 
v~vA, and Js(v)=O for v~v~VA· Again, for v~vac. this lower limit is zero. 

1.: 
For v<(l-~ 2 ) 2 , modes with n=O are not possible. In this case it is appropriate to take the 

upper limit of integration 62 as the value of 6 corresponding to the n=l mode at a given v, that 
is as the root of equation (26) with Kn=l. For v~(l~~ 2 )~. 62=n/2. 

The modal density N(v,e) for resonance frequencies given by equation (26) is (see also 
Miller and Hart 19

) 

1-"2 4 :k: N(v,6) = R-/[2nBa(l - --:-:2- sin 6 ) 2
]. 

v (55) 

Equation (50) can be conveniently written in non-dimensional form. For a fully developed 
pipe flow let U~ be the centre-line velocity and q = ~~fu0 2 , where pf is the fluid density. We 
take ~P =~pU0/q a, ~p = ~p/pc 2Sa, u = Uc/U0 , and denote tQe ratio PfiPs by Pfs· Then 

cj>p np2 
( fs 
24Sv ~) 

ac 

J V3!2 
(-s_hc_)Q 

v 
(56) 

In this equation <l>p/u 3 is determined entirely by th~ .fluid flow; and the first group on the right 
hand side is fixed once the internal fluid, and the pipe material and geometry (R-/a and~ are 
chosen, and it is independent of frequency. For our present purposes we shall assume that the 
damping is the same for all modes. Then for fixed geometry, since Js=Js(V,Vhc,R-/a,B), the 
term (JsVhc3/ 2/v) determines the frequency dependence of the spectral density ratio <l>p/(<l>p/u 3 ). 

It also determines the dependence of the spectral density ratio on flow Mach number M (defined 
here in terms of the speed of sound in the fluid outside the pipe, as Uo/c) through vhc=u2M2vac· 

3/2. 
Figures 5(a), (b) and (c) show the variation of (Jsvhc/v) with frequency for a thin-

walled steel pipe with R./a=20, with air as both the internal and external fluid, for three 
different values of vac (less and greater than 2(1-~ 2 )~). The value of Vac in conjunction with c 
for the external fluid and c1p for the pipe material determines the corresponding value of S. 
Curves are shown in each case for values of Mach number in the range O.l~M~0.5. 

We might note at this point the limiting behaviour of v~ and VB which detepnine the frequen::y 
range in which there are no supersonic modes when vac>2(1-~ 2 )~. As Vac~2(1-~ 2 )~ from above, both 
VAandvB~/2(1-~ 2 )~; and as Vac~~ .. ~r.'VB~(l-~ 2 )~ (that is, essentially, the ring frequency). 

Figure 5(a) represents the case where Vac<2(1-~ 2 )~; so that there are always some super­
sonic modes at a given v (and all modes are supersonic for v~vac), and the power radiated is 
finite at all frequencies. The power radiation varies only slowly with frequency at frequencies 
below the ring frequency ( v=l), rises to a maximum val tie in the region of the ring freg_uency, 
and then falls off slowly with further increase in v. For figure 5(b), vac=2>2(1-~2)~. l'here 
is now a range of frequency, VB=l·18~v~vA=l.61, for which there are no supersonic modes and no 
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power radiated. For v<vB the power radiated is again almost independent of frequency, it again 
rises to a maximum for v-1, and falls off slowly for v>vA· The results in figure 5(c) are for 
Vac=20>>2(1-~2)~, and apply to extremely thin-walled pipes. At M=0.5 hydrodynamic coincidence 
can occur (the corresponding vhc is 2.45>vhc crit), but for subsonic flow it is not possible for 
coincidence to be associated with supersonic modes, a~12the possibility of coincidence in this 
case is therefore ~~t reflected in the values of (Jsvhc /v) or the power radiated. The 
behaviour of (Jsv~~ /v) is, in fact, very similar to that shown in figure 5(b), except that now 
the frequency range for which there are no supersonic modes is larger, namely vB=0.96.s,_v.:5YA=l9.98. 

u)s 165 
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Figure 5 Variation of the power radiation parameter (Jv~/2/v) with frequency, flow 

Mach number, and acoustic coincidence frequency? 

_Finally, as an illustration, the calculated form of the spectrum of -the acoustic power 
radiation is shown in figure 6 for M=O. 5 and vac=2. 0 and 20. The curves sho~m are based on the 
power spectral density of pressure f~uctuations given by Bull 6 and a value of u=0.7 at all 
frequencies; the frequency range is confined to O.l<v<l.l. Scales are also shown for the 
sound power levels corresponding to a pipe with a=50mm and £=l.Om. It will be noted that for 
the two cases chosen the sound power levels are very low (33 and 49 dB/lpW). 

Figure 6 
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Acoustic power radiation from steel pipes with interoal air flow at M=0.5, for 
vac=2.0 and 20. 
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5 • CONCLUDING REMARKS 

The analysis of the dynamic response a cylindrical shell to an internal random pressure 
field can be applied either to the calculation of the overall response, or to that part of 
the response which is significant in relation to the acoustic radiation generated by the 
vibration. If the overall response is of interest then conditions for hydrodynamic coincidence 
or an approach to it may become important. However, for subsonic flow hydrodynamic coincidence 
does not play a significant part in determining the acoustic power radiation. On the other 
hand, for supersonic flow or for acoustic disturbances superimposed on a subsonic flow it may 
also be important in relation to power radiation. 

The procedure for calculating power radiation has been illustrated here by selected 
examples only, but clearly it can be extended to investigate more fully the influence of the 
fluid, structural, and acoustic parameters involved. 
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THE INVESTIGATION OF THE USES OF HOLOGRAPHY FOR THE STUDY OF 
VIBRATING AND ACOUSTICALLY RADIATING SURFACES 
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University of Adelaide 
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SUMMARY -

Statistical procedures have been developed for the prediction of radiation 
efficiency of vibrating surfaces where many modes are excited at once. These 
procedures have been quite successful and are the subject of continuing research. 
On the other hand, at low frequencies the statistical procedures do not work well 
because of a paucity of modes but the vibration of concern may be still too 
complicated for convenient numerical analysis. It is in the low frequency range 
of low modal density that the efforts described in this paper are addressed. 

Holographic techniques have been shown to be quite us~ful in the identific­
ation and investigation of the resonant modes of vibration of various structures. 
Thus, using holography to study the vibration field and standard acoustic 
techniques to measure radiated sound power, a radiation impedance can be det­
ermined for any structure vibrating in one of its modes. The present paper will 
describe progress in the use of such techniques at the University of Adelaide to 
develop engineering estimation procedures for sound radiation of relatively 
complicated s~ructural and modal shapes. 

INTRODUCTION 

Holography has been shown · to be quite tlseful for the identification of the resonant modes 
of fairly complicated vibrating objects. For example elegant displays of the resonances of 
various stringed musical instruments have appeared in the published literature. 1 On the 
other hand identification of a mode does not provide an answer to how much energy will be 
radiated for a given amplitude of exciation. In fact it is possible because of a relatively 
higher radiation efficiency for a mode not seen in the . holographic reconstruction to radiate 
more energy than the observed mode. Thus while vibrating modes have been identified there 
appears to be no published work relating holographic displays to radiated sound power. This 
paper will describe some initial attempts in the latter endeavour currently in progress in the 
Department of Mechanical Engineering at the University of Adelaide. The paper will also describe 
some of the practical difficulties encountered and their proposed solutions. 

LOW ORDER MODE POWER RADIAITON FROM VIBRATING BODIES 

The problem of sound radiation by vibrating surfaces has been extensively investigated both 
experimentally and analytically. 2 It has been shown that a vibration field within a structure 
may be treated as though it was composed of an ensemble of simple driven oscillators where each 
oscillator is associated with a particular mode of vibration of the field under consideration. 
The response of such a structure will depend upon the spatial and temporal distribution of the 
applied forcing field. The radiation of such a structure will be similarly dependant. For the 
case of exciation in a narrow frequency band characterised by many possible structural modes both 
the response and radiation may be described on a·statistical basis from a knowledge of the 
nature of the forcing field a~d the properties of the structure. However for the case of 
excitation in the low frequency range where the number of possible resonant structural modes is 
small the statistical approach cannot be used. In this range one is generally forced to consider 
the details of the forcing field, the structural response and the coupling of the vibrating 
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field to the surrounding medium. Nontheless most structures that might be of interest are too 
~omplicated for ready analysis and thus an approximate procedure for estimating sound radiation 
in these cases would be useful. The aim of the present investigation is to determine whether 
3uch an approach is possible, and if so, to supply the necessary information. 

In order to describe the sound field associated with any vibrating structure three separate 
~roblems must be considered as follows: (1) the response of the structure to the forcing field 
nust be determined, (2) the coupling between the vibrating structure and the surrounding medium 
:air, water) must be determined and (3) the response of the surrounding medium must finally be 
ietermined to find a complete solution to the problem. The investigation to be described here is 
~oncerned solely with part (2) where the response of a structure to some applied cyclic force 
~art (1) may be determined using the methods of holography 1

'
3 and the response of the surrounding 

nedium part (3) may be determined using the methods of acoustics. 4 

A complicating factor which will have to be considered as the work to be described progreffie, 
is that the coupling between modes of the structure and of the surrounding medium cannot be 
=xpected to be linear. That is, even though the response of the structure and of the surrounding 
nedium may generally be treated as linear meaning that the overall response is the result of the 
3Uperposition of the responses of several or perhaps many modes, this is not the case with the 
~oupling problem. One can expect constructive or destructive interference between radiating 
nodes. Clearly when many modes may be excited at once one may speak of average response and 
this is the statistical approach mentioned earlier, but in the low frequency range with which we 
are concerned, where the modes are few, one must resort to some procedure which takes account of 
radiation interference. 

To make our problem tractable we will dispense with directivity information in our analysis 
that is we will be concerned solely with acoustical power radiation. This has two advantages; 
we may characterise a frequency band by a single number, namely the power level, and the acoust­
ical power is generally the quantity desired for most noise control work. 

Finally, suitable parameters for measurement and investigation must be defined. The 
following is proposed consistent with our previous consideration and with the statistical 
approach which has proven so successful. We define a radiation resistance R which relates the 
mean square velocity averaged over a vibrating surface <v2>st to the acoustic power P radiated 
by the surface as 

(1) 

We further define a radiation efficiency 0 in terms of the total area A of the vibrating surfac( 
and the characteristic impedance of the medium pc using eq (1) as 

0 = R/Apc (2) 

Then combining eqs (1) and (2) we have 
( 3) 

In the above equation p is the density of the medium and c is the speed of sound. Our in­
vestigation will be concerned with the determination of the radiation efficiency of various 
vibrating surfaces for the first few low order modes and some of their possible combinations. 

HOLOGRAPHIC DETERMINATION OF VIBRATION AMPLITUDES 

As the theory of optical holography may not be generally familiar to acousticians, it will 
be briefly reviewed here in order to make clear some practical considerations in making and 
interpreting holograms. Some of the advantages and disadvantages of various methods of making 
holograms will also be mentioned briefly. The following discussion is taken from reference 5. 

A. Theory of holographic formation and reconstruction 

For convenience light incident upon a photographic plate will be referred to as an optical 
disturbance. Thus an optical disturbance incident upon an exposed photographic plate .may be 
expected to undergo a change in amplitude and phase with transmission through the plate. For 
light of a fixed frequency such as laser light an amplitude transmission factor a may be 
defined expressing this fact 

(4) 

T.he quantities on the left and right of the equation are respectively the amplitude and phase 
of the transmitted and incident light. Since light amplitude and phase ca.nnot be observed 
directly we rewrite eq (4) in terms of intensities which can be observed. Thus we write 

where 

A 2 = A 2 -r 
t i 

T = aa* 
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The intensity transmission factor T is related to the exposure of the optical plate 
~ccording to the Hurter-Driffield curve illustrated in fig. l. To understand the latter curve 
ile define two additional quantities, the density D and the exposure E. 

D = -10 log10T (7) 

E = IT, I = A. 2 (8) 
l 

The exposure E is proportional to the intensity I of the incident light and the length of time 
r of the exposure. We observe over a limited range of the curve illustrated in fig. 1 that the 
relation between the density D and the logarithm of the exposure is linear. For this region we 
have the relation 

D = D
0 

+ r log10E/E
0 

which may be rewritten using eq (7) as 

(9) 

(10) 

The quantities D0 , E0 and r are empirical constants associated with the photo-sensitive emulsion 
on the photographic plate. Equation (10) gives the required relation between the initial 
exposure of a photographic plate and its subsequent intensity transmission after developing. 

We now consider the process of forming a hologram for which reference should be made to 
fig. 2. Light incident upon the photographic plate consists of a portion reflected from the 
observed object and a portion from a reference beam. The two portions combine to form a inter­
ference pattern on the plate which then becomes the hologram. Thus the optical disturbance U at 
the plate during exposure is 

u = A exp (i¢ ) + A exp(iw ) r r o o 
(11) 

The quantities of the right of the equation are respectively the amplitude and phase of the 
reference and object light. The exposure according to eqs (8) and (11) is 

E = T(A 2 + A 2 + 2A A cos ( ¢ - W ) ) r o r o r o 
(12) 

We now suppose that the plate has been developed, replaced in its holder and illuminated with 
the reference beam as shown in fig. 2. According to eqs. (5), (10) and (12) the resulting 
transmitted disturbance at any point on the plate will be 

At 2 = A. 2 T (E /T)r(A 2 +A 2 + 2A A cos(w - ¢ ))-r (13) 
l o o r o ro r o 

Equation (13) may be rewritten in terms of the amplitude of the transmitted light as 

At A.G(1 + F cos(~ - - ¢ ))-r/2 (14) 
l r o 

wh.ere G and F are constants given by 

G 

and F 

(T E /T(A 2 +A 2 ))r/2 
o ·O r o 

2A A /(A 2 +A 2) 
r o r o 

(15) 

(16) 

The information about the original object wave is contained in the term F cos (¢ -¢ ) of eq 
(14). This part constitues the hologram. r 

0 

If by design of the experimental arrangement the term F is kept reasonably small compared 
to unity, eq (14) may be rewritten as 

At= A.G[l- rF cos(¢ - ¢ )/2 + r(r + 2)F2 cos 2 (¢ - ~ )/8 - ... ] (17) 
l r o r o 

It has been found through the experience of a great many experimentalists that the ratio of 
the reference beam intensity Ar2 to the object beam intensity A0

2 may range between 4 and 7. 
This seems to give the best compromise between image intensity and background noise brought 
about in part by the higher order terms of eq (17). We have found a r of the order 4 to be 
satisfactory. 

B. Interference fringes and their interpretation 

We now consider the process of hologram formation of a vibrating surface by reference 
again to fig. 2. If a· hologram is taken and then repositioned exactly in its former position 
after the developing and drying process, an image of the object will be formed by the hologram 
which appears to be exactly superimposed on the object. For an observer looking into the holo­
gram the view is described by eq (17) where the higher order terms have been made negligible 
by the choices of the experimental arrangement. Thus with the use of eq (16) we may write 
eq ( 17) as 

(18) 
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where H
1 

= (2A.fA cos ~ )/(A 2 +A 2) 
l r r r o ( 19) 

and H2 = (2A.fA sin ~ )/(A 2 +A 2) 
l r r r o (20) 

The first term on the right of eq (18) indicates that the observer would see some back­
ground illumination while the second term indicates that he would see the image of the object 
but with a reversal of phase of the light from the object. If the illumination of the re­
constructing reference beam were suitably adjusted to make H1 of eqs (18) and (19) unity the 
image and object waves would just cancel out and the observer would note that the object van­
ished when the hologram was put in place as described. The last term of eq (18) indicates 
that a conjugate image would also be present but this image can be removed from the field of 
view by suitable arrangement of theapparatus and may thus be ingored. 

If the object is now displaced slightly from its original position a change in phase of 
the light from the object to the hologram will occur due to the change in optical path length 
and the interference between the object and image waves mentioned above will change. In general 
a system of fringes will result due to alternate constructive and destructive interference bet­
ween the object and image waves. If the displacement of the object is cyclic the fringes will 
vary cyclicly but at any instant they will form a contour plot of the amplitude of the motion 
which could be observed and recorded if the laser light used for illumination were appropriately 
pulsed instead of continuous. This arrangement is referred to as real time holography. 

If the photographic plate were exposed while the object was in cyclic motion instead of 
stationery as assumed above, a time lapse hologram would be formed. In this case we refer to 
fig. 3 to see what would happen. Figure 3 shows light incident upon some small portion of the 
vibrating surface at two instants of time. During the instant the surface moves a distance d 
resulting ina decrease of optical path length!/., 

l = d(cos¢. + cos¢ ) (21) 
l s 

with a corresponding change in the intensity of the scattered light 

I = I cos 2 k£ 
0 

(22) 

'we suppose that the displacement of the surface is cyclic with amplitude d0 and angular frequency 
w. Then the intensity of the light from the surface varies as 

where 

I I cos 2 (x sin wt) 
0 

x = (2nd /A)(cos¢. + cos ¢ ) 
0 l s 

The exposure of the photographic plate is 

(I /2)[T + !Tcos(2x sin wt)dt] 
0 0 

E =(I T/2)(1 + (1/T)JT(J (2x) + 2J
2

(2x)cos 2wt + ... )dt) 
0 0 0 

(23) 

(24) 

(25) 

(26) 

If the length of the exposure T is long compared to the period of the cyclic motion then eq (26) 
becomes simply 

E = (I T/2)(1 + J (2x)) 
0 0 

(27) 

Equation (27) shows that the time average exposure of the photgraphic plate will be cyclic 
with a spatial variation as indicated by eq (24). The maximum exposure will occur at the zeroes 
of the zero order Bessel function and the contrast between fringes will diminish as the number 
of fringes increases. We also note that if the displacement is zero as at a node on the 
vibrating object that according to eqs (24) and (27) the exposure is maximal. Th.is has the 
consequ.ence that in the reconstructed image nodes appear as bright areas. Antinodes, on the 
other hand are characterised by fringes which may be used according to eqs (24) and (27) to 
determine the amplitude of motion. 

ACOUSTIC POWER MEASJREMENTS 

The acoustic power radiated from a vibrating object might be measured in one of two ways. 
Either the sound field completely encompassing the radiating object may be measured and the 
radiated power determined by an integration process or the steady state level produced by the 
vibrating object may be measured and t.he power determined from •the rate of energy dissipation of 
the reverberant space." In the first case an anechoic space is generally required or the 
measurements must all be made in the direct field of the radiating object which is quite often 
synonymous with the geometric near field. In any case the measurement of the sound field of 
any but very simple radiators requires very much more detail than is practical. For these 
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reasons we have favoured the second method which requires the use of ~ reverberant enclosure. 

At present only holograms of cyclic processes are practical from the point of view of 
interpretation although in principle transient or even non cyclic motion could be investigated 
using real time holography. 6 Thus the radiated sound must be a single tone or at best a com­
bination of a very few tones and the fact that tonal power must be measured poses a special 
problem for the reverberant room measurement procedure. The latter procedure requires that the 
energy density in the reverberant space be measured, which quantity is in fact only uniform in 
an average sense. Thus for bands of noise in a large reverberant space of very many modes only 
a few measurements are necessary to determine the average energy density. However in the case 
of a tone, the spatial variations will be fairly large and very many measurements will generally 
be necessary to determine the average energy density with acceptable confidence. 7 

The problem raised by the necessity of measuring the average energy density in a reverberant 
field may be overcome in part in two ways. One is to make all measurements at frequencies 
sufficiently high that in the reverberant space available enough modes are excited that the 
spatial variations are acceptable. Based upon experience obtained with the Adelaide University 
reverberant chamber a volume of the order of 100 times the cube of the wavelength of the lowest 
frequency considered is desirable to reduce the number of measurements to one or two to determine 
the acoustic energy density within one decibel. However if as in the case of the present work 
measurements at lower frequencies are necessary, the other alternative must be considered. 
The alternative is to accomplish an average over several modes by providing a moving reflector 
in the reverberant space. 

Various designs have been investigated for moving reflectors which all seem to have taken 
the form of rotating vanes , 8

'
9 If the rotating vanes are of the order of a wavelength at the 

lowest frequency of interest and if they can be made to rotate at a speed of the order of 30 
rpm, then it is possible to considerably reduce the number of measurements required to determine 
the space average acoustic energy density. For example reference 6 su~gests that for a rever-

. berant chamber of the size of that at the University of Adelaide (180m ) the number of measuring 
points could be reduced from fifty to five to achieve an accuracy of one decibel where the room 
volume is of the order ~f five times the cube of the longest wavelength considered. For the 
present investigation the rotating reflector was neither large enough nor could it be rotated 
faster than 7 rpm and thus the spatial fluctuations and required number of measurement points 
were larger than those quoted. The rotating reflector was found to be effective, however, and 
was used for the measurements which are · reported. 

DESCRIPTION OF THE MODELS AND TEST PROCEDURES 

In order to carry out the required optical and acoustical measurements a model was required 
which could be carried back and forth between the two laboratories. Thus the model was driven ir 
its first few resonant modes and holograms we~e taken in the optics laboratory, then the model 
was carried to the acoustics laboratory and the radiated sound power measured. For our initial 
tests flat circular plates mounted on a heavy steel frame were used. The plates were thin sheet 
steel varying in gauge from 10 to 14. The plates were driven with electromagnets also fastened 
by supporting structure to the heavy steel frame. The motion of the steel plate was monitored 
with several accelerometers to ensilre identificatio-n of the proper mode and a known a.mpli tude of 
motion. 

For the optical measurements the plates with their supporting frame and driving electro­
magnets were mounted in a heavy fixture on the optical table. Time lapse holograms were then 
taken and acceleration levels were noted. Photographs were taken of the reconstructed images 
presented by the illuminated hologram. The displacement amplitude over the surface of 
the plate was then determined for each fringe by the zeroes of the zero order Bessel function 
according to eq ( 27) . . 

For the measurements to be discussed the net volume displacement for a section of the 
vibrating plate contained within a closed n·odel contour was determined using the photographs 
and a planimeter. The distances between points of maximum displacement on the plates were 
also determined from the photographs. From these measurements the dipole and quadrapole 
strengths of the (1,1) and (2,1) modes of the plates were determined. 

Next the model was transported to the reverberant chamber where the model was mounted on 
the end of a closed steel cylinder with large internal damping. The plate was again driven 
at its various resonant modes with the driving frequency adjusted until the acceleration levels 
were the same or perhaps some fixed increment (i.e. 10 dB) greater than those observed for the 
same mode in the optics laboratory. The levels ln the reverberant room were then measured. 
Finally the reverberant decay times of the room in the frequency ranges of the model resonant 
frequencies were measured and the sound power radiated was then computed. 
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SOME PRELIMINARY RESULTS OF MEASUREMENT 

The first few modes of vibration of a flat circular plate are shown in the photographs of 
fig. 4. The modes are identified by mode numbers (p, q) where p represents the number of 
diametral nodes and q represents the number of circumferential nodes. Thus the (0,1) mode looks 
like an acoustic monopole, the (1,1) mode like an acoustic dipole and the (2,1) mode like an 
acoustic quadropole. Of special interest are the cases where two modes may be driven at once, 
a case which is quite possible for many of the modes of a circular plate.l.° For exampl~ there 
will always be two (1,1) modes whose resonant frequencies will differ only slightly and whose 
diametral nodes will always be orthogonal to each other as a consequence of unavoidable ellipti­
city of the plate. Such ellipticity could easily result during the mounting of the plate. As a 
corollary it is not possible to predict the location of the diametral nodes, rather their loc­
ation must be determined by some means such as the use of holography. As a further corollary it 
was essential that the plate, its supporting ring and the driving electromagnets be left intact 
and undisturbed during all tests. 

Measurements were taken using 14 gauge and 10 gauge plates vibrating in the (1,1) and (2,1) 
modes. The results of these preliminary measurements are summarised in the following table. 

SUMMARY OF PRELIMINARY RESULTS 

Multipole source strength m4 /sec or m5 /sec 
Plate Mode Resonant frequency (Hz) Holographic Measurement Acoustical Measurement 

14 gauge ( 1,1) 328.2 .965 X 10-6 1.8 X 10-6 

14 gauge (2,1) 538.0 1.85 X 10-6 1.95 x 1o-6 

10 gauge ( 1, 1) 529.1 3.9 X 10-6 6.13 x 1o-6 

10 gauge (2,1) 860.8 0.48 X 10-6 

The source strength shown in the fourth column of the table was computed directly from 
holographic reconstruction of the image of the vibrating plate with superimposed fringes as 
described above. The source strength shown in the fifth and last column was computed from the 
measured radiated acoustic power using the analysis of Morse and Ingard. 11 For example for a 
dipole which is the (1,1) mode, the source strength Q is related to the power radiated P as 

pw4Q2 
p = 12TTc 3 

where p is the gas density, w the circular frequency and c the speed of sound. 

CONTINUING INVESTIGATIONS 

(28) 

As is apparent from the preliminary results presented in the previous section, there is 
still much work to be done and the work with simple plates is continuing. It is of interest, 
however, to determine whether the method can be extended to more complicated three dimensional 
shapes. In fig. 5 are shown holograms of a vibrating pipe and a vibrating engine block. The 
photographs were obtained from time lapse holograms and show clearly modal patterns. However 
the interpretation of the fringes is not quite so straightforward as for a flat plate viewed 
normally. For example, if the motion as with the upper or lower edge of the pipe in fig. 5 is 
predominantly normal to the direction of viewing, it will not be detected or rather it will be 
recorded as a node. This is shown by eq (24) where the angles of incidence a~d scatter are both 
close to ninety degrees and x is consequently very small. Thus at least two orthogonal views 
are probably required to properly identify the true motion of the pipe. 

As mentioned earlier, the dynamic range of time lapse holography is limited. The upper 
bound imposed by loss of fringe contrast, however, may be overcome by use of interrupted 
illumination called strobing. A suitable strobing arrangement is currently under investigation. 
Similarly, the lower bound may be relaxed using a frequency shifter reference beam 12 and this 
possibility is also under investigation. 
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(b) 

Figure 4 - Time lapse holograms of the first 
few modes of vibration of a flat circular 
plate. 

(a) ( 0, 1) mode, "monopole" 

(b) (1,1) mode, "dipole" 

(c) ( 2 , 1 ) mode, "quadrapole" 

(d) combination (0,1) and (2 ,1) modes. 
The (2 ,1) mode is resonant while the 
( 0 ,1) mode is forced. 

(e) ( 1 , 2 ) mode 



{a) 

(b) 

Figure 5 

(a) Time lapse hologram of a pipe driven at one of its resonances. 

(b) Time lapse hologram of a six cylinder engine block driven in its lowest 
order bending mode. 
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Sound radiation from plane acoustic waves in pipes is considered and new 
experimental and theoretical results obtained. A previous comparison by Morfey 1 

for this plane wave case shows a very significant discrepancy (up to 30 db) 
between a simple theoretical model and the available experiments of Heckl 5

• In 
the present experimental work, considerable care has been taken to isolate the 
sound source from the radiating pipe and to incorporate "ideal" mechanical and 
acoustic 'terminations to avoid reflections of energy from the end of 'the pipe. 
Experimental results in this ideal case are compared with theoretical predictions 
before .proceeding to more complex end conditions. In addition to the experiments 
a theoretical analysis of the sound power radiated from a propagating breathing 
wave in the pipe is presented. The analysis avoids some of the limitations in the 
model discussed by Morfey and includes a discussion of finite pipe length, finite 
pipe radius and variable speed of sound in the pipe. Comparisons between these 
theoretical predictions and the present experiments show very close agreement. 
It is then conjectured that this idealisation of ~ero reflected mechanical energy 
represents a useful lower bound for sound power radiated frqm plane acoustic waves 
in long pipes. Up to the present time experiments with various mechanical end 
conditions support this view. · 

I INTRODUCTION 

The general problem of radiated noise produced by a fluid flow in pipes is complicated by 
the various ways in which the pipe may be excited by the noise source. Regions of high, local 
hydrodynamic pressure fluctuations are, of course, the sources of noise; they result from 
fluctuating forces on the fluid such as occur in pumps and fans, from locally high turbulence 
levels, from oscillating shock . waves in the case of choked gas flows, or from cavitation or 
bubble collapse in liquids. All of these phenomena are associated with regions in which there 
is a relatively rapid change in mean static pressure in the fluid. There is, in addition, the 
distributed source of noise, namely the hydrodynamic pressure fluctuations on the pipe wall 
associated with a fully developed turbulent pipe flow, which, under some conditions, may be a 
significant noise source (see, for example, Bull and Rennison 6

). 

Local regions of high hydrodynamic pressure fluctuations excite vibration in the pipe in two 
distinct ways, one is directly in the same way that a local random force would excite the pipe 
and the other is by the radiated sound pressure field resulting from the local hydrodynamic 
pressure fluctuations. A mechanical vibration break in the pipe is useful in the first case but 
useless in the second. The question of which mechanism is the dominant noise source in real 
situations is complicated by the fact that the efficiency with which the pipe vibration radiates 
noise may well be quite different for the two sources of vibration. The response of the pipe to 
the internal sound field may in some cases appear as a relatively small vibration amplitude but 
because of the very high efficiency with which this vibration radiates sound it may dominate the 
sound power radiated. This paper is concerned with this aspect of pipe noise. From this point 
of view the source of noise is irrelevant and in the experiments discussed we have used a loud 
speaker as the sound source. Further, we have confined ourselves to the particular case of 
plane waves in the pipe, i.e. AB>>2a where AB is the wavelength of sound in the pipe and a is the 
pipe radius. More precisely we are concerned with the case of kEa<2 (kB is the wave number) 
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i.e. with frequencies below the cut-off frequency. For a great many problems of practical 
interest this is not, necessarily, a major restriction particularly in those cases in which the 
mean flow velocity is high. For liquids, of course the conditions are almost always applicable 
for the frequency bands in which the power radiated is a maximum. 

A major reason for restricting ourselves to this simplest case is that it is readily 
tractable analytically and therefore allows a detailed comparison between theory and experiment. 
Such a verification of the experiment and experimental techniques is invaluable before pro­
ceeding to a more complex situation. A further compelling reason is that despite its apparent 
experimental and theoretical simplicity, a comparison made by Morfey~ between available experi­
ments and theory for this plane wave case shows a discrepancy of up to 30 db. Morfey attributes 
this lack of agreement to either the fact that the experiments were for finite lengths of pipe 
and the theory for infinite pipes or to departures from an exactly circular cross-section of the 
pipe. Morfey's comparison is applicable only for supersonic, axi-symmetric, waves in the pipe, 
(cB>c, where CB is the wave velocity in the pipe and c the velocity of sound), for infinitely 
long pipes, and for pipes for which the radius is very much smaller than the wavelength of sound. 
In view of the considerable lack of agreement between theory and experiment and the rather un­
satisfactory explanation for this discrepancy, we have pursued a theoretical analysis which 
avoids some of the above restrictions, and at the same time carried out an experiment in >·rhich 
considerable care has been taken to realise the idealisations of the theory. One aspect of 
this has been the attention paid to the acoustic and mechanical terminations to the pipe which 
reduce reflected acoustic waves and reflected pipe waves to insignificant levels. Experimentally, 
the most accurately determined boundary condition is a reflection coefficient of zero and this is 
also analy-tically the simplest case. Perha_ps the most important reason, however, for cons.idering 
the case of zero mechanical reflection is that it represents, generally, a lower bound for the 
radiated noise. To be able to predict at least a lower bound to the radiated noise from an 
acollstically excited pipe appears to us to be one of the most important objectives for any 
analysis of real problems of this sort where boundary conditions and geometrical tolerances vary 
so widely. Our intention has therefore been to try and establish theoretical and experimental 
agreement for this idealised case and then to vary the end conditions and the degree of non­
circularity, etc., with the view to finding the sensitivity of the sound power radiated to these 
parameters and the corresponding usefulness of a "lower-bound" approach. Of course it is 
recognised that for finite pipes for which there is a reflection of vibrational energy at flanges, 
etc., the response is basically modal. We note, however, that for long wavelength sound waves the 
acoustic pressure field is axi-symmetric so that for ideal infinitely long pipes the response 
of the pipe to this pressure will be a perislaltic displacement. Even for finite pipes it seems, 
at least for frequencies less than the critical frequency (section II) that modes for which the 
circumferential mode number n is not zero (n is always even) will couple poorly, if at all, with 
the axi-symmetric pressure force, and correspondingly, they have low radiation efficiencies. 
Thus it may be expected that removing the mechanical termination will complicate the pipe 
·response and increase the vibration amplitude but not necessarily greatly increase the sound 
power radiated. Attention has therefore been focussed in this paper, both experimentally and 
analytically, on the sound radiation from an axi-symmetric "breathing" wave propagating along 
a pipe. 

II PIPE WALL RESPONSE TO INTERNALLY PROPAGATING PLANE WAVES 

Morse and Ingard2 show that the lower limit for the propagation of non-plane acoustic 
waves in a circular pipe is kBa"'2 where a is the pipe radius. Below the cut-off frequency 
corresponding to this particular wavenumber kB only plane waves propagate. 

Smith 3
, Cremer 4 and Heckl~ amongst many others have rigorously examined the transmission 

impedance of a thin cylinder to an internal fluctuating pressure distribution. To demonstrate 
the physical significance of the various parameters involved in these expressions for wall 
impedance it is useful to consider a very simplified model. 

At low frequencies, where the acoustic wavelength is much greater than the free bending 
wavelength, an internally propagating plane acoustic wave will cause axi-symmetric radial 
deflections of the pipe wall and this pressure force will be balanced by membrane stresses 
and inertia forces. Considering the element of pipe wall shown in figure l it is simple to 
show (assuming Poisson's ratio is zero) that 

Ehw + a2w ) 7 phat'2 = (pl - p2 

where Ehw is the membrane stress, w is the radial displacement and h the pipe thickness. 
a 
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Fig. 1 

The solution for w will have the same form as 
the acoustic pressure wave so that equation (1) 
becomes 

clearly for w2<< E2 the first term dominates and pa 
the pipe response w will be determined by this 
stiffness term, i.e. for w<<w0 , where w0 is C1 

and CL =~is the longitudinal wave speed inaa 

bar, the response is membrane stiffness controlled. 
In general the wall impedance, defined by 

pl- p2 
zt = . ' will be JmW 

w 2 
2 

. .Eh 
JIDW - Jwa2 -jmw(....E.) [ 1 - (.!£. ) ] 

w w0 

where m = ph is the surface density of the pipe. N~te that the condition w<<w0 is equivalent to 
kBa<<CL where CB is the speed of sound inside the p1pe. For plane wave propagation for which 

~ KBa<2 then KBa is almost always much less than C1 , i.e. w<<w 0 • Approximating the wall 
impedance by only the first membrane stiffness term in CB equation (2) gives an error of less 
than 2db in sound power radiated for w<0.3w0 • 

To include the bending stiffness in the pipe in the axial direction then, again to a first 
approximation, it is clear that equation (1) is modified to 

Eh 3 a4w a2w Eh 
12 ax4 + mat'2 + ~ = p1 - p2 

(where x is the axial co-ordinate) 
As above, the wall impedance is readily found to be 

w 2 2 
0 

( - ·) [1 - (-w) zt = -jm w 
wo 

is the critical frequency. 

• • • ( 3) 

The pipe is membrane stiffness controlled if. the first term dominates which obviously requires 
in addition to w<w0 ,thatw2<<w0 wgor >..B2>>n2ah. (>..B is the wavelength of sound in the pipe). This 
condition is also often satisfied. For an air-filled steel pipe for example for which a = 5 ems 
and h = 0.5 ems then w0 = 104,000 rads/sec and wg = 70,000 rads/sec. For plane wave propagation 
kBa<2 or w<13,700 rads/sec so that w2 is much less than w0 wg and the response of the pipe to 
plane wave propagation will always be membrane stiffness controlled. 

Of course the full expression (3) can be used if necessary for the wall impedance. In fact 
the more exact expression for Zt, obtained by Cremer 4

, is precisely the same as equation (3), 
however the critical frequency wg is slightly modified in the exact analysis with C1 being 
replaced by CL(1-~2 )-~ where~ is Poisson's ratio. 

III SOUND RADIATION FROM AXISYMMETRIC WAVES IN PIPES 

Having reviewed in section II the response of a pipe to an internally propagating plane 
sound wave it is now possible to calculate the sound power radiated by this pipe vibration. 

3.1 Small Diameter Pipes (>..>>a) 

The case for which the diameter of the pipe is much less than the external wavelength of 
sound is the simplest case. It requires that 

C CB 
>.. = f >>a i.e. >..B>>a-c .•• (4) 

w~ere CB and AB are the wave speed and wavelength of the forced wave in the pipe and C and >.. 

are the speed of sound and wavelength in the air sUFrounding the pipe. The condition kBa<2 
(i.e. A.B>3a) for plane acoustic waves in the pipe does not necessarily satisfy condition (4); 
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for liquids and hot gases in the pipe, for example, for which the wave velocity CB is greater 
than the speed of sound in air, condition (4) may well not apply. Section 3.2 presents a more 
general discussion to include this case. 

For the present, however, we assume the pipe diameter to be small and model the peristaltic 
displacement of the pipe by a distribution of point sauces of strength per unit length 

q = U(x,t)2na 

where U is the surface velocity of the pipe and a its radius. The velocity potential at r 
(figure 2) for a distribution of these sources oYer a length L is 

¢(:r,t) J
~ R 

U(x,t - C) . 2na dx 

4nR 
-~ 

• • • ( 5) 

Correspondingly the instantaneous sound pressure p(r,t) 
is 

p(E,t) = P~: = -p¢t 

so that the mean square pressure p2(E)will be given by 

-~ Now for a propagating surface wave on the pipe for which 
the radial velocity is 

Fig. 2 
U(x,t) = U sin (kBx- wt) 

the mean square pressure is evidently 

• • • ( 6) 

which reduces to 

(7) 

The total sound power, P radiated by this distribution of sources is now easily found by 
integrating the energy flux p2 over a sphere of radius r. From figure 2, R1 may be approximated 
by pc 

R
1 

~ r - x1 cos e • • • ( 8) 

for r>>~ so that the total power radiated is (using (7) and (8)) 

p 

By straightforward integration this reduces to 

p . . . (9) 
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where CB = ~- This result may be considered exact for the case /.>>a and it may readily be 
evaluated byBintegrating by parts to give the sine and cosine integrals, tables of which are 
commonly available. For the present purpose, however, we note firstly that for supersonic waves, 
CB>C, and for an infinitely long pipe the value of the integral is n and the power radiated is 

P (0) = 1r 3fa2U2L ... (10) 
c 

where the subscript c refers to a uniform infinite cylinder and Pc is in general a function of 
ka (where k is the wave-number in the surrounding air, see section 3.2) which for a line source 
is zero. 

This result agrees with the well-known result for the power radiated from a line source 
(CB,AB + oo) and is the basis of the theoretical prediction against which Morfey compares the ex­
perimental results of Heckl. Further, for subsonic waves (CB<C) and an infinitely long pipe we 
recover the result that the power radiated is zero. The usefulness of equation (9) however is 
that it gives predictions for the sound power where the parameter LkB(l-CB/C) is not oo or _oo 
(for example when cB~c) and enables one to establish the conditions under which the pipe may be 
considered to be infinitely zero. Sound propagating upstream against a low velocity air stream 
is an interesting example where, for an infinitely long pipe, the predicted power is zero and 
one is lead to wonder how long the pipe has to be to give this result. (CB is evidently less 
than c in this case). The parameter LkB(l+CB/C) however is usually large (greater than 6, for 
example, i.e. L>I.B) and the error in taking the upper limit +00 is typically less than 5% for 
L>AB· Plotted in figure 3 is the power radiated P, as a function of (kB(l-CB/C)),non­
dimensionalised by the power radiated by a line source, Pc(O) where we have taken the upper limit 
of equation (9) as +00 • We note that for the peristaltic wave propagating at the external speed 
of sound (CB = C) the power radiated is one half the power radiated by a uniform line source 
(CB+oo). 
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Fig. 3 Sound Power Radiated from Peristaltic Wave Motion 

in a Pipe 

-3.2 Large Diameter Pipes((>./a) = 0(1) 

As discussed in section 3.1, this case is not necessarily inconsistent with the imposed 
restriction of plane acoustic waves in the pipe. Indeed, analysis of this case is desirable so 
that the range of values >./a may be established for which the approximation of section 3.1, 
I./a + oo, is an accurate one. This is an important consideration and in the present experiment 
leads to corrections to the predictions of section 3.1 of between 2 and 9 db. Similarly it 
would appear to lead to corrections to the theoretical predictions presented by Morfey of up to 
6 db. 

The simplest case to discuss is that for which CB>C and in fact this is the only case of 
much interest in the present context because the condition kBa<2 leads to small >./a, (>./a<3) 
only for CB>C (refer equation (4) ). 

Consider, firstly, the power radiated, Pc(ka), from a very long uniformly radiating cylinder, 
i.e. a pulsating cylinder of finite diameter. The power radiated for this case with >./a + 0 
(ka + oo) is, of course 

p ( oo) = 1raLpcu2 
c 
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where L is the length of the cylinder and U is the amplitude of the surface velocity. The ratio 
of this power to that determined for the line source having the same surface velocity, i.e. 
as if A7 oo , is (using (10) ) 

a 
p ( 00) 

c 

m 
2 

. . . (11) 
1rka 

c 
The general result for the power from a uniformly radiating cylinder, as a function of~' is 
well-known (see, for example, Morse and Ingard2

) and we have plotted this power, i.e. a 
Pc(ka)/Pc(O) in figure (4). (Included for comparison is the asymtotic curve from equation (11)). 
It is clear from this ftgure that approximating a cylinder as a line source leads to errors in 
predicted radiated power of 6 db at ka = 2. 
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While in the present context the 
cylinder is not radiating uniformly, (CB is 
not infinite) AB is however greater than \ 
and we have used the results for the 
uniformly radiating cylinder (figure (4)) 
to correct the results obtained in 3.1 
(equation (9)). The justification for 
this has been based on an analysis of the 
problem for an infinite cylinder for which 
a solution of the wave equation, which 
satisfies the boundary conditions, is 

u 
<t>=k H ( l)'(k a) 

r o r 

(H0 (l) is the required Hankel function and 
k2 = kB2 + kr2 ). So far the analysis has 
been for asymptotically large ka; we 
recover the uniformly radiating cylinder 
result for kB 7 0, equation (11) and find 

cB in general that the dependence on CB is a 
very small correction for CB>2 to the ~7 oo result presented in figure (4). This C 
conclusion is supported byCanother, less exact analysis. In this case the surface of the cylin~r 
is built up from point sources, all of which are supposed to radiate uniformly into a hemisphere. 
The analysis is then similar to that in section 3.1 with an additional integration from - 1I to 
~- It is interesting that this approximation leads to the exact solution in the two limit~\/a70, 
2 ~ 7 oo and applied to the uniformly radiating cylinder we obtain predictions that are every-

a where within 3db of the exact solution in figure (4). The additional result obtained from 
this analysis is that the correction for ka # 0 to the line source solution of section 3.1 
(equation ( 9) ) is the same for all values of CB and kBL. For these reasons we have felt 
justified at this stage to correct the C predictions from the line source model with the 
results for ka # 0 presented in figure (4). 

IV EXPERIMENTS 

4.1 Experimental Considerations and Techniques 

The initial aim of the experiment was to measure the sound power radiated from a long length 
of pipe, when the sole excitation was an internally propagating plane acoustic wave. Plane wave 
propagation implies the restriction that \B>3a. In addition to this requirement it seemed 
desirable to avoid significant dependence on pipe end restraints and therefore to work in the 
region where the wavelength is much less than the pipe length. These two restraints imply a 
limited frequency range, but, of course, this range may be greatly increased by varying the 
speed of sound of the gas in the pipe. At the same time, this models the case of sound propagat­
ing in a moving fluid in the pipe. 

The sound power radiated was to be measured in a reverberation chamber and tbe pipe length 
was therefore limited and chosen to be 3.5 m. The pipe radius and wall thickness were 5 ems and 
1,.5 mm respectively. For air the frequency range for the experiments is approximately 500 -
2000 Hz, the lower limit corresponding to a pipe length of 5 wavelengths and the upper limit the 
maximum for only plane wave propagation. The use of helium in the pipe extends this upper limit 
to 5000 Hz. 

Rigid PVC was chosen as the pipe material mainly to give a relatively large amplitude 
response. It has, in addition, the advantage.that the ring frequency w

0 
is, for this radius, 





4900 Hz which is within the experimental range. This allows a more detailed investigation of the 
pipe response and a possible assessment of resonant mode radiation since axial, n=O modes occur 
above the ring frequency. The critical frequency wg, however, is 100,000 Hz for helium in the 
pipe. 

Considerable care was taken to ensure that the dominant sound power was radiated by the 
pipe and not from the acoustic source or termination. The ends of the pipe were clamped in 
heavy concrete blocks which provided a well-defined end condition and avoided any problems of 
gas or sound power leakage. The source loudspeaker was mounted within a high transmission loss 
enclosure (TL"'85db), made from a iead lined 6" diameter steel pipe of 3/8" wall thickness, with 
~" steel plates on the ends and placed inside a lead lined box. This source was connected to 
one of the concrete blocks with an '0'-ring seal and a flexible connection, the latter made by 
isolated bolts clamping the flanges of a rubber gasket joint. The transmission loss for 
mechanical vibration was greater than 30 ab. 

To ensure a propagating acoustic wave without end reflection a one metre, cone-shaped 
acoustic termination was made from a chicken wire former and fibre glass wool. This achieved 
an absoprtion coefficient in excess of .98 for kBa greater than .2. A mechanical termination 
which consisted of six tapered 3 mm thick balsa wood fingers, 80 em long attached with non­
hardening mastick to the termination end of the pipe, reduced the amplitude of reflected waves. 
The results presented in section 4.2 demonstrate the effectiveness of this termination. 

The phase variation of the internal acoustic wave across the so,rrce end of the pipe was 
measured and plane wave excitation was confirmed below kB=2. The pipe was not being driven by 
any possible asymmetry in the near field of the source. 

The pipe response was measured in general with 2 gram accelerometers attached to the pipe 
wall with double-sided tape. As the frequency of excitation approached the ring frequency 
the response of the pipe wall begins to depend on the density of the pipe (see section II) so 
that any increase with frequency in local wall impedance due to accelerometer mass must be taken 
into account. For this reason 4 gram, 2 gram and 0.5 gram accelerometers were mounted in turn 
on the pipe and the differing measured accelerations were plotted. These results were then 
extrapolated back to zero mass, for various frequencies, to give the correction to be added to 
the measured acceleration levels. Figure (5) contains these results. 
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Fig. 5 Reduction in Acceleration Level 

4.2 Experimental Results 

4.2.1 Pipe wall response 

All the measurements of sound power rad­
iated and pipe response were made in a rever­
beration chamber. Time - and space - averaged 
sound power levels were obtained with a 
traversing microphone while using a rotating 
vane to diffuse the sound field (particularly 
important for pure tone measurements). Back­
ground noise levels were always more than 15 db 
below the experimental levels. 

At each' of a number of frequencies and for various gases in the pipe,measurements of 
acceleration amplitude and phase were made at 50 axial positions and, for 3 axial stations, at 
30 circumferential positions. Typical results for single frequency excitation (and air inside 
the pipe) are shown in figure 6. 
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Fig. 6 Axial and Circumferential Acceleration Level and Relative Phase of 
Pipe Wall, excited by internally propagating plane acoustic wave 

The axi-symmetry of the response improves as the frequency is increased, probably because 
of the increasing effectiveness of the mechanical termination. At 1000 Hz, an n = 4 standing 
wave is superimposed on the forced n = 0 travelling wave. While the standing wave dominates the 
response, the ratio of this higher order mode is insignificant compared with the n = 0 wave, so 
that even in this case the sound power radiated can be accurately estimated from the forced 
n = 0 wave. The level of the n = 0 response can be estimated from the figure. At 1250 Hz 
and at lSOO Hz the response is very clearly forced and axi-symmetric. 

When the air was replaced by a helium and air mixture in the pipe, the frequency range for 
the experiment was extended and the problem of mechanical reflections entirely eliminated. 
The upper frequency limit for plane propagating waves in the helium mixture was found to be 
5000 Hz. As this limit was approached, the axi-symmetry of the response became almost ideal, 
and the axial variation was reduced to ± 2db, as in figure 6. 

Since the response is independent of the exciting wavelength, all the results may be 
summarised as in figure 7. As discussed in section 4.1, at the higher frequencies both the pipe 
stiffness and the pipe mass influence the response and the measured response has been corrected 
for the influence of accelerometer mass (see figure 5). The agreement between the experimental 
results and the theoretical predictions for pipe response given in section II is very good. 

This is not only true for pure tone excitation. Included in figure 7 are the results for 
excitation with narrow bands ( 1/3 octave) of random noise. 
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4.2.2 Sound Power Radiated 

For pure tone excitation and air in the pipe (so that CB = C) the sound power radiated by 
the pipe was determined using standard reverberation room techniques. 

Theoretical predictions of the power radiated, based on measured values of the pipe wall 
acceleration, were obtained from the results of section III (i.e. from equation (9) (figure 3) 
with a correction for finite pipe diameter obtained from figure 4). The comparison between 
theory and experiment is presented in figure 8. To extend the frequency range of the experimer.t. 
the air inside the pipe was replaced with a helium/air mixture and the results for this case are 
also show~ on figure 8. The agreement between theory and experiment is clearly demonstrated. 
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Similarly, calculations for the predicted 
power radiated, again from the results of section 
III, but based on the r.m.s pressure measured 
inside the pipe and the results of section II 
(equation 3) for the wall impedance, are compared 
with experimental values in figure 9. Con­
sidering the accuracy with which the pipe wall 
response is predicted (section 4.2.1) it is not 
surprising that the agreement is again so close. 
To confirm these results and to "fill in the 
spectrum", random noise was used as the 
excitation source (1/3 octave band) with 
various helium/air mixtures in the pipe. 
Predicted values of the sound power radiated 
based on measured r.m.s. pressures in narrow 
frequency bands inside the pipe again compare 
well with the experimental values, figure 10. 
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4.2.3 The effect of changes in end conditions 

(re 2.10-sN/m2). Plane propagat­
ing acoustic waves. 

Having established a forced n = 0 pipe response to a plane propagating acoustic wave and 
agreement in this case between theory and experiment it is then of interest to examine, 
experimentally, the effects of changes to the end conditions. Firstly the mechanical termination 
was removed. Local measurements of pipe wall response showed much greater variations in 
amplitude ( ± 10 db) and the variations in phase suggested standing waves in the pipe. As .shown 
in figure 11, however, only relatively small changes in the power radiated, occurred. Thoug)l 
further measurements are required this result supports the view that, though resonant pipe modes 
occur in this frequency range, the circumferential mode ·number, n, is, in this cas7, not zero 
but some even number and these modes therefore couple very poorly with the axi-symmetric pressure 
field and similarly radiate inefficiently. Be cause of the high radiation efficiency of the 
peristaltic displacement it therefore appears to remain the dominant source of sound radiation 
from J.ong pipes (i.e. L».>.) . . Similarly a local squeezing of the pipe produced marked changes in 
local accelerations but minor changes in sound power radiated. Somewhat t o our surprise, 
removing the acoustic termination also had a relatively minor effect on the sound power radiated 
for the same r.m. s. pressure in the pipe, (figure 11). It appears to be straightforward to 
extend the discussion of section III to the case of waves of the same frequency travelling in 
opposite directions and this is planned. 
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V DISCUSSION AND CONCLUSION 

It is not surprising that these experiments and the theory presented agree closely. The 
theory is essentially simple and fundamental,and measurements confirmed that the experimental 
design achieved the idealization of the theory, namely a forced axi-symmetric peristaltic dis­
placement. It does seem, however, i mportant to confirm agreement in this case before comparing 
the same theory with a less well defined experiment. This, it seems to us, accounts for the 
present agreement and the discrepancy of up to 25 db which Morfey finds between theory and 
experiment. In the experiments of Heckl5 which Morfey discusses the loud speaker is mounted in 
the pipe and it is not clear what is the contribution of the near field of the speaker to the 
pipe response. Our results suggest that the relatively larger sound powers which Heckl found 
confirm his view that the near field is a significant factor in the sound powers he measured in 
the plane wave frequency region. From our own results this appears likely to be the explanation 
for the discrepancy rather than either finite pipe length or departures from an exactly circular 
cross-section. This local source asymmetry is suggested by Morfey 7 , more recently, as ·the probable 
explanation. 

The present experiments in which the sound source is isolated from the pipe so far support 
the view that, for long isolated pipes (L>>A) and plane acoustic waves, a useful lower bound for 
the sound power radiated can be obtained from the theory presented, considering the pipe ends to 
reflect no mechanical energy. The explanation, as discus sed, lies in the efficiency with which 
the peristaltic displacement radiates acoustic energy and the poor coupling and correspondingly 
low radiation efficiency of the modes where resonant frequencies correspond with the frequency 
of the plane sound waves. Further measurements with various end conditions have yet to be made, 
however, particularly for the case in which the acoustic energy is partially reflected from the 
pipe end. 

Finally it should be pointed out that the results presented are for frequencies between 1000 
and 5000 c.p.s. There is little reason to doubt that similar results will be obtained at lower 
frequencies provided the pipe length remains l arge compared with the acoustic wavelength . It 
is planned to investigate this case with the exi st ing apparatus in an anal ogous way to the high 
frequency case by using a gas with a speed of sound much less than air. This value of CB less 
than l will provide a further check on the applicability of the theoretical result s of~ 
section III. 
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Analytical c.nd exper·irr.ental investigat i ons of the transmission error and the 
d~·namic loading of two mashing ges.rs under actual working conditions, clearly . 
demonstrate that the dynamic loading is predominantly a forced vibration pheno­
menon in which certain resonance harmonics are active. A special new technique 
has been developed to secure the frequency response characteristics due to the 
transmission error as well as the dynamic loading, based on the dynamic signal 
level records and their analyses in 1/Jrd octave band. 

The results thus arrived at through the present investigations, have estab­
lished the f'act that the dynamic loading is a random phenomenon dth a certain 
spectrum of frequency response havir.g a correlation vlith the frequency spectrum · 
of the transmission errors. 

INTRODUCTION 

When the gears are rotating, errors in spacing and form of t he teeth toget her with 
elastic def'orrnation under load act to ·change the relative velocity of t he rotating members 
and produces varying load cycles, thus leading to 'Dynamic 1oad 1 • Though there have been 
some contradictory standards to evaluate i;he dynamic load, it is impor tant to gear engi neers 
that a more rational analysis of dynamic loading, based on e:•:perimental investigations is 
carried out. 

Hence, the object of this paper is to analyse the experimental results of investigations 
conducted by the authors to demor..strate that dynamic loadin£ is preduminantl:r n forced 
vibration phenomenJn in 'l'lhich certain spectrum of fre c,uency response is dependant on the 
frequency spectrum of trar.amission error. It is also important to note the influence of 
tooth flexibility over a contact cycle, on the dynamic lo&ding pattern 30 as to obtain a clea­
rer picture of the phenomenon of the r;earing action. However the results indicate that no 
such detern:ini3tic models fo:;:· dynamic lowing, as advocated by earlier rssearch workers are 
sufficient for all typical applications. 

SUI~VEY 01'' Pli.EVIOUS li.ESbnaH 

In general, the analysis of dynamic lo&d attempted by various researchers can be put 
mr.inly into two categories: (i) analysis of isolated error; (ii) analysis of continuous 
motion. 

Analysis of Buckingham(!), Tuplin(2), Heswick(3) fall i n the group of isolated error 
which seems to be extreme simplification in the design problems. Their analyses are 
applicable to slow speed gears because of the assumption that pitch line velocit i es are 
equal even o.t the time of insertion of erro:i.·. Further damping has net been considered. 
AS.'£ Research Committee (4) was guided '0y the assuu:ption tr.at dt'.l'ing oper·atior., transient 
error causes the tooth asparation follo;ved by conb.ct. with impact. The analJrsi::; of 
Strauch(5) gives an ideo. of forced vibration of gears due to stiffnesa variation. 
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Expel'irr:ents of i>.ttia(6}, l;icmen ;,.nd i'u..ttig(7) ci.lld Uta:;a;1 ~(8) point tv\iurds direct measUl·::: ­
rrcnt of dynamic lo:-.ding . l!::..:..l'b(9) carried >:>ut ne::l::;•n·e u.cl!t ~ of d;t-r.a.r~ic :;tre:; s pdttcrn of 
g::: .;u·::; """de of photo-cl&.:;tic materi~>.ls. Gregory, Ho.rris w ,J. h:unro(lO) atteJlpted continuolJ.s 
mc::...:;ure rr.ent of tz·ansr.1i s :oion cJ.Tvl' of a pair of ~;e-ir.:; by optical method. Zerr.an(ll) intro­
duced a. continuous sin•J.;:.oidal error funct::.o n whi.::h ind.uc~d ci forced v ibr ation. In com>Jell'i­
son vvith the above r esults u.nd t hose of Hou :o ~r(l2) a.nd Lohler(l3), Buckingham's :r,cthcr.( of 
calcula tion of dynalllic lo5.din:; r;ive !:l s0mewtat con.:;erv&.tive results. 

'l'Hi..!·i3idSSI0N E.MGR 

Tra nsn:i;;sion erz·or fol' a ge ur p&ir i s i efir,ad &s a Qeasure of instanta ,,e c-us f luctuation 
frum ideal ovtput motion. T!lc s ::mn:a s fro:>1 nl:ich transmi ssL:r: errur occurs, i nclude: ( a ) 
positiou :::rr<;.r i r. the individual ._: 3;;:.l'::, , (b) installati '"n errors, (c) other miscelhneous 
error:> a.rising fr om the effect of mi sal i znment of shaft coupline:;" o.ud 'oo:;;.rir,gs etc. 

A large amotmt of transmission error· comes from i.::ata lle.tion run-otlts and ec.;entricity 
from ideal tooth position<>. ·:rtey cause a sir,usoidal vs.~·ic..ticn in the transmission error. 

The fre~uency spectrum of transmissL: n error c;.>nta i ns t r.'o ,_;ear speeds s,;. nd a few multi­
ples of t hese as well as tooth me shing f r e c,ue ncy and a fe Y< n;ultipl~ of it. Because cf its 
periodicity transmission errcr may be represeded by the form, 

et "' em+ L:(An Sin n V:-t + Bn co,; n Wt) 

= eiii + IEnSin(n wt + an) •.. (1) 

~ - J,... 2 + 3 2 .s.nd tan an = 
Bn 

- an n -x;-
where em = constant me(;.r• transmission error; E = maxim1.:Ji! value of nth order 

r·esultant · harmcnic component; n = order of hc...rocnic;n 'Vi fun:bmentn.l fre quency; 
t = time meas ured from a specific in:ot ant; a 0 = phase angle. 

Dyna mic lo"-ding of gea.rs is essentially u vitrn.tion pr·oblem and its contributir•g fact:.>rs 
include: (li) :..'lexit ilities of geaJ:' teeth ia cont<"ct , 3.!1:1 ci' gear blarJ{, shaft and te&..rh.g 
supports; (b) tran:;mi:osion error airl eh:::;tic d~fcr r.l5.t ioil e nc'.er loc..d; (c) mass sffect.:; of 
ge.;;.r, sha!'t.s ,;.nd other c onr;a c t.ed lir".ks lind (d) :LJ.;:;pint:: e i'i .; c t. 

lt"'or representatiorl. cf t ~-~e ·c.J. sic i7:ech~nis i~ e> .L d;yna!f;ic. lo~d:.r~ ~f ~ea1·s i n ;:;.. zim~lifieq. 
form, an equivc.lent o;rd.ng-w&.:c;s s"'ste:r. !-.a.s l:::;.::r, ill11strated in Fie . 1. The equation of 
r.:oticn -,,;:th displ;;.ceruent excitst i on Ta:<.y be :;rittc:;:'! as, 

L'e x + c (x - e) + Ke (x - e ) 

tt h:!!r~, 11;0 

mesh; and Ke = 

ml. m.z equivalent mass 
mt. + m.: 

equivt.lent ge u.r t ooth sti/ fness 

the pair of' ,;c;ars in n:esh; x = total disple:.ce l'lent 

displace rnent x1 and x2 ; e = er:i:' '-r f~:nct ion = e 1 + 

of gear pair. 

in te:CT.iS O i-. 

i~l K2 
K 1 + K 2 
xl + x2 

e~ in t crrr:s 
"-

0 ••• (2 ) 

inc': ividual r.~asses of e·~ars 

in tt'rms of tooth stiffness 

in terms of ir..divHual f:ear 

of :!.r.:ii v i:i Uf.i.l ~rror el i .. Ui':i 

uith the ~ubstitution of Z = (x - e), 9(1Uaticn 2 may be rewritt'!n in the form, 

••• (3) 

3ince, error is s inusoidal, e 
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Equation 3 may be ~xpre3sed as, 

MeZ + ci + KZ 

Steady state solution with Z = Z0 Sin(it 

(_i_)2 E 
wn 

- ¢) can be obtained when, 

= 
-1 cw 

tan ------
(K - lvle w 2) 

where, en is the damping factor. 

-1 2Cn 
= ta.n 

1 -

i 
(--.:-) 

n 

••• (4) 

••• (5) 

••• (6) 

For relatively slow speed gears, w/w
0 

<< 1 and Z/E = (w/w
0

)
2 and for high speed 

gears, Z/E approaches unity regardless the value of 0
0 

• 

EXPEIUMEN'rAL SET-UP, TEST l-\BSULl'3 •1.11D DISCUSSIUl~S 

Researches in the field of gearing actiofi indicates that dynamic loading largely 
depends upon the gear tooth flexibility and transmission error. Hence, experimental measu­
rements have been attempted on back to back gear test rig to obtain, (1) the elastic 
b~haviour of tooth; (ii) continuous record of transmission error under .:tctual running 
assembly condition and nature and magnitude of dynarr:ic lo&ding of gears lit its bearing under 
different loads alm speeds. 

The test rig as illustrated in Fig. 2(a), (b) is a pov:er circulating type and has two 
pairs of gears with the same tooth ratio. The gears are accomodated in two cast iron 
housings and splash lubricated. One gear box is fixed on a rigid cast iron base plate 'V'lhile 
other gear box is free to rotate in trunions about the axis of input drive shaft. To get 
necessary leverage for loading, two angle irons are rigidly connected to the base of the 
swivelling gear box. Torque can be locked in the gear s~.r::;tem by putting dead weights on 
the lever or by constraining the loading lever. Universal double hooks joints are used to 
compensate for non-parallelism of the gear axes. 

The tangential load, P on th~ lever is given by P :a w(+) where, p s tangential 
load on the lever, w = load applied in the loading lever, a = centre distance of the machine 
and L = load arm of the lever. 

SINGlE TOOTh STaTIC D£FlliCTIO.N NEASUH.EI.lENT 

For measuring the load on a gear tooth as vvell as the tooth flexibility, tooth deflec­
tion has been measured at slow speed by using electric<:il resistance strain gauge as an 
extensometer as shown in scheme of Fig • .3(a). -The test rig was driven by 2.2 h.p. 29 r.p.m. 
geared motor through 1:10 worm drive and V-pulley r·eduction at about. 1 r.p.m. ·rhe relevant 
gear data. for number of teeth in pinion and gear are 20 and 30 respectively with modules5mm, 
pressure angle = 20• and face width = 20mm. The gear material is EN.36 grade. The applied 
load a.nd measured deflection are pr:>portional for a pc.rticular point of contact and the 
deflection pattern is shown in Fig • .3(b). 

STATIC TRANSMISSIJN ERHOR l\EASUa E:llliENT 

Transmission error, when measured at very slow speed, represents the sum total contri­
bution of all effective errors, which at high speed produce vibration and cause load 
fluctuations on the gear tooth. As any integration of transmission error from the measure­
ments of individual errors can not predict the contribution of actual assembly, direct 
measurement of transmission error has been attempted under different applied loads. Any 
error in eff'ect causes the displacement at the gear mesh and which in turn is represented by 
a certain rot&tion o.f the swivelling eear box. The small instantaneous movement of a point 
close to the trunion :>n the swivelling gear box has been picked up by a specially designed 
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'side ~;.cting gauge' and recor ded as a c ~r;t in•.loU:> r henuu:e ru;.. The go.uge head element a.s 
illustrated in the scheme of Fie. 4 comprises a differential transforw~r with a 'feeler' 
which acts as a ga•.lging tip carr-ied at t he end of a close coiled helical spring. The 
output from th~ gauging tip h~s been amplified and recorded. 

A typical experimental transmission error record is illustrated in Fig. 5 at a trans­
mitted load of 60 kg. Transmission error shows a periodicity. Fourier curve fitting has 
been carried out for such transmission error curves on IBM 1620 Computer. Spectrum analysis 
of transmission error curves taken at different transmitted loads indicate dominance of 
lower ~monies and their immediate multiples corresponding t o t he eccentricities of pinion 
and the gear. Fig. 6 exhibits a lower trend in the amplitude of different dominant harmo­
nics of the tr&.nsmission error with variation of load excepting the third harmonic one. 

In a back to back gear test rig, measurement of the dynamic loading has been taken as 
shown in the scheme of Fig. 7. Measurement of dynamic loading can be accomplished by a 
'load screw' of special design. The load screw has ~t one end an eye-hole which is hinged 
on a rigid concrete-pillar while other end with fine threads holds the lo~ding lever by 
means of a. nut with spherical seating in 01·der to maintain the alignment of the screw. 
Strain ga"€!S are mounted on the central position on opposite face of the load-screw. 

AD,J chan.Je in the load at the gear-mesh will produce corresponding change in the 
b&Ui.Dg reaction ?.'hich ~ill be reflect3d in the change of strain in the 1loe.d acrew 1 • The 
ctraio gauge signal is fed to a Tektronix oscilloscope through strain me asurir.g bridge 
·&'lllli -a low fnquenc::y analyser. 

'Records of ~action variation for different settings of loading nut on the los.d screw 
h&s been illustrated in Fig. 8 and significant harmonics through Fourier component analyses 
-~ ~n shown in Fig. 9. It has been found from the racorda t hat the spectrums of trans­
md.ssion error am reaction fluctuations .in general, r esemble and both show dominance of 
lower harmonics. First harmonic indicates a cyclic variation with load while second and 
t'hlrcl harmonic comp'->nents associated with the eccentricities of gear and pinion respecti'ftlly 
show increasing trend. Other hicher harmonic components exibit decreasing trend. 

Dynamic loading signals hav~ been comphtely analysed in 1/Jrd octave band with the 
help of a B.4Y. type 2112 level recorder having a frequency range of 2Hz to 200,00Ciiz. A 
typical experimenta l level record is shovm in Fig. lO(a) and a dynamic signal level record 
in l/31~ octave band analysis for a load of 176 kg with a speed of 936 r.p.m. is indicated 
in Fig. lO(b). Similar level records under different load s and speeds indicate absence 
of higher frequency. In f act, based on these level records, a complete spectrum analysis 
of dynamic signal h•s been carried out. 

~l ith the help of a frequency analyser, individual f r e y_uencies at different loads .:aDl 
speeds are noted for their amplitudes. Fig. 11 indicates a typical bace of dynamic 
loading for average tange ntial load of 209 kg and a pinion sp~d of 994 r.p.m., whila 
its major fre quency components are given below in their increasing order. Experimental 
rms values obtained for dy1~mic loading for different speeds and loads as shown in Fig. 12 
demonstrate that dynamic loading show peaks between 900 and 1000 r.p.~ indicating reso­
nance there. Fie. 13 and Fig. 14 indicate the eff ect of individual h2rmonic and load 
respectively on the dy na mic loading pattern. Second and sixth harmonics show largo Tal'ia­
tion with load while load effect on third and fourth harmonic is very less. 

For high speed t;earing, having nature.! fre c.uencie s in the higher range, dynamic 
loading because of trs.nsmission error components associated with the gear rot ational speeds 
11ill be less in magnitude, but on the other h<o~nd, t hese loVI f requency transmission error 
components associatud with the liDlltiples of rot at ional speeds l'.'ill be importo..r,t for slow 
speed gears where, in f a ct, these errors are not necessarily kept low and because of slow 
rotational speeds may resonate with lo~<er natural :!.'rec;uencies. 

CON CLUS lOllS 

The present investigations lead t o l;he follov; ill§: importar,t conclusions: 

l) ll:•Mm1c lo;o,d!n; is PJ.'·:!dcminantly o.. forced ~::.t.L· :;.tion pher.onJenon in ';l}: ich certain 
re-sonance harm.:mics ar!l active. 
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2) The tooth flexibility over the contacting cycle influences the transmission error 
and hence profile modifications with th~ knm·;la:i5e of contact flexibility may be extended 
to miLimise transmission error and conse~nently the resulting magnitude of dynamic loading. 

3) The frequency response characteristics of meshing gears as found through the present 
series of investigation . establish that the dynamic lo~-ding is a random phenomenon with a 
ce1·tain spectrum of frequency response dependant on the frequency spectrum of transmission 
error. 

4) The experimental techniques of specially designed 1 side acting gauge·r and the 'load 
screw' as explained by the authors for the measurement of transmission -er!ror as well as 
dynamic lo<:,ding rev~al the kinematic behaviour of gears in mesh under actual working condi­
tion at true centre distance. 

5) The present investigation focusses the important aspect of arriving at the 
correlation l:Jetween transmission error measurement and the consequential dyr.a.mic loading. 
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SQUEEZE FILM MOUNTS FOR VIBRATION 
ATTENUATION IN RIGID ROTORS 
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SUMMARY 

S. Simandiri 
School of Mechanical and Industrial Engineering 
The University of New South Wales 
Sydney, N.S.W. 

This paper investigates the unbalance force transmissibility and rotor 
vibration amplitude of a centrally preloaded rigid rotor running in antifriction 
bearings, which in turn are mounted in squeeze film bearings. Assuming the short 
bearing approximation and constant fluid properties, theoretical data for optimal 
squeeze film bearing design for the rotor bearing system is presented over a wide 
range of operating conditions. Whereas unbalance force transmissibility is a 
quantitative measure of the vibration induced by unbalance forces in the rotor 
mounts as well as of the radial load due to unbalance in the antifriction bear­
ings, monitoring of this transmissibility is most easily done indirectly by 
monitoring the rotor vibration amplitude, to which the unbalance force trans­
missibility is related. Design considerations include the possibility of 
undesirable operation modes, the maximum unbalance for which a squeeze film 
support is superior to the rigid mount, the rotor vibration amplitudes and 
unbalance force transmissibilities at operating speeds as well as during start­
up or shut-down. It is shown that significant unbalance force attenuation is a 
practical possibility with a consequent decrease in the vibration level of the 
rotor mounts and increase in antifriction bearing life, while maintaining 
induced rotor vibrations at an acceptable level. An example illustrating the use 
of the design data is included. 
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Bearing parameter = ~RL 3 I (2mwC 3) 

radial clearance of the bearing 
journal eccentricity 
fluid film forces on journal in the r and t directions respectively 
retainer spring stiffness 
axial width of bearing 
mass of rotor acting at each bearing 
spring preload 
radius of the journal 
unit vectors along and perpendicular to the line of centers respectively 
time 
transmissibility at design speed 
transmissibility at resonance 
unbalance moment 
unbalance = u/mC 
critical unbalance 
unidirectional force on rotor acting at each bearing 
rectangular coordinate system with origin at the center of the bearing 
phase angle between the unbalance force and the rotor displacement 
eccentricity ratio = e/C 
absolute viscosity of lubricant .at the mean lubricapt temperature 
angular position of the line of centers measured in anticlockwise direction from the 
the positive y axis 
rotor speed 
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INTRODUCTION 

speed parameter = ~/w 
jU!np speed 
resonant frequency of the squeeze film damper system 
natural frequency of the retainer spring- rotor system =jK/m 
damping ratio 

It has been shown by several authors that appreciable attenuation in bearing vibration and 
bearing transmitted forces can be obtained by mounting the antifriction or journal bearings of 
rotor bearing systems in appropriately designed damped flexible supports [1,2,3 ]*. On such 
possible support is a hydrodynamic journal squeeze film bearing. Successful applications of such 
squeeze film mounts include Rolls-Royce [4,5],Rover [6],and Pratt Whitney engines [7]. 

At present there is little information available in the literature on the design of such 
squeeze film bearings. This is all the more unfortunate because, depending on operating con­
ditions, improperly designed squeeze film bearings, instead of .attenuating bearing vibrations and 
forces can magnify them, resulting in a worse situation than if the antifriction bearings were 
mounted in a rigid support. Wood [8] describes a quite general design procedure for flexible 
mounted journal and squeeze film bearings, though for different bearing systems than are of 
interest in this inveDtigation, which concerns squeeze film bearings supporting a centrally pre­
loaded rigid rotor mounted in antifriction bearings. Cooper [9] demonstrated theoretically and 
experimentally the possible advantages of such a support system. White [10] extended this 
investigation to demonstrate steady state bistable operation . 

Owing to the nonlinearity of the squeeze film bearing, its behaviour could be dependent on 
initial conditions and a comprehensive analysis necessitates the transient solution of the 
relevant equations of motion. Such a solution was obtained numerically by Gunter [3] for a 
specific operating condition. Using a hybrid computer, possible steady state operation modes 
were investigated for a large variety of operating conditions by Mohan and Hahn [11 ] , again by 
considering the full transient solution. In this investigation, provided the parameter B/o > 10-~ 
only two steady state modes of operation were observed. For centrally preloaded bearings, whereir 
the retainer spring preload balances the unidirectional bearing load and for constant radial 
spring stiffness, the journal centre described synchronous circular orbits about the bearing 
centre with orbit radius dependent on operating conditions, particularly the unbalance U. These 
circular modes of operation have been observed experimentally and can be proved to be stable [10]. 
One of these modes, the inverted mode, has a phase difference between the journal displacement and 
the unbalance force of approximately 180 degrees. It is ~haracterised by relatively small orbit 
radius, low transmissibility and is a desirable mode of operation. The other circular mode, the 
uninverted mode, has a phase difference of 110 degrees or less, is characterised by relatively 
large orbit radiu~, high transmissibility (normally T>1) and is an undesirable mode of operation. 
The possibility of operating in either of these modes, depending on initial conditions, i.e. the 
possibility of bistable operation, was found "to depend on the bearing system design and the 
operating conditions. Refs. [11] and [12] contain unbalance force transmissibility design data 
assuming such synchronous operation modes . 

Owing to the number of design parameters used, the design data of Refs. [11] and [12] is 
somewhat incomplete. By judicious nondimensionalization of the relevant equations of motion, 
it has been found possible to reduce the number of design parameters by one and hence extend 
appreciably the range and utility of unbalance force transmissibility data. Moreover, for 
monitoring system behaviour, for experimental verification of the theoretical model, as well as 
being an important design consideration in its own right, rotor vibration amplitude data is 
desirable. Finally, knowledge of the likelihood of bistable operation during start-up or run­
down, as distinct from such operation at the actual design speed is also of interest. It is the 
purpose of the paper . to provide such comprehensive unbalance force transmissibility, rotor 
vibration amplitude and bistable operation data, thereby enabling the designer to provide squeeze 
film mounts with optimum vibration attenuation. 

THEORETICAL MODEL 

A squeeze film bearing mount for a rotor supported in antifriction bearings is shown 
schematically in Fig. 1. The dimensions of the bearings are exaggerated to clearly show the 
support details. Tlte as.sumptions in Ref. [12] are pertinent here and are repeated for complete­
ness. Thus, it is assumed tltat: (a) the rotoJ: ts J::i,gid; (b) th.e antifriction bearings do not 
introduce significant excitation forces; (c) the rotor is symmetric and forces due to rotor 
unbalance and any other unidirectional forces acti~ on the rotor are symmetrically distributed 
with respect to the bearings; (d) the Reynolds equation for constant fluid properties is 

* Numbers in brackets designate References at end of the paper. 
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applicable; (e) the short bearing approximation is valid; (f) the pressures at the endsof the 
bearing are ambient; (g) the contribution of below ambient pressures to the fluid film forces 
is negligible; (h) the extent of the positive pressure region is the same for complete and 
ruptured films; (i} the rotor is centrally preloaded with constant radial spring sti;ffness; and 
(j) steady state conditions have been reached with the journal (i.e. rotor) centre describing 
synchronous circular orbits about the bearing center. 

The assumption of symmetry is purely for simplicity of exposition and the results could be 
applied with no loss of generality to nonsymmetric rotors with nonsymmetric loading, provided 
gyroscopic effects be neglected. The rotor can then be considered as a point mass acting at the 
centre of the bearing with the mass of the rotor, 2m, and the total unidirectional load 2W being 
equally distributed at the two bearings. Each of the supports can be depicted as in Fig. 2, with 
the outer race of the antifriction bearing forming the nonrotating journal of the squeeze film 
bearing. Assumption (a) limits the operation of the rotor to below the first pin-pin critical 
speed. Assumptions (d) to (h) allow one to obtain manageable expressions for the fluid film 
forces F and F • The reasonableness of these assumptions is discussed in Ref. [12]. Assump­
tions (i) and t(j) are justified in Ref. [11], provided the parameter B/8>10- 2 • 

A 

The equations of motion in the r and t directions then become: 

(1) 

(2) 

Expressions for F and Ft are obtained by integrating the pressure distribution resulting 
from the solution of die appropriate Reynolds equation. Thus (see for example Ref. [ 12]) 

Noting that ¢ - stt 

F 
r 

2].lRL 3 
E

2 st 
c2 0 .,.£2) 2 

2~ - S , equations (1) and (2) simplify to 

~BE 
UosinB 

(3) 

(4) 

(5) 

(6) 

Equations (5) and (6) were solved simultaneously to obtain the design data of Figs. (3) to (11 

DESIGN DATA 

In designing a squeeze film bearing mount for a rotor running in antifriction bearings, one 
has reasonably accurate a priori information about the operating speed range, the rotor mass, and 
other physical characteristics. An estimate of the operating unbalance and the likelihood of 
shock loading, e.g. turbine blade failure, would also be available. To design a support system 
which can operate successfully under the above constraints while minimizing foundation vibrations 
bearing forces and rotor vibrations, a knowledge of the maximum unbalance that can be tolerated 
before the squeeze film bearing mount is worse than a rigid support, of the corresponding rotor 
vibration amplitudes, of transmissibility and rotor vibration amplitude at design speed at normal 
unbalance, of transmissibility and rotor vibration amplitude at resonance and while running up to 
design speed, the likelihood of bistable operation and an estimate of the amount of damping pro­
v;f..ded by the system would all be desirable informat;lon. In this context, transmissibility T is 
defined as th.e ra.tio between th.e forces, excludtng pt'eload, transmitted to the foundations and 
the unbalance force at that speed. A transmissibility less than one indicates that the squeeze 
film bearing mount has attenuated foundation vibrations and antifriction bearing forces and so, 
on both accounts, is superior to a rigid support. The unbalance at which the transmissibility 
exceeds one, or at which the uninverted operation mode is possible is termed the critical 
unbalance U • It indicates the upper limit of unbalance for which the squeeze film bearing 

' mount is usiful. 
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To he~p ~n~e:stand the ~ualit~tive behaviour of the bearing while running up to design speed, 
the transm1Ss1b1l1ty and orb1t rad1us amplitude ratio frequency responses for a range of unbalance 
values are given in Figs. 3 and 4 for a typical bearing parameter B = 0.1. For unbalafice 
U < 0.05, the maximum values of T and E/U are independent of unbalance. Thus for u < 0.05, the 
system displays typical linear behaviour. For higher unbalance these maximum values decrease as 
the unbalance increases, indicating increasing non-linearity. 

Using the maximum (resonant) transmissibility Tr and maximum (resonant) amplitude ratio 
(E/U)r , and the corresponding resonant speed nr for unbalance U = 0.05, the damping ratio ~ and 
the frequency responses forT and E/U may be calculated by linear theory (e.g. Ref. [13] using: 

r; 1 
~ 

(7) 

Jl+ (2~ g )2 
n 

T r 

j[l- (~r) ~' + eng ) 2 
n 

r 

(8) 

(g ) 2 

E n 
r -u= (9) 

[1 - (~) J 2+ [<~) g J 2 
£ r n r r 

This response is also shown in Figs 3 and 4. As expected, the agreement between the linear 
theory curve and the more exact nonlinear theory curve is excellent. On repeating the procedure 
for unbalance as high as 0.2 the difference in the respective frequency response curves is still 
acceptable. Hence, for values of unbalance U < 0.2, the frequency responses can be predicted with 
reasonable accuracy using linear theory if nr, Tr and (E/U)r be known. 

Fig. 5 gives values of nr, Tr, (s/U)r and ~ for a wide range of bearing parameter B and for 
unbalance U < 0.2. On the basis of the above discussion, one can use Fig. 5 to calculate the 
approximate frequency responses for any unbalance U < 0.2 using linear theory. One can see that 
to minimise the force transmitted to the foundations at resonance, whieh for a given unbalance is 
di~ectly proportional to Trn~, one should use as high a value of bearing parameter B as possible. 
As may be seen from Fig. 5 a high value of bearing parameter B is physically equivalent to a high 
value of damping as indicated by ~ . 

For unbalance U > 0.3, the possibility of bistable operation is clearly demonstrated. Thus 
for U = 0.4, 'jump' can take place from the uninverted to the inverted operation mode, llt 8 > 2.6. 
The lowest speed at which such bistable operation is possible is referred to in the literature as 
the jump speed. Jump speeds are a function of the bearing parameter B and the unbalance U as 
shown in Fig. 6. No data is given for B < 0.075, as such low values of B increase the possibility 
of undesirable nonsynchronous operation modes noted in Ref. [11]. 

As may be seen from Fig. 6, increase in unbalance U and in bearing parameter B tends to 
increase the jump speed. This is not necessarily advantageous, for as may be seen from Figs. 3 
and 4, high values of unbalance U suppress inversion and involve unacceptably high transmissibili­
ties and amplitude ratios even at speeds well past the system natural frequency. The possibility 
of suppressing jump for unbalance U < 0.4 by increasing the bearing parameter B is of interest, 
for B may be increased by increasing the lutricant viscosity ~' decreasing the support stiffness 
K or increasing the bearing clearance C. 

Fig. 7 depicts the dependence of the critical unbalance Uc on the bearing parameter B over 
a range of operating speeds. The lines of constant orbit radius £ are also shown. Owing to the 
.di~ficulty of ~nte~polatton for low values of B, the critical unbalance data of Fig. 7 is 
replotted in Fig. 8 using B/o as the abscissa instead of B, To the right of the curve maxima, 
no jump has occurred before the transmissibility has reached one whereas to the left of the line 
it is the jump to the uninverted mode of operation whi~h limits the unbalance. Figs 9 and 10 
relate the transmissibility T and orbit radius E over a range 6f operating speeds to the bearing 
parameter B for the following three values of unbalances: (i) critical unbalance, (ii) SO% of 
the critical unbalance and (iii) operating unbalance estimated to be some low value such as 0.05. 
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Figs. 9 and 10 are dependent on Fig. 7 (or Fig. 8) for if one wishes to find T or s for some 
value of B and U, then in general Uc would need to be first found from Fig. 7 (or Fig. 8) before 
interpolation is possible. 

Figs. 7 to 10 indicate the desirability of operating as far above the system ~atural frequency 
as possible. This suggests using as low a value of w as possible, though some spring stiffness is 
required for preloading the journal to the center of the bearing. At all speeds, for a given un­
balance U, the transmissibility T increases with increasing bearing parameter B. Also, the 
critical unbalance Uc reaches a maximum for relatively small values of bearing parameter B. These 
considerations argue for low values of B, though in all cases B > 0.075 to avoid nonsynchronous 
operation modes. Since low values of B involve high transmissibility and amplitude ratio at 
resonance, the designer has to choose a value of B sufficiently high, but no higher than necessary 
to permit easy passage through resonance. 

Fig~ 7 to 9 illustrate the wide range of operating conditions for which a squeeze film bear­
ing mount attenuates unbalance forces and hence, the vibration level of the rotor mounts. A 
transmissibility of 0.2 indicates that unbalance forces are attenuated by a factor of 5 and the 
mount vibration amplitudes can be expected to decrease by a similar amount, presuming, of course, 
that the induced rotor vibration amplitudes as given in Fig. 10 are acceptable. If these forces 
comprise a major portion of the bearing forces the bearing life can be expected to be 125 times 
that obtained with a rigid support. Provided one designs away from critical unbalance regions, 
accuracy in estimating the bearing parameter B and the unbalance U is not critical. Thus, pro­
perly designed squeeze film bearings can dramatically increase the antifriction bearing life 
obtainable with rigid supports, and result in significant reduction in the vibration level of the 
rotor foundations.without inducing excessive rotor vibration. 

Figs. 7 to 10 also indicate what corrective measures can be taken should the unbalance in an 
existing system .be excessive. Normally, alteration of the system damping by varying the bearing 
parameter B would be simplest and may be achieved by varying the lubricant viscosity and/or the 
bearing clearance. Increasing bearing clearance also reduces the unbalance, and hence, can be 
doubly effective in attenuating unbalance forces and minimising rotor vibrations. 

NUMERICAL EXAMPLE 

Suppose it is required to design a squeeze film damper support system for a horizontal gas 
turbine rotor running in antifriction bearings. The support system should be able to withstand 
impact loading owing to failure of two blades. Given: rotor mass = 56 kg; unbalance moment = 
0.0004 kg m, somewhat larger than anticipated in normal turbo machinery [14]; extra unbalance 
moment owing to each blade loss = 0.0016 kg m; operating speed = 18,000 rpm; antifriction bearing 
outer diameter = 100 mm. Symmetry of rotor and loading is assumed. Choosing circumferentially 
grooved bearings, there are actually four squeeze film bearings. Hence, for each bearing m = 
14 kg and u can increase from 0.0001 kg m to 0.0009 kg m. 

To obtain U and Uc, one has to estimate the clearance C and the speed parameter o. Assuming 
o > 4 and 0.15 < B < 0.6, Uc from Fig. 7 or Fig. 8 is about 0.4, giving C = 0.1R mm, and U = 0.044 
This value of clearance is adequate, though it is a little higher than recommended for journals 
have a diameter of 100 mm [15]. 

Choosing o = 10, the retainer spring stiffness is 4.95 x 10 5 N/m. The static deflection due 
to rotor weight would be 0.28 mm, which is greater than the clearance and if the journal were not 
preloaded, it would touch the bearing during start-up unless otherwise restrained. A bearing 
parameter B of 0.5, corresponding in Fig. 5 to a damping ratio s = 0.65 should provide sufficient 
damping to allow passage through resonance while still providing low transmissibility at operating 
speed and allowing for a high critical unbalance. Thus, from Fig. 7 or Fig. 8, He = 0.42, ensur­
ing that the bearing system is superior to a rigid support even when two turbine blades fail. 
From Fig. 9, the transmissibilities at maximum and at normal operating unbalance are about 0.4 andl 
0.17 respectively. Thus the squeeze film bearing attenuates the unbalance forces sixfold under 
normal operating conditions. The corresponding unbalance forces per bearing of 3420 N and 360 N 
are attenuated to 1370 N and 61 N and,from Fig. 10,result in rotor vibration amplitudes corres­
ponding to orbit eccentricity ratios of about 0.5 and 0.07 respectively. 

The runnin~ up characteristics of this rotor can be predicted from Fig. 5. At normal 
I unbalance (i.e. U = 0.044) Tr is about 1.5, (s/U)r is about 0.5, nr is about 1500 rpm, and 
· s is about 0.65. The transmitted unbalance force would te 2.5 Nand the orbit eccentricity ratio 
. would be 0.02. On decelerating from design speed after blade failure, Fig. 5 is no longer 
relevant. However, Fig~ 3 and 4 suggest that the tran~issibility and amplitude ratio at 
resonance would be somewhat lowered. According to Fig. E no jump will occur. Hence the rotor 
should manage to decelerate safely. 
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FIG. 9. Variation of transmissibility with bearing parameter, speed parameter and unbalance. 

FIG. 10. Variation of rotor vibration amplitude with bearing parameter, speed parameter and 
unbalance 
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Once suitable values for bearing parameter B, speed parameter 8 and clearance C have been 
obtained, the lubri·cant and bearing length can be chosen to suit. A value of L equal to 18 mm 
satisfies the L/D requirement for the assumed short bearing approximation and would require the 
average viscosity of the lubricant to be 5.3 x 1o-2Ns/m2

• Such a viscosity can be obtained from 
available oils for average operating temperatures between 25°C to 90°C. 

CONCLUSIONS 

(a) The design graphs in this paper allow for the design of centrally preloaded squeeze film 
bearing mounts for rigid rotors over a wide range of operating conditions based on considerations 
of unbalaqce force transmissibility, rotor vibration amplitude, maximum unbalance for which the 
squeeze film 'bearing is superior to a rigid mount, and avoioance of bistable operation. 

(b) There is a wide range of operating conditions for which a squeeze film bearing mount is 
capable of significantly attenuating unbalance forces and consequently, attenuating foundation 
vibrations and prolonging antifriction bearing life while maintaining the induced rotor vibra­
tions at an acceptable level. 

(c) The bearing parameter B and hence, the damping of an existing system may be altered 
significantly by varying the lubricant viscosity and/or the bearing clearance. Increasing bearing 
clearance also reduces the unbalance, and hence, can be doubly effective in attenuating unbalance 
forces. 
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VIBRATION SIGNATURE ANALYSIS- TECHNIQUES AND 
INSTRUMENT SYSTEMS 

R. B. Randall 
Bruel & Kjaer 
Naerum, Denmark 

Vibration signals measured at the external surfaces of a machine contain a 
great deal of information as to the internal processes and a number of monitoring 
and analysis techniques can be applied to extract information from these signals. 

This paper discusses the area of applicability of the various techniques, 
which fall into three main categories: 

(i) Field measurement with portable instruments. 
(ii) Field recording followed by detailed analysis. 
(iii) Permanent on-line monitoring. 

Principles for the selection of suitable instrumentatton and data processing 
systems are discussed, with respect to the types of information which can be ex­
tracted, the degree of complexity of the machine, and the amount of data to be 
handled. 

The most important analysis technique is narrow band spectral analysis, and 
this can be carried out by normal swept-frequency techniques, high-speed swept 
frequency techniques or real-time analysis techniques. Where required, the spec­
trum can be obtained in digital form from analogue analyzers or by direct digit­
al analysis. Other useful techniques include time domain averaging and cepstrum 
analysis. 

Practical cases associated with machine health monitoring in a number of 
chemical plants are included as illustrations and a comprehensive bibliography 
is given in the paper. 

It is a well-known fact that an experienced mechanic can detect by ear the development of 
many faults in for example an automobile engine, to the extent that the sound "signatures"of many 
such faults have acquired standard names: 11 piston slap", "bearing knock"; "pinging" etc. 

The concept of "vibration signature analysis" is in principle very similar: machines in good 
condition generally tend to have a fairly stable vibration pattern, which can be considered as a 
"signature". Changes in the internal conditions are often reflected by changes in the vibration 
pattern which can then be detected by externally mounted pick-ups while the machine is in opera­
tion. 

The ability to monitor the condition of machines while in operation is very useful in preven­
tive or "predictive" maintenance of continuously operating plant such as in the power generating 
and chemical industries, but the technique could also be of ~onsiderable use in machine develop-

. ment. The present paper is a general discussion of the many measurement and analysis techniques 
which have been and can be applied in "vibration signature analysis". The emphasis is laid on vi­
bration rather than sound measurement because in the majority of cases this can be used to elim­
inate the further transmission process from the machine surface to the microphone. Furthermore, 
most of the information will be present in the vibratiqn signals measured at the bearings, since 
it is here that most of the dynamic forces are transmitted from .the moving parts to the housing. 
(

11 Bearings" are taken to include sliding bearings such as cylinder walls in reciprocating rna-
. chines). 
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The three main ways in which vibration measurement and analysis can be used for machine mon­
itoring are: 

(i) Field Measurement with portable equipment. 
(ii) Detailed laboratory analysis usually involving tape recording in the field. 
(iii) Continuous monitoring with permanently installed pick-ups. 

Before going into each of them in detail, it is as well to give a general indication of 
their areas of applicability and thus to put them in perspective. 

Portable measuring instruments have the advantages of being relatively inexpensive and simple 
to operate and although they are limited to the measurement of overall vibration level or perhaps 
selective measurements at a few individual frequencies, this is adequate for the vast number of 
simple machines on most plants, eg. motors, pumps, fans etc. 

The signals from more complex machines such as gearboxes, turbines, c6mpressors and recipro­
cating machines will generally require more sophisticated analysis, at least to realise the full 
detective and diagnostic power which vibration monitoring can offer. This will mostly be justi­
fied with the more valuable and critical machines in the continuous process industries, where 
there are considerable benefits to be gained from more advance knowledge of impending failure and 
a better indication of its nature so that shutdown time can be minimized. 

Finally, continuous monitoring will find application with the most critical machines, to 
guard against rapidly deteriorating situations and allow shutdown before catastrophic failure 
occurs. It is also useful for guarding against unstable areas of operation such as critical shaft 
speeds and oil whip in journal bearings. 

Intermittent detailed analysis can often be used to advantage to supplement continuous mon­
'toring on the same machine, the former giving more information about normal wear processes and 
the latter givin~ protection against sudden failure. In fact, in some industries it will be bene­
ficial to emp~ all three types of vibration monitoring in parallel in the same plant. 

TRANSDUCERS AND PREAMPLIFIERS. 

Regardless of the further processing of the vibration signal, it has first to be converted to 
an electrical signal by a suitable transducer. Three types of transducers are currently in common 
use, which measure acceleration, velocity and relative displacement respectively. 

For measurement of absolute motfon, acceleration transducers, known as "accelerometers", are 
to be preferred for the following reasons. 

{ i) They have a very wide freque'ncy range ~nd dynamic range. 
{ii) They have small mass and physical dimensions. 
{iii) They are very rugged, and have no moving parts. 
(iv) The acceleration signal can easily be integrated electronically to obtain a signal 

proportional to velocity or displacement, whereas the inverse process of differen­
tiation is of dubious validity. 

Velocity transducers were the first to be developed but have now been superseded by acceler­
ometer$ in virtually all respects. 

Relative displacement transducers are quite commonly built into large machines, but are pri­
marily useful in cases where for example maintenance of working clearances is of greatest impor­
tance (1) and their .. use for signature analysis is limited by the frequency restriction inherent 
in displacement measurement. 

Accelerometers have a high internal impedance, but this problem is now easily solved by using 
transistorized preamplifiers which convert from a high to a low impedance and which at the same 
time can be used for signal conditioning such as amplification and integration. Two types of pre­
amplifiers are in use, "voltage preamplifiers" and "charge preamplifiers". The latter, though more 
expensive, are normally to be preferred as they give an output voltage which is independent of the 
cable length from the accelerometer. For further information see Ref. {2). 

PORTABLE INSTRUMENTS. 

When monitoring with portable instruments, it is desirable to simplify the operation as much 
as possible so that it can be carried out by people with a minimum of training. 

It has been found from experience covering many types of rotating machinery that velocity is 
the best indicator of vibration severity over a wide frequency range. One explanation of this is 



that constant RMS velocity represents constant vibrational energy ie. components at different 
frequencies are weighted according to their energy levels. A common method of determining the vi­
bration severity of a machine therefore, and one embodied in several standards( (3), (4), (5)), is 
to '!Ieasure the RMS value of the velocity over a wide frequency band (e.g. 10 - 1000 Hz) in order 
to 1nclude the effects of a large number of possible sources, and cater for a wide range of ma­
chines operating at different speeds. 

These standards, in addition to specifying the method of measurement, also give recommended 
criterion levels, as illustrated in Fig.l. One must be careful not to give these absolute levels 
too much weight, however, since they are derived as averages over large numbers of machines and do 
not necessarily apply to any particular one. Reference (1), for example, describes how measure­
ments of mechanical impedance at the bearing housings of a number of machines in the same class 
revealed a very wide range (:>10:1) indicating that the forces resulting in a given velocity level 
would also vary over this range. 

Another approach is to use the vibration level when the machine is known to be in good con­
dition as a standard and take departures from this as the criterion of deterioration. The stand­
ard criteria (eg. Fig. 1) are still useful as a guide here, since the separation between the dif­
ferent grades there is 8 dB, and an increase of 20 dB is sufficient to change the classification 
from 11 Good 11 to 11 lnadmissible 11

• 

Frequency Analysis 

It is also possible to do some frequency analysis using portable equipment, and this is use­
ful for two reasons: 

(i) A rise in overall RMS level will indicate that something has changed internally but 
not give any information as to the cause. Frequency information can often indicate 
the source of a change as discussed under 11 Detailed Analysis ... 

(ii) Changes in minor spectral components, which may be the first indication of incipient 
fa i1 ure, wi 11 not always affect the overa 11 RMS 1 eve 1, but can be pi eked up by spec­
trum monitoring. 

The two requirements are to some extent in conflict, since the first requires a narrow band 
resolution which would result in too many readings if it were desired to cover the complete spec­
trum for the second purpose. In practice therefore, some compromise must be made, with emphasis on 
one or the other factor. 

A suitable portable battery-operated vibration monitoring set is illustrated in Fig. 2, 
housed in a rugged carrying case. It consists of a vibration meter with inbuilt charge preampli­
fier, capable of measuring RMS velocity according to the above-mentioned standards, but also ac­
celeration and displacement. In addition there is a tunable narrow-band filter with bandwidths of 
7% and 15%. With respect to the filter, it should be mentioned that bandwidth is not the only fac­
tor determining the resolution capability. The steepness of the filter characteristic outside the 
passband, as indicated by the 11 Shape factor 11 or 11 0ctave selectivity .. , is also very important. 

Alternatively, some people prefer to monitor over a frequency range of 3 decades or so (6), 
so as not to miss changes which could occur at any frequency. Where the results from a large num­
ber of machines have to be noted down manually, it is not practicable to do this in bandwidths 
less than one octave. For this case a standard sound level meter with octave band filter set can 
be used, particularly if it has an integrator allowing measurement of velocity and displacement. 
The fact that the sound level meter is very useful in its own right will often influence this 
choice. Use of a l/3-octave filter set represents a mid-way compromise. 

DETAILED ANALYSIS 

Using a portable tape recorder it is possible to bring the vibration signals into the labo­
ratory where more detailed analysis can be carried out on them. The 1aboratory instruments are 
sometimes taken on-plant or to a control room to which the signals are led by long cables, and 
this may be suitable for individual measurements but it is not practicable for a regular moni­
·tori ng scheme. 

Tape Recording and Playback 

The tape recording is an important part of the procedure, so it is worth discussing it in 
some detail. Firstly, the tape recorder itself should be chosen with care. Two recording princi­
ples are in common use viz. Direct Recording (DR) and rrequency,Modulation (FM). Their relative 
merits are listed in Table 1. 
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DR FM 

Dynamic Range (narrow band- typical) 70 dB 60 dB 
Lower Freque;lcy Limit 2.5 Hzx DC 
Upper Frequency Limit (typical) 50 kHz .10 kHz 
Amplitude Stability acceptable excellerat 
Phase Linearity poor good 
Preservation of Recorded Information acceptable good 

xPlayback speed lOx recording speed. 
Table 1. Comparison of DR and FM recording techniques. 

Perhaps the best compromise is a recorder with two channels FM (fot most measurements) and 
two channels DR {for frequencies >10 kHz). It should of course be portable and battery-operated. 

Since the tape recorder is likely to be the most limiting factor in determining the dynamic 
range of the system, it is wise to choose that parameter for recording (acceleration or velocity) 
which has the flattest spectrum, regardless of which is to be used for final evaluation. Conv~r­
sion between the parametersis of course straight forward once a narrow band spectral analysis has 
been carried out. 

There are several possibilities for playback of the signals for analysis: 

(i) Continuous playback from the original tape reel. This will require unreasonably long 
r~cording times where analysis time is long. 

(ii) Make up loops by cutting up the original tape reel. This is impractical for large 
numbers of signals. 

(iii) Record directly on loop cassettes in the field. Also impractical for large numbers 
of sfgnals. 

{iv) Record over from the original tape reel to another recorder with permanently mounted 
tape loop for analysis. Requires two recorders. 

In all cases where analysis is made from a tape loop, it may be :found desirable to use a spe­
cial weighting function to eliminate the effects of the tape splice (8, 9). 

A better solution than {iv) would generally be to use a Digital Event Recorder in place of 
the second tape recorder since this elimin~tes the noise of the splice as such and allows a con­
siderable reduction of analysis time by frequency transformation (9), as discussed later. 

Spectral Analysis 

The most usual analysis performed on the signals will be spectral analysis for the reasons 
already given, and in the laboratory it is possible to perform relatively narrow band analysis 
over the whole frequency range. It has been found that for many machines, the vibration power spec 
trum is very stable from time to time and even between different machines of the same type. This 
is the basis of a scheme developed by the U.S. Navy for onboard maintenance, and reported in 
Ref. {7). Shutdowns were based on departures from the envelope of standard signatures (Fig. 3) and 
the method was found to be justified by a statistical study of a large number of cases. 

The question arises, however, as to the best way of presenting the results of such an analy­
sis, and once again there is a conflict between covering a wide frequency range and requiring a 
fine resolution for diagnostic purposes. 

To cover a wide frequency range it is natural to use a logarithmic frequency scale, and then 
use of a constant percentage bandwidth (which gives uniform resolution) is almost unavoidable. 
Other reasons for using a logarithmic frequency scale (though not necessarily constant percentage 
bandwidth) are: · 

{i) Small changes in machine speed from time to time will only cause a lateral shift in 
the spectrum thus simplifying comparison. 

{ii) Some relationships can most e~sily be seen in a log-log representation. 
On the other hand if the signal being analyzed has a high harmonic content (e.g. gearbox 
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vibrations) then it can be an advantage to obtain the analysis on a linear frequency scale with 
constant bandwidth which gives uniform resolution and equal separation of the harmonics. This 
point is discussed further under "Cepstrum Analysis". 

The answer perhaps lies in using (approximately) constant percent~ge bandwidth analysis on a 
logarithmic frequency scale fo:- detection of change, and constant bandwidth on a linear frequency 
scale for detailed diagnosis of changes. The same analyzer can perform both functions if its 
"constant" bandwi dt~ can be made to step up automatically with increasing frequency, and if it has 
both linear and logarithmic frequency sweeps. 

Analysis Methods 

There are three main ways in which the power spectrum can be obtained: 

(i) 

(ii) 

(iii) 

Using a narrow band sweep frequency analyzer (constant or constant percentage band­
width). Analysis time typically 10 to 60 min. (See Ref. (10) for details). 
High speed analysis using the same equipment as in (i) but with the addition of a 
Digital Event Recorder with which large speed transformations can be made on ·play-
back, thus increasing analysis speed considerably {9). Fig. 4 shows a typical in­
strument setup. Analysis time typically~ to 3 min. 
Real-time analysis using either the time compression principle (similar to (ii))or 
Fast Fourier Transform (FFT) techniques, and where the spectrum is continuously dis-
played on a screen. Fig. 5 shows a 400 line time compression analyzer. 

Method (i) is only practicable where not many analyses have to be made, but it is worth ex­
amining the relative merits of (ii) and (iii), which are discussed in some depth below: 

High Speed Analysis (ii) is somewhat cheaper in instrument cost than real time analyzers, typical­
ly i the cost of a Time Compression Analyzer and l/4 the cost of an FFT analyzer. The saving is 
considerably more for people who already have the basic analysis system (i). It is also somewhat 
more flexible, the same setup offering both constant and approx. constant percentage bandwidth, 
log and linear frequency scales, and variable resolution up to the equivalent of 2500 lines. · It 
can also be an advantage to be able to use the individual instruments separately; eg. the Digital 
Event Recorder has a multitude of other uses, and on the few occasions where 2500 line resolution 
is not adequate it is still possible to revert to a normal analysis setup to obtain any desired 
degree of resolution. 

The same flexibility can be obtained with a real-time analyzer in combination with a general 
purpose computer, but this is of course even more expensive. 

Real-Time Analysis (iii) has the principal advantage of being real-time, thus allowing the effects 
of chang1ng cond1ti0ns to be observed as they occur. In some cases, a transient phenomenon con­
tains most information about the occurrence of damage, eg. turbine blade failure (11). 

The use of digital averaging of a number of successive spectra to give adequate statistical 
reliability in the case of random signals can also be a considerable advantage in some cases. With 
the method (ii) the statistical reliability can only be improved by increasing bandwidth, but even 
so a 250 line (bandwidth) spectrum can be achieved with an RMS deviation ~1~ dB. (BT product 10). 

FFT analyzers have the additional advantage of being able to calculate cross correlations, 
cross spectra, transfer functions etc. thus providing considerable additional diagnostic power. 
{ 12). 

Spectrum Diagnosis 

The frequency at which a change in the spectrum occurs gives very important information as to 
the likely source, which is often related for example to the running speed. 

The types of faults which can be detected and perhaps diagnosed from a frequency a~aly~is 
(see also (1), (6), (7), (11), (13), (14), (15) ) include unbalan~e (at s~aft speed! pr1ma~1ly . 
radial), misalignment and bent shafts (shaft speed and low harmon1cs, rad1al and.axlal), o1l.wh1p 
(just less than half shaft speed) a~d ~eveloping turbulence . (b~ade and vane ~ass1ng frequenc1e~). 
Changes in natural frequencies can 1nd1cate crack growth or bu1ld-up of foul1ng. Local faults 1n 
rolling element bearings manifest themselves at frequencies corresponding to t~e rates of impact 
of the fault but also at higher frequencies (typically 20 - 60 kHz) correspond1ng to component 
natural frequencies (16, 13). Fig. 6 (from Ref. (16))shows the effect of induced pitting in an in-
ner race. 

Growth of sidebands indicates modulation at frequencies corresponding to the sideband spac­
ings. This can for example indicate faults which cause modulation of the tooth meshing pattern in 
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a gearbox {see later example). As another example, blade natural freque ·1cies tend to frequency 
modulate the corresponding blade passing frequencies, providing another means of detecting these 
natural frequencies. 

Cepstrum Analysis 

Since in a complex spectrum it may still be difficult to see the growth of sidebands by eye, 
and in particular to judge the re 1 ati ve importance of various modulating frequencies, this pro­
vides an application for "Cepstrum Analysis". In simple terms this is a method for detection of 
periodic components in a spectrum {eg. harmonics, sidebands) and consists in carrying 0ut a fre­
quency analysis of the (logarithmic or dB) power spectrum itself. The spectrum must be on a line­
ar frequency scale with constant bandwidth. Reference (18) contains a detailed discussion of the 1 

basic concepts, methods of obtaining the cepstrum, and the application to gearbox fault diagnosis . 
. Fig. 7 shows how the instruments from Fig. 4 can be used, while numerical (FFT) computation in a 
general purpose computer can alternatively be used (18). 

Example 

The following example illustrates several of the concepts discussed. The measurements were 
made on a gearbox (mounted between a gas turbine and a generator) immediately prior to and short­
ly after a maintenance shutdown. The gearbox was primarily shut down to replace the internals, 
since fretting between the gearwheels and the shaft had been detected during an inspection 6 
months earlier. The vibration signals before overhaul had also indicated misalignment, which was 
confirmed and corrected during the shutdown. 

Fig. 8 shows 3% bandwidth analyses of the two signals compared as velocity, and it can be 
seen that the realignment has improved the VDI 2056 classification from "Just tolerable/Not per­
missible" to "Allowable .. , the overall RMS velocity being dominated by the components at the two 
shaft ~peeds (50 -and 85 Hz). 

It should be noted that the first signal 11 Before repair .. was recorded as acceleration and 
integrated to velocity on playback. The noise level of the tape recording can clearly be seen, 
confirming that it is best to record the parameter with the flattest spectrum. 

Another point of interest is that at the tooth meshing frequency and its harmonics it is dif­
ficult to determine from these 3% spectra that a significant change has occurred. The third har­
monic has even risen in level slightly after repair. Fig. 9 shnws constant bandwidth analyses of 
the same two signals on a linear frequency scale (this time as recorded since the overall slope 
of the spectrum is of secondary importance). The presence of sidebands around the tooth meshing 
frequency and its harmonics is now much more in evidence in the signal taken 11 Before repair 11

, 

whereas the three harmonics stand out clearly "After repair ... Fig. 10 shows cepstra corresponding 
to the spectra in Fig. 9 and this shows up the difference even more clearly and at the same time 
confirms that virtually all the modulation is occurring at the speed of the high-speed shaft (85 
Hz}. 

Time Domain Analysis 

Spectral analysis, though very powerful, does not appear to be a universally applicable tool. 
For example, in the paper by Priede & Groverfrom -Ref. (15) it is mentioned that with reciprocating 
machines, and in particular diesel engines, the vibration exciting forces tend to be impulsive in 
nature, thereby exciting the natural frequencies of the engine structure. Faults are therefore 
more likely to show up as changes in the various parts of the time signal rather than as a change 
in the spectrum (Fig. 11). The time signal also contains information on individual components (eg. 
particular gear teeth) which is averaged out in the frequency spectrum (13). A technique which can 
be useful in cases such as these is to overlay digitally the vibration signals from many machine 
cycles, triggering at the same point each time, and thus enhancing the regularly repeating phe­
nomena with respect to random fluctuations (13, 14). 

Data Handling 

Where it is desired to monitor a large number of machines, it would be very time consuming to 
carry out visual comparison of the appropriate vibration characteristics (eg. spectra) and there 
will be considerable advantage in digital processing of the data. Real-time analyzers normally '· 
have the option of a digital output either to a computer or paper tape punch. It is also possible 
to obtain the spectrum in digital form from the high-speed analysis system shown in Fig. 4 by the 
addition of a Dig;ital Encoder and Tape Punch (19). The analysis speed is then normally limited by I 
the puncher and is thus as fast as when the output is obtained in this form from a real-time ana­
lyzer. One advantage of intermediate storage of data o~ paper tape is that it can provide a means 
of interfacing with large computers (eg. via a time-sharing terminal) with stringent requirements 
on data format. Where possible, however, considerable time can be saved by direct read-in of the 
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data into the computer. 

Ref. {19) gives one approach to the problem of programming for automatic spectrum comparison. 

Other advantages of digital processing of spectra are: 

( i) 

( i i ) 

It is possible to carry out statistical analysis and thus obtain more valid infor­
mation about trends, likelihood of failure etc. (Stewart (14) ). 
Cepstra can be calculated by an FFT program, possibly written in a high-level lan­
guage such as Fortran (18). 

It should be mentioned that with a suitable input-output device such as a Digital Event Re­
:order, a mini-computer with external storage (tape, disk, or drum) can be used to perform spec­
trum analysis by programmed FFT methods, plus all the other data processing mentioned. The main 
ji sadvantages are that programming waul d normally have to be in assembler language, and that pro­
~rammed FFT is slow compared with hardware (typically 1 s). 

JERMANENT MONITORING 

Most permanent monitoring systems monitor a single quantity such as band-limited RMS velocity 
in the same way as a simple portable meter, and most of the same considerations apply. The main 
jifference lies in the extremely high reliability required, and for example special consideration 
nust be paid to ruggedness of cables, avoidance of noise pickup etc. Care must also be taken that 
the monitor does not give false alarms as a result of electrical mains transients, external me­
chanical shocks and suchlike. This can be achieved by requiring that the monitored level is out­
side the set limit for the whole of a set time delay. It is also desirable for the operator in the 
event of an alarm to be able to check quickly that the monitor is adjusted and functioning correct 
ly. . . 

Fig. 12 shows a single channel monitor with many desirable features; a rugged waterp~oof 
housing, 11 Alarm 11

, 
11 Trip 11 and 11 Min. level 11 (indicates damage to pickup or cable) circuits each 

with time delay. All set levels and time delays can be adjusted (though not externally) and in 
fact the only external button initiates a checking sequence of the set levels and delays. 

Continuous Spectrum Monitoring 

For valuable complex machines which are crucial to the operation of a plant, it may b~ deem­
ed justified to monitor the vibration spectrum continuously, thereby combining the advant~ges of 
both:permanent monitoring and spectral analysis. 

This can virtually only be done with a real-time anilyzer, though ~n this case a l/3~octave · 
resolution may be considered adequate, if supplemented w}th a narrow band analysis facil1ty for 
diagnosis of changes detected in the l/3-octave spectrum. 

Normally, to justify the use of an expehsive real-time analyzer, it would have to· be used fo.r 
a number of monitoring points, perhaps several different machines. In this case it would be nec­
essary to multiplex between the various input signals and apply different criteria for the eval­
uation of each spectrum, something which would almost inevitably require the use of a computer 
(mi~or micro). Introduction of a computer makes the use of a narrow band real-time analyzer fea­
sible (since simple spectrum comparison is unl~kely to be satisfactory (19) ), and introduces many 
interesting possibilities. -One such possibility envisaged in the foreseeable future is an. oper,a-. 
tion in timesharing mode between fixed and regular calculations on a number of permanently connect 
ed channels, and intermittent operator-controlled calculations of various types. These could con­
sist of special calculations (eg. cepstra) on the connected channels, or simple spectrum checking 
of additional signals recorded intermittently from a number of other machines, and brought to the 
console on a tape recorder. 

CONCLUDING REMARKS 

The latter system may seem a little far-fetched, but it could very easily become an econom­
ical proposition if it can be proved that incipient failure can be predicted with a high degree 
oficertainty. It is believed that the state of the art is rapidly nearing this point. 

Perhaps one of the main inhibiting factors in the past has•been the lack of certai~ty in this 
respect. Plant operators have understandably been reluctant to invest large sums of money in in­
struments to determine whether the techniques described herein will work on their machines, and 
on the other hand the instrument manufacturers have not had much access to operating plant. 

It is hoped that this paper indicates how it is possible to build up instrument systems from 
fairly modest beginnings, as experience is accumulated and the need for more sophistication makes 
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itself apparent. It is also hoped that it (and the references) will help to avoid pitfalls which 
lead to faulty conclusions and thus can do a great deal of harm. 
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SUMMARY 

AUTOMATIC MEASUREMENT OF SOUND POWER LEVEL 
WITHOUT A COMPUTER 

The measurement of sound power level is becoming increasingly importa,nt. 
It is complicated, involving many measurements and computations. Performed 
manually with conventional instrumentation, it takes hours. Dedicating a com­
puter to the task is expensive. This paper describes a new, economical approach 
utilizing standard electronic instrumentation without the need for a computer. 

The measurement of sound power lev~l is becoming increasingly important. For many years, 
standards organizations such as the American Society of Heating, Refrigerating and Air Con­
ditioning Engineers and the Air Hoving and Conditioning Association have been using radiated 
sound power as a means of characterizing the noise produced by their products. With increasing 
emphasis on standardization and a desire to obtain a universal description of product noise, 
sound power level measurements are becoming more common. 

The sound power measurement provides a well--defined means of describing the acoustical out­
put of the source without having to specify the acoustical environment. A knowledge of the sound 
power level and the characteristics of the ultimate environment will also permit you to predict 
the sound pressure level at various points in that sound field. In this manner, a manufacturer 
can rate his product in a controlled acoustical environment and predict the sound pressure levels 
that will result when the product is 'in use at its final destination. 

The sound power radiated by a source is nearly independent of its acoustical environment. 
It is the total power flowing away from the source. It is this aspect of sound power level that 
makes its measurement valuable. Sound power level defines the acoustic output power of the 
source. 

Figure 1. 
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Envision a hypothetical sphere of radius R which surrounds a noise source (see Figure 1); 
the sound power generated by that source is proportional to the average pressure at the surface 
of the sphere. 

Sound power is usually expressed as sound power level in decibels referred to a reference 
power: 

PWL • 10 log 

where PWL is the sound power level, 
W is the sound power in watts, 
WREF is the reference power, usually lo-12 watt, or 1 picowatt. 

Sound power level may be determined in an anechoic, semi-reverberant or reverberant environ• 
ment. 

Anechoic Environment 

In a free-field area, the determination of PWL is relatively simple. Microphones are 
located at specified points on a hypothetical sphere or hemisphere at a radius R from the source 
(see Figure 2). 

-

MICROPHONE NO. 3 

...... ------..__ 

~R 

~ 

MICROPHONE NO. 1 

Figure 2. 

The output of each microphone is usually measured in 1/3-octave or octave bands • . PWL may be 
calculated from the following equation. 

- * PWL • SPL + 20 log R + 0.5 dB 

wbere PWL is the sound power level in dB re lo·l2 watt; 

- · 1 ( SPL1 SPL2 SPLn) SPL • 10 log - antilog ---- + antilog ---- + antilog ----
10 

, 
n 10 10 

SPLl is the sound pressure level measured at point 1; SPL2 at point 2; and SPL0 at point n, 
R* s the distance in feet from the acoustic center of the source to the surface of the 
hemisphere. 

Sound power level is usually determined on an octave or 1/3-octave basis. Therefore, the 
co•putation of SPL is required for each frequency band measured. Unless the levels from the micro­
phones in each frequency band are very close together, the computation must be made by the follow­
ing method. 

*For R in meters: 

PWL • SPL + 20 log R + 10.8 dB. 
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then 

250-Hz Band 

Microphone No. 

1 
2 
3 

n 

dB Level re 2QuN/m2 

64.5 
62.8 
58.4 

66.3 

Corresponding (.f...) 2 Value 
Po 

2.8 x 1o6 
1.9 X 106 

.7 X 106 

4.2 x 106 
Sum of above 

SPL 250-Hz band = 10 log 1 (Sum) 
ii 

This process is repeated for each 1/3-octave or octave band of interest! 

Once SPL average is computed for each frequency band, PWL may be computed as follows: 

PWL250-Hz Band 

PWL315-Hz Band 

SPL2SO-Hz Band + 20 log R + 0.5 dB 

SPL315-Hz Band + 20 log R + 0.5 dB 

then PWL as a function of frequency is usually plotted. 

The directivity factor of a source may also be of interest as it is a measure of how much 
the sound pressure level at a given point deviates from the spatially averaged value (SPL). 

For a given microphone location, n, 

where DGn is the directional gain, in dB, for a particular microphone and SPLn is the sound 
pressure level at that microphone. 

The directivity factor, Q, is the power ratio corresponding to the directional gain. 

Q antilog DGn 

10 

Example: Assume that the space averaged SPL (SPL) in the 500-Hz 1/3-octave band is 83 dB and 
that the SPL at a particular microphone location is 86 dB. 

DG1 86-83 = + 3dB 

Q 2 

Reverberant and Semi-reverberant Environments 

Sound power level may also be determined in reverberant and semi-reverberant environments; 
however, one cannot accurately determine directivity factor. In these environments, power flows 
both away from and back towards the source because the power radiating from the source is re­
flected back to it by hard, surrounding surfaces. This "mixing" of power flow obscures the 
directivity information. The characteristics of the acoustic environment must be accounted for 
when making PWL measurements under these conditions. 

A popular means of determining PWL, which considers this effect, is the substitution tech­
nique. A sound source with a known PWL is placed in the test room and the SPL is measured by 
several microphones placed in the diffuse portion of the sound field. The device to be tested is 
then substituted for the known sound source. The sound power level can then be determined by the 
following relationship: 

+ 
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wm:r~ rwL55 1s t:ne sound power level ot tne stanaara source; 
PWLnur is the sound power level of the device under test; 
SPLnur is the space averaged sound pressure level of the device under test; 
SPLss is the space averaged sound pressure level of the standard source. 

The standard source is supplied with power level data for each octave or 1/3 octave of 
interest. 

SPLnUT and SPLss have to be measured and calculated for each band of interest, just as was 
. done for the anechoic case. 

Another method of determining PWL utilizes information about the decay rate and volume of 
the room. 

PWL = SPL + 10 log V + 10 log D- 47.3 

where V is the volume of the room in cubic feet and 
D is the decay rate in dB/second. The determination of D at several frequencies makes 

this ~ethod more complicated than the substitution method. 

It should be noted that SPLDUT SPLss PWLss and D in the above relationships are all fre­
quency dependent, thereby requiring'large fiumbers'of calculations when these measurements are 
made without automated instrumentation. 

Automatic Measurement 

From the foregoing discussion, automatic measurement of sound power level requires two basic 
instrumentation capabilities: 

1) a means both of measuring the sound pressure level for each frequency band and microphone 
and of computing SPL. 

2) a means of taking into account the "room effect" in reverberant and semi-reverberant 
rooms. 

The real-time analysis system about to be described possesses both of these capabilities. 
A basic block diagram of the analyzer is shown in Figure 3. It is instructive to have a basic 
understanding of the real-time analyzer Qperation before proceeding to the complete system. 

The analyzer consists of two basic parts: A multifil~er that divides the input signal into 
l/3~octave or octave bands (for the purpose of our discussion we'll describe the system in terms 
of its 1/3-octave-band capability), and a digital multichannel RMS detector that measures the 
voltages present at the filter outputs. 

Multifilter Section 

The input signal is applied to an adjustable gain preamplifier which is used for initial sys­
tem level calibration. This is followed by 30 attenuator/filter combinations. The attenuators 
are individually adjustable in calibrated steps to permit you to alter the spectrum shape. Correc­
tion factors may be dialed into the system in this manner. The output of each 1/3-octave filter 
is the filtered input signal, altered by the gain or attenuation setting of the corresponding 
attenuator. 

Figure 3. 
Block Diagram of GR 1921 Real-Time Analyzer 

460 



Digital.·Multichannel RMS Detector Section 

A multiplexer rapidly switches from the output of one filter to the output of the next 
filter. Each time this happens, a sample of the signal is taken, digitally squared, and stored in 
a memory slot corresponding to a particular 1/3-octave band. This process happens over and over 
again for a total of 1024 times for integration times of 1 second and longer. Each time a new 
sample is taken and squared, the sum of that and all preceding squared samples is stored in the 
correct memory slot. 

Therefore, at the end of the measurement, each memory slot contains 

n=l024 
L: s2 
n•l 

Now, by scanning the memory and taking 10 log s2 for each slot, the analyzer supplies the true rms 
value for each 1/3-octave band. The spectrum can be observed on a nixie display or oscilloscope 
face, or plotted on a chart recorder. 

The real-time analyzer, then, enables us to measure and display a complete 1/3-octave spectrum 
very rapidly. 

Space Averaging System 

The first step in determining PWL is to obtain the space-averaged SPL for each 1/3-octave band. 
Figure 4 illustrates a multichannel amplifier (scanner) connected to a real-time analyzer. For 
simplicity of discussion we've shown four transducers; up to 16 can be used. Also, only one filter/ 
detector of the real-time analyzer is illustrated; the same principles apply for all of the 1/3-
octave bands measured. 

LOGIC CONTROL 

*MEMORY CONTAINS: 

n z 256 n = 512 n z 768 n = 1024 

~ s~ + l: s~ + l: s~ + l: s~ . 
nz1 n•257 n=513 n=769 

Figure 4. Microphone Scanner and Single Filter/ 
Detector Channel for Automatic Space Averaging 

At the beginning of the measurement, the scanner connects microphone number one to the real­
time analyzer. The measurement is initiated by depressing the START control on the scanner, which 
causes the detector section of the real-time analyzer to begin taking samples of the filter output. 
When 256 samples have been taken, the detector automatically stops and tells the scanner to pro• 
ceed to the next microphone. The scanner does this, but inhibits the detector from continuing to 
measure until enough time has elapsed for the lowest frequency filter of interest to stabilize to 
the new signal level. This feature of the system is important because it eliminates any transient 
filter response effects which would otherwise be measured. The process just described is repeated 
over and over again until all the microphones have been measured. The memory block in Figure 4 
illustrates that the ·sums of the squared outputs from all the microphones have been added together; 
then 10 log of the sum calculated. This is exactly what we did earlier to determine space-averaged 
SPL (§Pt) manually. 

Automatic PWL 

Once SPL is measured directly, it is a relatively simple matter to determine PWL. 

For the anechoic case, the 20 log R + 0.5 dB terms may be accounted for by adjusting the sys­
tem calibration the appropriate number of dB. 

For the reverberant case, an adjustment for PWLss - SPLss needs to be made for each 1/3-octave 
band. The attenuators on the front of the multifilter section of the real-time analyzer are used 
for this pur_p~_~e. Once this has been done, the system becomes direct reading in PWL. Initial deter­
mination of SPt55 is accomplished with the same analysis system before the multifilter attenuators 
are adjusted. 
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Figure 5. So lid Lines: Spectrum of each of several microphone locations 
PWL spectrum of the complete array Dotted Line: 

The solid lines in Figure 5 illustrate the 1/3-octave spectrum of each of several micro­
phones. In an anechoic environment, the deviation of the solid lines from the dotted line (shown 
dotted here for clarity; normally different color traces are used) would indicate the directional 
gain at each of the locations as a function of frequency. 

-" 
Figure 6 shows the complete system, which consists of readily available, standard electronic 

instrumentation. 

The use of a real-time analyzer with an adjustable-attenuator multifilter and a digital de• 
tector permits the system to be direct reading in sound power level without a computer. Compared 
with the manual method of sound power level .computation, the saving in time is obvious. 

The financial saving resulting from not having to use a computer, interface, teletype and 
software is difficult to measure because of the various methods people use to account for inter­
facing and- software development. A $101 000 saving is, however, a very conservative estimate. 
The system shown in Figures 6 and 7 costs $251 000 -- $30,000. 
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Figure 7. Automatic Sound Power Level Measurement System 

463 





AUTHOR INDEX 

Alfredson, R. J. 62, 71 Jones, R. 107 Rao, J. S. 171 
Andrews, M. H. 218 Jullien, Y. G. 257 Raymond, W. R. 457 
Beranek, L. L. 1 Koss, L. 373 Rennison, D. C. 393,416 
Berreen, T. F. 54 Ko Wah Man, N. 226 Rice, C. G. 29 
Bhattacharyya, A. 426 Lakis, A. A. 88 Rossiter, P. L. 161 
Bies, D. A. 144,406 Lewis, R. E. 130 Rumble, R. H. 218 
Bishop, R. E. D. 44 Longstaff, B. 154 Samuels, S. E. 62 
Bremhorst, K. 247 McCormick, M. M. 198 Sathyamoorthy, M. 99 

Brown, G. L. 416 McRae, G. J. 286 Saunders, R. E. 79 

Bull, M. K. 393 Macinante, J. A. 381 Schafer, B. L. 130 

Chan, S. H. 208 Mason, D. 198 Shankara, T. S. 135 

Clark, N. H. 365 Mazumdar, J. 107 Simandiri, S. 434 

Crisp, J. D. C. 54 Mullick, B. K. 426 Sokal, Y. J. 189 
Deb, S. R. 426 Nigam, N.C. 280 Sundararajan, V. 176 

Dransfield, P. 236 Pandalai, K. A. V. 99 Stecki, J. 236 

Dore, R. 88 Parker, B. A. 266 Stevens, T. J. 130 

Dunlop, J. I. 154 Patki, G. S. 426 Taylor, I. 79 

Eshleman, R. L. 335 Pattabiraman, J. 135 Tondl, A. 341 

Fidell, S. 39 Patzke, H. 305 Triggs, T. J. 296 

Frungel, F. 305 Pickles, J. M. 144 Ward, W. D. 19 

Gambling, K. W. 272 Prasad, M. G. 135 Wilkins, P. 236 

Hahn, E. J. 434 Price, W. G. 44 Yadav, D. 280 

Harch, W. H. 247 Randall, R. B. 445 Yeh, C. S. 208 

Hooker, R. J. 218,272 Raghavan, K. S. 176 Yeh, L. 113 

Iyengar, N. G. R. 183 Rao, B. V .A. 135 





i· 

I ' 




