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Preface

The Conference Orggnisir]g Committee was pleased to have attracted Professor K. H. Hunt, Dean
of the Faculty of Engineering, _Monash University to welcome the delegates and to invite them to
make effective use of the facilities that the University provides.

The Committee was also keenly appreciative of the most generous support afforded by several
organisations which made it possible to subsidise, in some cases in a very substantial way, the
visit to Australia of distinguished colleagues from abroad. These organisations included Repco
Limited, The Broken Hill Associated Smelters Pty. Ltd., Esso Australia Ltd., ACI Australian Fibre-
glass Pty. Ltd., ICl Australia Limited, the Colonial Sugar Refinery Co. Ltd., Ford Motor Company of
Australia Ltd., and Silentbloc (Australia) Proprietary Limited.

The Committee acknowledges with pleasure the significant contribution to the proceedings of
the Conference of the various and novel displays arranged by manufacturers of equipment, instru-
mentation and data systems: they were Bruel & Kjaer, General Radio, Time/Data, Dynamics
Corporation, Data Laboratories, Saicor-Honeywell, Biomation and Ithaco, Dawe Instruments Limited,
Ling Electronics, I.M.V. Lab. Co. and Federal Scientific Corp.

A particular feature of the Conference was the Instrumentation Forum which brought together

in confrontation both manufacturers and users. The panel that focused the discussion consisted
of —

A. J. Carolan D. H. Edwards

Specialist Senior Technical Officer

Bruel & Kjaer Aeronautical Research Laboratories
Naerum, Denmark Melbourne

R. L. Eshieman J. A. Macinante

Science Advisor Senior Principal Research Scientist
I.I.T. Research Institute C.S.I.LR.O.

Chicago National Standards Laboratory

H. G. Platzke Chippendaie

Impulsphysik GmbH W. R. Raymond

West Germany Product Marketing Manager

R. A. Piesse Acoustics/Signal Analysis
Director General Radio

National Acoustic Laboratories Concord, USA

Sydney

Finally, mention should be made of the Workshop on Codes, Specification and Practice in
Vibration which was managed by Mr. T. Silverson with the assistance of Mr. J. A. Macinante and
Dr. H. Nolle; and of the displays of books, texts and bibliographics mounted by the Hargrave
Library of Monash University, by the Monash Bookshop on behalf of many publishers, and by the
Shock & Vibration Centre, Naval Research Laboratory, Washington, D.C.

JOHN D. C. CRISP
Editor
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PROTECTION OF THE PUBLIC HEALTH AND WELFARE FROM
THE EFFECTS OF ENVIRONMENTAL NOISE

L. L. Beranek

Bolt Beranek and Newman Inc.
Cambridge, Mass.,
U.S.A,

SUMMARY - Noise of sufficiently high level may impair hearing, affect speech
communication and interfere with various human activities such as sleep and
thought. An "equivalent noise level, Leq" in decibels is defined to rate noises.
By imposing a ten-decibel penalty on nighttime noise a day/night equivalent
noise level, Lap is used to rate community annoyance to regularly occurring

noise. Workers are exposed to 8- hour long levels which are labeled Leq(8): The
findings are:

1. Complete protection of workers' hearing after many years of exposure to
noise requires that Leq(g) not exceed 75 dB(eq-8).

2. Protection of workers' ability to understand speech satisfactorily after
many years of exposure to noise requires that Leq(B) not exceed 90 dB{eq-8).

3. Protection of inhabitants' ability to converse and listen to radio and
television comfortably in their homes with open windows requires that L
not exceed 55 dB(eq) outdoors.

4. The dividing level between '"mo overt community reaction" to noise and
"'sporadic complaints about the noise to someone in power" is about
55 dB(dn}.
INTRODUCTION

The international definition of noise is "unwanted sound'". But, who is to make the judgment
of unwantedness? An old French proverb says, "I do not like noise unless I make it myself". Thus,
the airlines, the trucking !lorry) operators, the drop-forge industry and children on the play-
ground fail to appreciate the complaints of people whose sleep, thinking, or enjoyment of
television is shattered by their racket. Unfortunately, a person who is affected by noise doesn't
have very much power to control it. Transportation is authorized by national government; industry
is authorized by municipal government; and playgrounds are concomitants of neighborhood schools.
Only if the people of a nation rise up together against an ever-increasing din will a reversal of
the scourge of noise on their lives be brought about.

In many countries lawmakers have seriously begun to wrestle with the problem of environmental
noise. In the United States of America several large cities and states have led the way to
lower noise levels by passing laws that primarily limit transportation and recreational vehicle
noise. About six years ago the United States Department of Labor appended a safety regulation
on industrial noise exposure to an earlier general safety act that applied only to Federal
contractors. Four years ago, this hearing safety regulation was extended to all industries
through the Occupational Safety and Health Act of 1970. Two years ago, the Noise Control Act of
1972 was passed in the United States with the general requirement that limits to noise levels
should be set which "protect the Publlc health and welfare with an adequate margin of safety"

By "health and welfare'" is meant "complete Ehyszg3|, mentzl and social well being, not merel
absence of disease and infirmity'". By "publie" is meant "all parts of the population including

that which is medically susceptible to noise".



We must emphasize that large-scale studies of the population at large are needed to give
us more accurate information on the relations between cumulative noise exposure of individuals
and the effects on their health. This statement is even true for the effects of noise on hearing
acuity, about which a great body of knowledge exists. We are hardly informed at all on the
effects of long exposures of noise on the general well-being of individuals. T shall attempt

today to survey what is known on these subjects.

SOME DEFINITIONS

Many of those at this conference likely are not specialists in the human aspecté of noise
and its control. Thus, some definitions are in order.

Noise induced hearing impairment: Any person's hearing should be protected so that he can con-
verse socially and enjoy music, drama, motion pictures, radio, television, assemblies and sports,
both in auditoriums and at home. A person's hearing may degenerate because of age, disease,
accident, or it may degenerate because of exposure to noise levels. If the noise is very intense,
such as a nearby explosion, noise-induced hearing impairment may result instantaneously.
Industrial-type noises, if intense enough, may result in noise-induced permanent hearing impair-
ment in a matter of a few months or after many years of exposure. Obviocusly noise induced hearing
impairment is a degradation in the "health and welfare" of those affected.

Annoyance: The phrase "effects of noise on health and welfare" also includes an understanding
of how noise causes "annoyance'". Annoyance relates to a person's mental anguish, personal com-
fort, and well being. In the courts of law of most countries, "annoyance" per se is not a
recognized legal concept. Annoyance is a subjective human reaction to something, like noise,
that interferes with a desired human activity. Common law has recognized only interference with
a personal right or a property right. By contrast, hearing damage has been recognized legally
because a person has a right to hear and the amount of his hearing degradation and its effect
on his ability to understand speech can be measured at any time. If annoyance can be related
directly to interference with some human activity like work performance, ability to understand
speech, or ability to drive an automobile, there probably is no fundamental difficulty in encom-
passing it as part of the common law.

Environmental noise: The term "environmental noise" means '"the intensity, duration, and
character of sounds from ali sources". This definition is embodied in Section 3(11) of the U.S.
Noise Control Act of 1972.

DOMINANT CHARACTERISTICS OF NOISE

We need a rating system for condensing all of the characteristics of environmental noise
into one number which can be used to judge the effects of noise on human beings -- one glorified
type of decibel, if you please. Let us tabulate the dominant characteristics of environmental
noise that must be squeezed into such a single-number indicator. There are three characteristics:

1. Magnitude of the noise: The primary factor in the physical description of environmental
noise is its magnitude. A physical measurement of magnitude should be based on: (a)
satisfactory correlation with the human responses of hearing loss, speech interference,
annoyance and loss of sleep owing to noise; (b) cumulative effects of all noise exposures
over long periods of time; (c) satisfactory application to all commonly experienced noise
environments; (d) measurability by available and simple instruments; and (e) predictability
from knowledge of those physical events that produce the noise.

2, Frequency compositon: A second dominant characteristic is the combination of low-pitched,

medium-pitched and high-pitched sounds (frequency components) in the overall qoise. People
distinguish not only high-frequency components from low-frequency components in a c?mplex
noise, but they find high frequency noises much more annoying than low frequency noises of

the same physical magnitude.

3. Fluctuation of the noise both in short term and in longer periods: The third domina?t
characteristic of noise is that it is not steady. To describe the property of f%uqtuatl?n
in noise requires a statistical approach, yielding the magnitude both as a function of time

and as a function of frequency.

BASIC NOISE DOSE SITUATIONS

e levels.in terms of their effect on public
s of the noise doses received by individuals.
For example, exposures

An ideal approach to specifying acceptable n6i§
health and welfare would be to start with an analysis )
Each noise dose, however, is a function of .the recipient's life style.

to noise vary greatly among factory workers, office workers, housewives and school children.
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(See Fig§. 1- 5).- Even two individuals working in the same office might accumulate different
total noise doses if they use different modes of transportation, live in different areas and

have different television habits. To bring the array of possible alternatives into some kind of
perspective, we list three basic situations:

A. Defined

e areas and conditions in which people are exposed to environmental noise. for limited
periods

of time, such as work situations, school classrooms, or vehicles.

B. Defined areas and conditions in which people are exposed to environmental noise for extended

periods of time, such as residential dwellings in urban areas, or near airports, highways
or factories.

G Total noise exposure dose of an individual, irrespective of area or condition.

DEVELOPMENT OF EQUIVALENT SOUND LEVEL (L ql

The three dominant characteristics of noise described above (Nos. 1 to 3) are now to be
developed into one unit of measurement (See Fig. 6).

Magnitude: When a sound wave travels through the air it causes a fluctuation in the pressure in
the air which can be measured in Newtons per square meter (or pounds per square inch). However,
the range between the faintest audible sounds and the crash of thunder can be a ratio of
1,000,000,000,000 to 1, so that some means of compressing the scale must be sought. International
standards express the magnitude of sound logarithmically as sound pressure level, defined as
twenty times the common logarithm of the ratio of the sound pressure in question to a reference
sound pressure of 0.00002 Newton per square meter. The unit is the decibel.

Frequency Characteristics: It is well known that the higher frequencies in noise affect the
intelligibility of speech and are more annoying than the lower frequencies. Many schemes, some
of them very elaborate, have been devised to take account of this fact. For most types of noise,
however, the "A-weighted sound level”, Lp, @ quantity whose units are "A-weighted decibels, i.e.,
dB(A)" has already found wide acceptance internationally in describing the noise of transport-
ation and urban activities as well as relating to the loudness level of a noise. This quantity,
A-weighted sound level in dB(A), can be read directly from all standard sound level (noise)

meters. In these meters an electrical network is used partially to suppress the frequencies
below 500 Hz and above 5,000 Hz.

Time Characteristics: A method for averaging continuously fluctuating or more slowly changing
B-weighted sound levels over a long period of time has been accepted by a number of natioms. The
procedure results in an "Equivalent Sound Level, (Lgq)" measured in units of db(eq). It is
dafined as the equivalent steady sound level Leq, that, in a stated period of time, contains the
same sound energy as the time-varying noise under measurement contains in that same period of
time. Thiz gquantity has been found to correlate well with the subjective reaction of people to
traffic noise of all kinds. Commercial instrumentation is currently becoming available for
measuring Leq directly.

The concept of representing a fluctuating sound (noise) level in terms of an equivalent
steady sound level, Leq, has been satisfactorily validated as a procedure to describe the onset
and progression of permanent noise-induced hearing loss. There is also considerable evidence to
show that it applies to the prediction of annoyance in various community noise situations.

As an example, if the: : was a sound of 80 dB(A) present in a location for half an hour which
then decreaszed to a sound le .2l of 74 dB(A) in the next half hour, what would be the equivalent
sound level Lgq? A sound that has a level 6 dB(A) lower than another, has one-fourth the
A-weighted energy. Hence the energy in the two half-hours averaged over the hour would be
(1 + 0-25) divided by 2, or 0625 of the energy in the larger sound. A decrease in sound energy
by a factor of 0:625, means a decrease of 2 decibels. Hence, the equivalent A-weighted sound
level Leq = 80 - 2 = 78 dB(eq) would be the "average" for the hour.

Daytime/Nighttime Equivalent Sound Levels: It is well known that to the vast majority of peo?le
(those who sleep, approxzimately between the hours 10:00 p.m. and 7:00 a.m.) nighttime noise is

more annoying than davtime noise of the same energy. Most nations have come to the conclusion

that nighttime noise levels must be about 10 decibels lower than daytime levels to be judged as
having the same annoyance as daytime levels.

By international agreement, daytime extends from 7:00 a.m. to 10:00 p.m. (0700 to 2200) and
nighttime extends from 10:00 p.m. to 7:00 a.m. (2200 to 0700) the next day. The symbol for the
15-hour, daytime, A-weighted, equivalent sound level is Lg and that for the 9-hour nighttime

leyel is Lp. The units for /-weighted noise levels in these periods respectively are dB(d) and
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dB(n).

The measure for a 24~hour day is the Day/Night Sound Level (Ld ). It is defined as the
A-weighted, equivalent sound level during the 24-hour time period w:Lth a 10 dB penalty applied to

nighttime sound levels. (See Fig. 7). The unit is dB(dn).

Twenty-Four-Hour Equivalent Sound Level: This level is simply the equivalent noise level over a
24-hour period without any nighttime penalty. It is called the A-weighted, 24-hour, equivalent

sound level (Leq(gq,)i in units dB (eq-24).

ight-Hour Equivalent Sound Level: The typical worker spends 8 hours per day, 5 days a week at
h s job. The equivalent, A-weighted noise level associated with his occupation is Leq(g) in

units of dB(eq-8).

MAXIMUM EXPOSURE LEVELS TO AVOID SIGNIFICANT ADVERSE EFFECTS ON HEARING

If one looks at those daily functions related to hearing that are necessary to economic and
social survival in our complex civilization, it seems reasonable to conclude that communication
by speech is by far the most important. Thus, at least in the United States and some other
countries, maximum permissible noise levels for workers, called damage-risk criteria for workers.,
have been chosen to protect exposed persons against loss of hearing for everyday speech. This
loss, by agreement, relates specifically to the arithmetic average of the hearing losses for an
1ndividual at the three frequencies, 500, 1000 and 2000 Hz. By hearing loss we mean the amount
by which a person's hearing is worse than the standardized normal for young persons as measured
by a standardized audiometer (ISO Standards/R-384-1964). We must point out that the hearing loss
induced by noise at 4000 Hz is much greater than that at any of the three frequencies just men-
tioned. For example, tests on a group of 500 people showed that, after 20 years of exposure to
a noise of about 95 dB(A), the average of their hearing losses was 50 dB at 4000 Hz, and only
20 dB for the average of the losses at 500, 1000 and 2000 Hz. This study also confirmed that
people differ greatly in their susceptibility to hearing loss. After 10 years of exposure, the
spread in hearing loss among individuals at frequencies of 3000 Hz or more was about 15 dB.
After 25 years, the spread increased to about 30 dB.

Obviously, one doesn't need the "perfect" hearing of the young to understand speech satis-
factorily. For practical purposes, a hearing loss (as defined above) of up to 25 decibels will
permit speech to be understood satisfactorily. In the United States a person whose hearing loss
is in excess of 25 dB is said to be handicapped or damaged. As the loss of hearing increases
above 25 dB, the degree of handicap increases. By definition, in the United States, the degree
of hearing hand:.cap, also called the percentage i _pau.rment of hearing begins from a hearing loss
of 25 dB (average at 500, 1000 and 2000 Hz) which is called "zero hearing handicap", and
increases at the rate of 1:5 percentage points for each decibel of average hearing loss until a
loss of 92 dB is achieved (called "100% hearing handicap".)

Let us now investigate the risk of a person's experiencing a hearing handicap by continuous
exposure to various noise levels, 8 hours a day at work, for various number of years. Reference
should be made to Table 1. Here we see the percentage risk of developing a hearing handicap.
For each noise exposure level in dB(A), two rows of percentages are given. The upper row,
labeled "total", gives the percentage of people who have hearing impairment owing to the com-
bination of noise and age, as a function of years of exposure. The lower row, labeled "due to
noise", takes out the effects of normal aging.

It is obvious that if we are to assume no risk of hearing handicap owing to noise for speech
whatsoever, the noise exposure levels must be 80 dBA or lower. A noise level of 90 dBA, for
example, is expected to cause a hearing handicap, owing to the noise alone, after 30 years of
exposure, in about 15 per cent of workers. Actually, because of the effects of age, about one-
fourth of the noise-exposed workers will suffer a hearing handicap. Remember, that "no hearing
handicap" means no more than 25 dB hearing loss, averaged at the frequencies 500, 1000 and 2000Hz.

There are a number of ways to view the question of allowable noise exposure levels to pro-
tect hearing. One viewpoint is that 97 per cent of the population should be protected from any
measurable noise-induced permanent shift in hearing threshold at all frequencies even after 40
years of exposure, 8 hours a day, 250 days a year. We also observe that hearing losses at or
near 4000 Hz owing to noise are greater than at any other frequency.

If one assumes that for about 10% of each 8-hour working day, the worker is out of the . i
of maximum noise (owing to visits to other areas) and firther that if he or she is exposed to
noise levels which are over 5 decibels lower during the remaining *7 hours of the day, then

studies worldwide show that for 97% protection at all frequencies:
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Leq(g) must not exceed 75 db(eq-8)

If the workers were to be exposed to the noise level 24 hours per day, then the permissible

level would haye to be 5 decibels lower to provide the same protection for his hearing, that is
to say:

Leq(?#) must not exceed 70 dB(eq-24).

The U.S. Occupational Safety and Health Agency (OSHA) permits companies to have greater
noise levels in their working areas, namely up to 90 dB(eq-8) because that regulation permits
noise-induced hearing loss to reach 25 dB as determined by averaging the hearing loss of an
individual at 500, 1000 and 2000 Hz. As we said before, losses at these frequencies are con-
siderably less than at 4000 Hz which is where the ear is most susceptible to noise-induced
damage. Full protection at 4000 Hz requires that Lg (8) not exceed 75 dB(eq-8). To protect 92%
of the people from having 25 dB or more loss averageg at the three frequencies above after 40

years of exposure, 8 hours a day, 250 days a year, with 10% of workers' time spent in lower
noise levels:

Leq(S) must not exceed 90 dB(eq-8)

EFFECTS OF NOISE ON LISTENING, THINKING, RELAXATION AND SLEEP

I When two people converse outdoors or in an acoustically "dead" space, three factors deter-
mine how well they understand each other: (1) the noise level; (2) their distance apart; and
(3) their voice level. Other factors may also be of importance, for example, whether the noise

fluctuates, whether the persons do some lip reading, whether they anticipate what is about to be
said, or whether their accents are bothersome.

Under the conditions that the noise is steady, the talkers have average voice strengths,
accents play no part and there is no 1lip reading, voice communication will be acceptable (95%
sentence intelligibility) for each A-weighted noise level Leq given in the body of Table 2,
provided the voice level and distance apart are appropriate. For example, two people may con-
verse satisfactorily at normal voice level in a 60 dB(A) noise if they are 2 meters or less apart
(mouth to ear separation), facing each other. If the noise level were to increase 6 dB(A), the

talkers would either have to raise their voice levels or reduce their separation to 1 meter or
less.

Fluctuating noise of the same equivalent noise level Ly, makes speech easier to understand,
because one can hear in the lulls between the peaks of the noise. If one assumes normal voices
at 2 meters separation, the permissible equivalent noise level, Leqs for aircraft or urban noises
may be up to 5 dB(eq) greater than for a steady noise.

Many countries have sponsored studies of acceptable noise levels for listening to radio and
television in dwellings. The results indicate that for satisfactory listening by the average
person the indoors Lg, must not exceed 45 to 50 dB(eq) -- the lower level applying to steady
noise. Of course, in%oor noise levels that are 5 dB(eq) or more lower are more comfortable and
are desirable where possible. Thus, acoustical consultants generally recommend that noise
levels not exceed 40, or at most 45 dBA in living rooms.

Because aircraft and urban noise are the principal sources of the loudest noises found in-

doors, we must have knowle g2 of the noise reduction provided by homes, both with open and
closed windows.

Aircraft ncise generally reaches homes from planes in flight. Thus, an angle of elevation
is involved. Surface traffic noise generally impinges on windows horizontally. Two different
studies reveal the following: For aircraft noise, the national average of noise level reduction
of a house with windows open is about 15 dB(A) and closed about 25 dB(A). In the second study,
for traffic noise impinging horizontally on a house, the reductions are for open windows about
10 dB(A) and for closed windows about 20 dB(A). Of course, there is considerable variability
from house to house. Lightweight construction in warm climates is 3 to 5 dB(A) less effective
in reducing noise than heavy construction typical of colder areas. The number of windows and
the amount of rugs and draperies and the average ceiling height in the room also affect the noise
levels insidz. 1t is reasonable to assume that a 10 db(A) difference between indoor and outdoor
noise levels should be chosen when setting acceptable cutdoor levels.

Based on the above, continuous outdoor levels should not exceed 55 dB(eq) if satisfactory
listening conditions are to be maintained indoors with open windows.



In many countries surveys have been conducted of the effects of noise on various activities
in everyday life. Aircraft noise (affecting people who live near airports) has its greatest
effect on speech communication in the home (television, radio, telephone, conversation) with a
much lower effect on relaxation, reading and sleep. Traffic noise has its greatest effect on
sleep, with effects on speech communication (as above) following next and menial activity

(reading, thinking) third.

Unfortunately, most studies have not arrived at numerical relations between noise levels
and degree of effect on sleep, reading, thinking and relaxing. However, clear relations between
noise and speech communications do exist, as described above.

We are forced to the conclusion that until much more is learned about numerical relaticns
between noise and human activities like sleep and thinking, interference with speech communica-
tion must serve as the surrogate for interference with other human activities.

OVERT COMMUNITY REACTION TO NOISE

Noise that seriously affects human activities, or is sufficiently aggravating, often leads
to public complaints, lawsuits, or demonstrations. Such actions are commonly associated with
aircraft noise where airports are closely surrounded by residential areas. Actions of this kind
have sometimes been directed against rail transportation, traffic and industrial noises, the
principal determinants of urban environmental noise.

The customary means for measuring community environmental noise is the day/night level, Lg,,
which was defined earlier. The day/night noise level differs from the straighforward equivalent
noise level,-in that nighttime noise is penalized 10 dB see Fig. 7).

Overt community reaction is dependent on other factors than the day/night level Lg,. In the
colder climates, people are bothered more by noise in the summer because they are less accustomed
to noise through open windows. Quiet communities are bothered more by an occasiocnal loud noise
than are noisy ones. In a very noisy community, a large percentage of those people most affected
by noise eventually move away. Thus, if there is a long history of high noise levels in a
community, complaints against a new, even higher, level will not be as many as in a community
less accustomed to noise. Finally, noises with a particularly raucous character, or with a
singing (pure) tonal content are more disturbing than more uniform noises.

For example, a certain noise in a quiet suburban community might be just as offensive to the
inhabitants as a 20 decibel louder noise in a very noisy urban community. Similarly, a new noise
in a./community might be as annoying as a familiar noise that is 10 decibels more intense.

People are also more tolerant (by 10 or so decibels) to a noise that they know is very necessary
and will not continue indefinitely. The summer/winter difference is worth & to 10 decibels
(open vs closed windows) and a pure tone or raucous noise is equivalent to an increase of 5 to 10

decibels Lgp.

Several conclusions have been deduced from studies of overt neighborhood complaint
situations:

1. There appears to be no community reaction to an intruding noise when its L, level
is more than 5 dB less than the otherwise prevailing Ly, noise level.

2. A significant number of complaints may be expected when the day/night ncise level
Ly, of the intruding noise exceeds that existing without the intruding noise by

a
5 %o 8 dB(dn).

3. Vigorous community reaction may be expected when the excess approaches 20 dE(dn).

4, -There is no evidence in many caséé studied in the United States that even sporadic
complaints result from day/night levels of less than 50 dB(dn).

5. The dividing line: between "no reaction" and "sporadic complaints" appedrs to be at
about 55 dB(dn) in the U.S. cases studied.

EXPRESSIONS OF ANNOYANCE WHEN QUESTIONED

Social surveys in which people were asked to express their annoyance with environments of
varying noisiness have been made in many countries. Some surveys constructed a scale of annoy-
ance; others simply report the responses to the direct question of "how annoying iz the noise™.
Those studies have also given a relationship between the number of people who say they are

6



"h%ghly annoyed" and the number of people who indicate that they have ever complained about the
noise to anyone in authority.

The results of these studies, all of which involved some degree of aircraft noise, are shown
in Fig. 8.

) The abscissa gives the day/night, outdoor noise level (Lgn) in dB(dn) as measured in the
region where each person questioned lived. The left ordinate gives the percentage of those who
say that they have ever complained to someone in authority about the noise. The right-hand

ordinate gives the percentage of those who claim, when questioned in the survey, to be highly
annoyed with the noise.

The three Fircles on the graph give the points of average "community reaction" and serve to
demark four regions of the graph: (1) no reaction; (2) some reaction; (3) complaints and threats
of legal action; and (4) vigorous action by the communi ty.

The top abscissa gives the relative importance of aircraft noise as a factor causing persons
questioned to dislike the area or to want to move from the area. TFor example, below 54 dB(dn),
noise is the least important of all factors (area is dirty/overcrowded, desire better climate,
desire better living conditions, undesirable neighbors, want to be nearer work, want change, too

much other noise) in causing people to want to move or to like their area less now than in the
past. Above 68 dB(dn) aircraft noise is the most important factor.

CONCLUSIONS ON INTERFERENCE OF NOISE WITH HUMAN ACTIVITIES

. The primary effect of noise on human health and welfare owing to interference with human
activity is interference with speech communication. In the home, the noise level below which
speech interference is not affected is 45 dB(A). This level corresponds to an outdoor day/night

level of 55 dB(dn). Also 45 dB(A) is consistent with the background noise levels inside the home
that exist with people's activity.

Reference to Fig. 8 shows that a Ly, of 55 dB(dn) is that level below which expected
community reaction is zero. It, therefore, may be identified as the highest level outdoors in
residential areas that is compatible with the protection of public health and welfare. A level
of 55 dB(dn) is also compatible with adequate speech communication indoors and outdoors.

One must remember, of course, that local situations, attitudes and conditions may make
lower levels desirable for some locations or may permit higher levels. A noise environment that

will not be annoying to some small percentage of the population cannot be identified by specifying
noise level alone, at least at the present time.
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PERCENTAGE R1SK OF DEVELOPING A HEARING HANDICAR, 8 HR DAY EXPOSURE--

wrf

Age, years 20 25 30 35 40 45 50 . 55 60 65
Exposure, years F

(re age 20) 0 5 10 15 20 25 30 35 40 45

Total 0.7% 1.0 13 20 31 49 .7 13.5 240 40.0
Due to noise No increase in risk at this level of exposure

s Total 0.7% 20 3.9 60 8l 1.0 142 2.5 320 @ 46.5
Duefto noise | 0.0 1.0 2.6 4,0 50 6.1 6.5 8.0 8.0 6.5
| % Total 0.7% 4.0 .9 120 150 183 23.3 3.0 420 54.5
" Due to noise 0.0 3.0 6.6 10,0 1.9 13.4 156 17.5 18.0 14.5
S 95 Total 0.7% 6.7 13.6 20.2 245 29,0 344 41,8 520 64.0
.E Due to noise 0.0 51 12.3 18.2 2.4 241 26,7 283 28.0 24.0
% 100 Total 0.7% 10.0 220 320 39,0 43.0 485 550 640 750
® Due to noise | 0.0 9.0 20.7 30,0 359 381 40.8 41.5 40.0 35.0
g 105 Total 0.7% 14.2 33.0 46.0 53.0 59.0 655 7.0 780 84.5
,3? Duetonoise | 0.0 13,2 3L7 440 49.9 541 57.8 57.5 540 44.5
110 Total 0.7% 20.0 41.5 63.0 71.5 78.0 81.5 85.0 88.0 91.5
Due to noise 0.0 19.0 46,2 61.0 684 73.1 73.8 7.5 64.0 515
115 Total 0.7% 27.0 62,5 8.0 8.0 91.0 920 93.0 940 950
Due to noise 0.0 26,0 61.2 79.0 8.9 86.1 84.3 89.5 70.0 55,0
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STEADY A-WEIGHTED NOISE LEVELS THAT WILL ALLOW COMMUNICATION WITH 95 PERCENT
SENTENCE INTELLIGIBILITY OVER VARIOUS DISTANCES OUTDOORS FOR DIFFERENT VOICE LEVELS

VOICE LEVEL COMMUNICATION DISTANCE ( METERS)
0.5 1 2 3 4 5

NORMAL VOICE 12 66 60 6 54 52 dB(A)

RAISED VOICE 78 12 66 62 60 58 dB(A)
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MAX1MUM Ldn VALUES IN dB(dn) IDENTIFIED WITH THE ONSET OF HEALTH AND WELFARE

EFFECTS ON PEOPLE

FOR ALL TYPES OF AREAS" THE Leq

LEVELS FOR PROTECTION AGAINST ANY HEARING

LOSS AT ALL FREQUENCIES AFTER 40 YEARS OF EXPOSURE, 8 HOURS A DAY, 250 DAYS

PER YEAR IS 75 dB(egq-8)

PARTICULAR OCCUPIED AREAS

MEASURE INDOOR OUTDOOR
RESIDENTIAL Ldn 45 55
HOSPITALS (OPEN WINDOWS) Ldn 45 55
HOSPITALS (AIRCONDITIONED) Ldn 45 65-175
EDUCATIONAL (OPEN WINDOWS) Ldn 45 55
EDUCATIONAL (AIRCONDITIONED) Lin 45 65-15
OFFICES (OPEN WINDOWS) I_'dn 4. .29
OFFICES (AIRCOND ITIONED) Lin 45 65-75

e, g., TRANSPORTATION, INDUSTRY, COMMERCIAL, RECREATIONAL AND

FARM MACHINERY.




Noise, Shock & Vibration Conference, 1974 Monash University, Melbourne

THE ‘SAFE’ WORKDAY NOISE DOSE

D. Ward

Hearing Research Laboratory
University of Minnesota

The rationale and data base underlying the major alternative proposals
for a permissible 8-hr exposure to industrial noise, which range from the
present 90 dBA down to 55 dBA, are discussed. The present evidence indi-
cates that for ordinary industrial noises, 90 dBA will lead to measurable
noise-induced permanent threshold shifts in some susceptible individuals,
80 dBA can be considered completely safe, 70 dBA is unnecessarily over-
protective, and anything lower is absurd. If a fixed trading relation
between level and exposure time must be used, experiments using temporary
threshold shifts show that the 5-dB-per-halving-time relation of the pre-
sent American regulation is more accurate than the 3-dB trading relation
of the total-energy (immission) theory supported by ISC and under consid-
eration by the Environmental Protection Agency of the USA. It is con-
tended that the over-protective proposals, and indeed the total-energy
hypothesis in any form, are based on the erroneous assumption that noise
is analogous to real environmental pollutants such as radiation, sulphur
oxides, lead, and so on. What appears to have been forgotten is the fact
that the normal function of the ear is the reception of sound.

In the field of hearing loss induced by noise, the question of who is to be protected
from what, ané by whom, has undergone some interesting changes in the past few decades,
changes parallelling a general shift of governmental policy. From support of exvloitation
of the weak by the powerful, the tendency has been progressing toward the legitimate func-
tion of government: protection of the citizen against damage from his neighbors. Unfor-
tunately, the reformers producing this change cannot seem to stop when they succeed in
rrotecting us against others, but go on to protect us against ourselves (as, for example,
in the matter of mandatory seat-belt wearing). Ais a result, governmental agencies all over
the world charged with developing standards for noise exposure are under oressure to pro-
tect the most sensitive people from the slightest change in vhysiological function, even
when this is due to noises to which they choose to expose themselves. This partly explains
why suggested permissible 8-hr exposures to noise suvrorted by various individuals or

groups range from 55 to 90 dBA. I should like to discuss the reasons for this great range
in more detail today.

Half & century ago, the original purpvose of lorkmen's Compensation Laws was to indem-
nify a worker for loss of earning capacity. In the field of hearing loss, this could hardly
occur except following acoustic trauma--a single exposure that produced so much loss that
in the worker's normal work environment he was handicanped in not being able to hear what
others hear, and so would have to be shifted to a less responsible (and less remunerative)
job. The hearing loss that cdeveloped gradually over a period of several years seldom
became so severe that the worker could not hear nearly as well as a normal-hearing person
in his own noise environment, even though he might have trouble elsewhere. Thus the
economic consequences of such indemnificztion were not very cevere, because few workers
were involved.
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Gradually, however, public indignation over early deaths znd cbvious impairment in
mines and mills because of employer cisregard for the health of employvees led to the con-
sensus that no person should suffer impairment in health because of his employment. In ou
field, this shift of opinion meant that loss of earning power was no longer a reguirement
for compensation; instead, the criterion was taken to be “handicap': a loss of hearing so
severe that the individual was aware of difficulty in hearing speech. Therefore a group
of otologists, audiologists and speech scienticts exarmined tne relevant data and came to
the conclusion that handicap existed (that is, peonle complained) when the average Hearing
Level (ASA 1951) at 500, 1000 and 2000 Hz was 15 dB or greater; the magnitude of the losse:
at 4 and 8 kHz seemed almost irrelevant. Thus was born the "low fence" that lives on in
the USA, now grown to 26 dB HL (IS0) hecause of the change in audiometric standards.

Handicap seemed to be complete--i.e., the patient understood practiczlly nothing--
when the averzge loss, still at 500, 1C0C znd 2000 Hz, was about 65 dB higher. So for
ease of calculation, the committee decided that if one vostulated that there was an in-
crease in handicap of 1.5% for each 1-d¢B increase in loss (15% for each 10 dB), then 100%
handicap would occur when this average HIL reached 154+(100/1.5)=82 dB(ASA) or about 93 aB
(Is0). This low fence and impairment scale is generally known as the AA00 (American
Academy of Ophthalmology a=nd Otolaryngology) formula.

Although there has never been agreement among scientists that impairment in hearing
speech mnder all circumstances was independent of the HLs at 4 and 8 kHz, nor thet the
low fence really is 26 dB HL (IS0), nor that complete impairment was reached only at 92
dB--nor, for that matter, that handicap even does grow linearly with HL in the first
pPlace--the prestige of the medical societies has been great enough that the AACO formula
has been adopted in a majority of the states in the USA. Indeed, the AACO has just
reaffirmed their support of these principles in their revised Guide for Conservation of

Hearing.

It was only natural, therefore, that when it came to setting up noise-exposure limits
for workers, considerazble weight has been attached to this AAQCO low-fence criterion. The
"risk" associated with a given habitual noise exposure is defined as the difference between
the probability that the hearing of the exvosed werker would exceed the low fence after 20
years of daily exposure and the probability that the low fence would have been exceecded had
he not worked in the noise. Thus if, of 100 45-year-old colliery workers, 25 were found to
have handicapping losses, while a group of matched controls (i.e., men who were exposed to
the same auditory hazards outside the work situation--the szme average exposure to gunfire,
illnesses, chain saws, firecrackers, head blows--as the colliery workers, but who worked
in quiet) showed oaly 10 men out of 100 exceeding the low fence, then the '"risk'" associ-
ated with the typical exposure involved would be taken to be 25-10=15%. Said again, the
worker who already had a 10% chance of exceeding the handicap threshold at age 45 due to
the joint action of presbyacusis (the loss of hearing due to aging processes) and to
sociacusis (that attributable to the vicissitudes of modern life) would now have a 25%
chance when these hazards are combined with those occacsioned by his noise exposure at work,
so that the risk "caused" by the exposure at work is 15%.

If this definition of impairment is accevpted, the job of setting standards reduces to
simply determining what noise exposures just produce a specified degree of risk. Zero
risk, with this definition, would exist when the incidence of handicar is no higher than
that attributable to presbyacusis and sociacusis in a non-exposed population.

Our Congress, however, in the passage of the lloise Control Act of 1972, was clearly
not content with such a lenient standard. The #Act charged the Environmental Frotection
Agency with ultimately developing standards that would protect all citizens against any
deleterious effects on their "health and welfare'--with even an "adeguate margin of safe-
ty" thrown in for good measure. In this context, permitting unlimited amounts of hearing
loss at 4000 Hz, just because the redundancy of speech is such that most peovle can under-
stand--at least in quiet--speech out of which all the spectral elements above 20CC Hz had
been filtered, was unwarranted. On the other hand, everyone except our Congressmen real-
ized that the goal of protecting even the most suscentible individual from any loss what-
soever was somewhat impractical. At any rate, some new "lew fence'" was indicated.

The Office of Noisce Abatement znd Control (ONAC) of FiA, following a recommendation

made by their scientific advisers from lWiright-Iatterson Air Force Base under Henning von
Gierke, has suggested that this low-fence criterion be a 5-dB change in threshold at the
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frequency most sensitive to noise damage, 4000 Hz, in the most susceptible 10% of the
workers exposed. Since 5 dB is the size of the smallest step on most audiometers, it
might seem at first glance that a more stringent criterion could hardly be suggested,
unless of course one attempted to protect the most suscevtible 1% (or 0.1%, etc.) instead
of the most susceptible 10%. However, if a proposed exposure limit is based not on hearing
loss at all but on auditory fatigue (temporary threshold shift, or TTS), even lower expo-
sures could be indicated. One might take the view, as indeed one American as well as
several Russian investigators have, that any measurable auditory fatigue indicates a
situation that is hazardous when repeated daily for 40 years.

It is no wonder, then, that currently-espoused limits of exposure for the standard
8~hr workday range all the way from 55 dBA to 90 dBA. Almost a1l of these suggestions
are ''correct'-~that is, they protect some fraction of the population against something--
but since the goals differ, so do the permissible levels. A further complicating factor
is that exposure levels are nearly all specified in terms of dBA, but the fact of the
matter is that two noises equal in dBA are not necessarily equal in hazard to hearing;
if all the energy of a noise vhose level has a2 given dBA rating is concentreted in the
2-4-kHz region, considerably greater TTS, at least, will be produced than by = more
typical industrial noise at the same dBA level whose energy is spread over many octaves.

Let us begin at the top, so to speak, and work down. The present "Walsh-Healey" or
"OSHA" exposure standard for & hr is, as everybody knows, 90 dBA. Ae far as I have been
able to tell, this limit was not really designed to meet any specific criterion, but
represents a political compromise between scientists and conservationists who really
wanted a lower limit, on the one hand, and representatives of industry, who knew that the
lower the limits were set, the more it would cost to comply, on the other. No data I know
of imply that 8 hr of 90 dBA of typical stesdy industrial noise day after day is completely

innocuous; instead, this exposure represents a degree of risk that was acceptable to the
designers of the rule.

The three sets or collections of data most often cited in discussion of damage-risk
criteria are those of Baughn (1966, 1973), Robinson {1968), and Passchier-Vermeer (1968).
It may be worthwhile to review their results briefly at this point, in order to understand
some of the suggested standards. Baughn's
data on 6835 workers are summarized in Fig.
1. Here the percentages of right ears with
AAQO impairment are shown as a function of
age for three relatively-steady-state-noise
exposure levels: 92, 86 and 78 dBA. The
curves are all idealized; Baughn, not un-
1ike other workers in this area, does not
publish the raw data. The percentages are
known to be inflated by the presence of TTS
(no attempt was made to test men only at
the beginning of the shift) and probably by
masking of the more sensitive ezsrs at 500
Hz. Furthermore, no control data were ga-
thered. With these reservations, however,
the implication of Fig. 1 is that 86 dBA is
more hazardous than 78 dBA, so that, unless
TTS can explain all the difference, a stan-
dard can be no higher than about 80 dBA if
it seeks to prevent all riske.

IMPAIRED

PERCENT AAOQOO

A similar conclusion can be reached by
considering the results obtained by Robin-
son on both ears of 759 noise workers and
97 controls. Robinson, a physicist, fits
his data to fancy equations and, like
Baughn, prefers to show us smoothed curves _ »
rather than actual data. Be that as it ol ~----"1 | 1 |
may, Fig. 2 shows the impli;ation of Robig— 20 30 20 50 S0
son's analysis. Here the rise of the medi-
an HL at 4 kHz with years of work (presum; S5 A Braih of imggfiment bl
ing the upricer Begen Bb aee Rf % ERIES dBA is the parameter. (Baughn, 1966).
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with level the parameter. Again it
appears that if one were to extrapo- 4000 HZ
late downward from the curves shown
for 95, 90, and 85 dBA, the '"no noise" 60—

condition should agree with a curve 5
of just below 80 dBA. That is, habi-
tual exposure to 80 dBA for & hr
should give only a slight increase

in the hearing loss at 4 kHz over
that ascribable to the combined act-
ion of presbyacusis and sociacusis.,

1S0)

40— 100
95

Passchier-Vermeer put together
the results of 8 different studies
involving continuous exposure to
noises ranging from 84 to 102 4BA
(there was one datum at 79 dBA, from
a survey by Kylin (1960), but this
was a group of only 7 men, so one
can hardly attach much weight to it). 0 == | | |
She plotted a series of graphs show- 0 10 20
ing the relations between median EXPOSURE (YEARag) 40

noise~induced permanent threshold .
shift (NIPTS--the number of dB by Figure 2. Increase of HL at 4 kHz with years

which the HLs of the population con- of exposure; the parameter is A=weighted sound
cerned exceeded those of a non- level. After Robinson, 1968.

noise-exposed group, according to a
synthesis of normal data by Spoor)
and the level of the noise. Figure 4000 HZ

3 shows the collected data at 4000 */
Hz for persons exposed for 10 yr or
more (NIPTS generally grows swiftly
in the first years of exposure,
reaching an asymptote at 10 yr or
s0). Although Passchier-Vermeer
made her line of fit to the data
veer off to the left as shown by
the dashed line, if one instead
ignores the one point at which her
curve ends (which, as I said, was
based on 14 ears of 7 workers), and
fite a straight line to the data
(the solid curve), it is clear that
80 dBA will just fail to produce a
NIPTS, that 85 dBA will produce a

204

MEDIAN HL (DB
3

, NO NOISE

MEDIAN NIPTS (DB)

median 10-dB NIPTS, and 90 dBA a 5 | | I |

median shift of 20 dB. Similar 80 85 90 95 100

figures for other freguencies show

that O, 10 and 20 dB of NIPTS, re- SOUND LEVEL (DBA)

gge:z;vgiyéBKo:idﬁggoc;2?egybgi 77, Figure 3. Growth of NIPTS with level in persons
' ' exposed about 10 " =

93 and 102 dBA at 8000 Hz; and by 19?8.8 abou years. After Passchier-Vermeer,

80, 85 and 90 dBA at 3000 Hz (just |
as at 4 kHz). At 1000 and 500 Hz, no change was observed at levels up to 90 dBA; a 5-dB

NIPTS at 1000 Hz required a level of at least 95 dBA, and at 500 Hz, about 100 dBA.

The analysis of Passchier-Vermeer provides some sort of justification for the 90-dBA
standard. If one were trying to protect only against an excessive proportion of AAOQO
impairment, and not worrying about the most sensitive frequency, then a 90-dBA standard
is not unreasonable. Only very small median losses would be produced at 500 and 1000 Hz,
perhaps 10 dB at 2000 Hz, and some 20 dB at 4000 Hz. Thus the percentage of workers pushed
over the low fence by the noise should not be very large. But if one accepts the viewpoint

that the average person should not suffer any significant change in threshold sensitivity
due to industrial noise, then it is clear that less severe exXposures are indicateé. Thus

NIOSH (National Institutes for Occupational Safety and Health), in a document released in
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1972, proposed that the 8-~hr exposure level be lowered to 85 dBA. Again, this was consid-
ered to permit some risk as a balance against the rather large sums of money required to
reduce exposure levels below this point. However, this recommendation has not been imple-
mented by any agency except the USA Army and Air Force. Im civilian government circles,
apparently enough influence has been brought to bear that the level remains at 90 dBA.

Fgr example, consider the committee of 15 persons, moetly laymen, appointed by the Occupa-
tional Safety and Health Administration to advise the Department of Labor on exposure limits
Although an early version of their recommendation provided for a gradual reduction of the

limit from 90 to 85 d?A over a period of years, that provision is missing from what will
apparently be their final version.

It may be noted that within the last few years, additional studies have tended to
support the view that 85 dBA for 8 hr constitutes a near-negligible risk. For example,
Roth (1970) measured the hearing of persons working in just about exactly 85-dBA noise
generated by grinding operations in a ceramic shop. Although he concludes that the exis-
tence, in this group of 106 workers, of 19 persons with HLs of 20 4B or above at some test
frequency in either ear means that 85 dBA is hazardous, this cozclusion rests on the naive
assumption that all of the observed hearing losses had to be due to the noise. A similar
disregard of sociacusic influence led Maksimova et al, (1966) to the same conclusion in
regard to the hearing of 220 female workers in a candy factory generating a noise some-
where between 85 and 90 dBA, where they found that 15% of these women had HLs of 15 4B or
more at some frequency. I cannot imagine that with such a low value of HL as the cutting
score, a control group would show any smaller percentage.

What grounds, however, do exist for suggesting limits even lower than the 8C dBA for
8 hr implied by the evidence presented thus far as representing zero risk? There are at
least three possibilities:
(1) To protect against noises whose spectra make them more hazardous than ordinary
industrial noises having the same A-weighted sound level.
(2) To protect the most sensitive individual instead of just the average worker.
(3) To provide a margin of safety.

The first reason is unquestionably a good one, if one's desire is to set the basic
limits on the basis of the worst of all possible conditions, and then to apply correction
factors that raise the limit when conditions are less severe. Unfortunately, no human data
involving NIPTS from noises in which all the energy is concentrated in the 2-4-kHz region
is yet available. If, however, one can assume that the hearing loss at 4 kHz is caused by
noise in that region, then a study of the spectra of the noises whose effects are summar-
ized by Passchier-Vermeer indicates that the average difference between the overall dBA
value of the noise and the octave-~band SFL in the 2-l4-kHz region is 6 dBA. In other words,
one could predict that the same effect on the sensitivity at 4000 Hz would be produced by
a 74-dB-SPL octave band of noise centered at 3 kHz as by an 8C-dBA pink noise. And because
the process of A-weighting actually increases the indicated value of a noise at this fre-
quency, the 74-dB SPL would be equivalent to 75 dBA. In short, this analysis suggests that
the basic exposure limit should be dropped to 75 dEA for 8 hr, but with a 5-dB correction
(i.e., to 80 dBA) if the noise is reasonably broad in spectrum, which of course is usually
the case.

By a strange coincidence, this figure of 75 dBA for 8 hr is the value proposed by ONAC
in the second draft (the latest draft at the time I am writing this) of its "limits" docu-
ment. (This document is one prepared in conformance with the mandate of the Noise Control
Act of 1972 that EPA shall publish "information on the levels of environmental noise the
attainment and maintenance of which in defined areas under various conditions are requisite
to protect the public health and welfare with an adequate margin of safety." 7You will note
that this is imposgible, because health, at any rate, if not also welfare, depends not on
levels but on exposures, which are joint functions of level and time. ONAC, faced with the
alternatives of either telling Congress to go fly a kite or pretending that levels are
synonymous with exnosures, has chosen the lotter course, which is probably prudent although
it lezds to some confusion in the document!) I say 'strenge coincidence' because they
arrived at the 75-dBA figure on the basis of sneculations regarding the most susceptible
individual (rather than by taking spectrum of the noire into consideration--indeed, spec=
trum is not considered at all) and then finally allowing a correction for intermittency.

I contend, however, that no further correction for individual differences in suscept-
ibility need be applied to the data cited above, in-that the effect of the noise on the
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most susceptible individuals is already reflected in the curves: it is precisely the most
susceptible individusle who are responsible for the first shifts in the dietribution of
HLs as noise exposure increseeal Nearly everyone will be affected by 100 dBA for & hr over
a pericd of years, fewer by 95 dBA, fewer yet st 90 dBA, and so on, until at 50 4BA or
thereabouts nobody is affected, and therefore the difference between the HL distributiona
in workers and those of groups of persons who worked in anything lower becomes zero.
This line of reasoning will be fellacious only if the moet susceptible individuals are
those who have either the best or the worst hearing initislly, so that even when the median
is unaffected, the 10%ile or 90%ile might be. For exemple, one might argue that it is the
people with the most sensitive hearing who will be most susceptible. It is known that
workers with lower (hetter) hearing thresholds show more TTS from o piven day's exposure
than those with elevated thresholds (Ward, 1963)., So if TTS has eny relation to NIPTS,

one should look for changes in the most sensitive percentiles, say the 10¥ile,

On the other hand, if one assumes thst the exiatence of loss in & given ear proves
that it is unusually susceptible, ithen perhaps one should lock at the 90%ile. (Such an
asgumption is often tecitly made, and was indeed employed by one of the scientific
advisers of ONAC (Johnson, 1973), but there really is no convincing evidence that it is
gorrect. To even test the notion, it would be necessary to insure that all the persons
whose hearing was being compared had had exmetly the same noise exposure, not just
“approximately” the same, which is all thet con be eaid about all present NIPTS data.)

Accordingly, the guestion is, what do the actual distributions of noise-exposed and
non-nojse-exposed populetions look like? TPasschier-Vermeer collected all the appropriate
data from the studies she annlyced, snd concluded that the behavior of the 25 and 75%ilea
was indistinguishable from that of thé¢ =median, which implies that a given noise ie just
as likely to produce a measurable lose in the best-hearing half of the populntion as in
the worst-hearing half. If, then, susceptibility--in any operationally-useful sense of
the word--is not dependent on HL per se, then it must be concluded that if = noise has no
effect on the median, it will have no offect on any other decile, and so the 80-dBA value
does take the most susceptible ears into consideration.

Whet about a poseible "margin of cafety"? ONAC's task was to econsider not just indus-
trial noise exposure zmlome, but rether the totel noiss exporure a citimen might be sub-
jected to both at work and elsevhere. Work exposures snd voluntary exposures to loud
sounds must add together in some way; if the total permissible deily noise dose were the
equivalent of 80 d. A for 8 hr, then one might expect that for the B0-dEA worker, even
attending a symphony concert could constitute an increment large enocugh to produce some
loss of hearing. Assuming it to be unreascanble to reguire that = person aveid loud
music, refrain from shouting st other motorists, wear ear plugs while mowing his lawn,
ete. {(and nt lesst it still is st the moment), perhaps industrisl noise limits should be
shifted down by 5 dBA to guard against such sumzative or at lemst interactive effects.

However, the same nrgument used to counter the necessity of meking an allowance for
susceptibility applies here. The industrial data of Passchier-Vermeor are based on real
people, exposed to socimcusic influences, even though in come canes, efforts were made to
exclude major ones. A failure of the distributions of persons exposed to S0-dBA noise at
work to differ from that of these who do not work io noise at all means that, even added
to the hazards of everyday living, =n 8-hr exposure at BO dEA is safe.

Thus if the implications of the charts of Pueschier-Vermeer and Hobinson hold up as
more dats is gatherad (espocislly on workers in the 80-90-dBA renge), & 75-dBA limit for
continuous exposure for 8 hr/day, with a 5-d4BA correction when the noime is broesd in
spectrum, seems to be correct for complote protection. It could be, of course, that that
one point of Kylin's on Passchier-Vermser's charts is actually correct, and that the line
describing NIPTS &s & function of level does bend to the left as FPasschier-Vermeer draw
it, because of sociacusic influences acting in conjunction with noise. An inveatigation
is now underwsy in the USA in which workers who have spent many years in constant noise
levels between BO and 90 dEA will be intensively studied. GSince ear protection is not
yet required for theses people, it may be our last chance to get clear dats on humans.
Bven ot worst, however, it 4s difficult to see how this 80-83A S-kr limit for broad-band
noise could be in error by more than 5 &B, based on pressent data.

it is true, of course, that Eryter (1970, 1973) hes been touting 55 dHA as the thres-—
hold level for damage. However, his contentions sre based on rejection of the deta cited
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here, speculative extrapolation of TTS data, and on & curious yet consistent assumption
that NIFTSs are mersly the same as raw HLs. BSuppose that s worker at the age of 40 has a
HL of 20 dB, whils the average non-noisn-exposed worker of that age has a 15-4F HL. Most
of us would then agree that the NIPTS of the worker in guestion im 20-15=5 dB. Not Kryter,
however; he contends that the NIPTS is 20 dB. [t is no wonder that the losses associnted
with 80 dBA (as, for example, implied by Baughn's data) are judged by Kryter to bs unaccep-
table--the amazing thing is how he even concludes that 55 dBA is innecucus, since some per-
sons working in that level will surely be found to have crossed any low fence smployed.

Before going on, let me return to the question of the reole of TTS here. While I do
not believe that TTS date should take precedence over FI5 data in establishing limits that
will prevent development of NIPTS, nevertheless I feel that TTS dats do have some rele-
wvance. For exaupla, what TT8 is caused by an an O-hr exposure to 75 4B of high-frequency
octave-band noise, the most severe possible with a 75-dBA limit? Fipgure 4 shows the growth
of TT5., (15 2 min after cessation
of up%nura) at 4 kHz caused by m

2800-5600-Hs band of noime, for
the median, 10%ile and 90%ile of 20—
the group of 20 young normsl ears
tested. The median at the end of
8 hr wae 6 dB, the 90%ile 12 4B,
If this can be regarded as & rap-
resentative sample of esra, only 80— —® 90 %ILE
one ear in 500 would display a 10— -

TTE, of 20 dB or greater at the
efd of the day. Perhaps it will
eventuslly be shown thut a 20-4B
TT5. repeated day after day will
ultgmtely produse &8 PTS. In
that case, a reduction of 5 4B to 0
protect this most zensitive person

would be in order. Until then,

however, it seems to me that the

75-dBA level for this octave band Hlzure:

(08}
&
|

TTS;

MEDIAN

10 %ILE

& i

E TIME (HR)

Growth of 'I".'L‘S6 at b kHr with time in
of noise is o reasonable standard ?;;‘::r:;m‘ of noise (2800-5600 Fz) at 75 dB 8PL
on both PTS and TTS grounds. I :

cortainly see no reason to conmclude that if any TPE i produced, then there is a finite
hugord, we & gouple of Hussian investisltorn ave nosumed recently (Gel'tischchava apd
Fonomarenko, 1968). They propose & limit of 60 dBA for & Y~kHe octave band of noise
bocmuse in their subjects a 3-dB TTS wee produced after n l-hr exposure.

fo much for the beeiec stendard. What now of shorter, interrupted, or irregular expo-
sures, which are probably more typical of industry than the econtinucus ones invelved in
ell the NIFTS data at hand? As you know, Bobincon champions the "totsl immiesion" theory,
which proposes that the NIPTS depends only on the integral of the A-weighted power enter-
ing the sar-—the total A-weighted srerpgy, 8o to speak. However, since Hobinson's data,
like those of Baughn and Fssschier-Veroeer, concerned only pereons with continuous expo-
surss (those with intermittent exposures were parefully eliminated), there is no compelling
rouaon to subseribe to that theory.

Eome cvidence does exist that implies that an interpittent exposure produces much
lesa FT5 than a steady one of the snme energy. This evidence comes largely from miners.
In the TSA, Sateloff et al. (1269) showed that miners exposed for & total of nearly 3 hr
drily to drilling noise of 115 to 122 4BA, but with some 5 min of quiet, on the average,
between J-min bursta of nolse, had only ebout the percentage of ecars with AADO handicap as
the Baughn snd Robinson deta would predict to eceur in 100 dBA, which is at least 15 dB
below th> "effective level"™ L of the exporure--that ie, that lewvel which, had it been
constant throughout the B hr.’ ould have contained the zame energy as the intermittent ex-
posure, A similar low incidence of handicapping losses has been reported by studies of
miners in other countries (BlBha ard Slapicka, 1967; Jtnsson, 1967; Motta and Tarsitani,
i%69). Also, remarkably emall PTSs are produced in rock-and-roll musicians, despite their
near-daily exposure to several hours of intermittent 110-dBA susic (Speaks at al., 1969;
Reddell and Lebo, 1972).

It is alne well known thnt the T35 from intermittent exmosures is much reduced rela-
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tive to that from steady noisej indeed, if the noise bursts and intervening quiet periods
are quite short (up to a minute), then the TTS from an 8-hr exposure when the noise is '"on"
half the time is less than half as great as when it is on continuously, a value well below
that produced by an 8-hr Leq (a continuous noise % dB lower).

Because of this information, the Walsh-Healey compromise, in addition to a basic
90-dBA 8-hr exposure, postulated a trading relation of 5 dB per halving of the exposure
time instead of the 3-dB relation that is a corollary of the total-energy hypothesis, on
the grounds that most exposures are intermittent. This trading relation of 5 dB seems to
be reasonable, as it permits exvosures up to 115 dBA for 15 minutes. However, the scien-
tific advisers to ONAC have long been enamored of the total-energy principle (von Gierke
was instrumental in getting it built into Air Force Regulation 160-3, a 1956 standard set
for the Air Force), and so it is firmly esconced ir the "Limits' document, lock, stock and
barrel, except that a flat 5-dB correction factor is allowed if the noise is intermittent.
Thus ONAC's suggested limit of 70 dBA for 8 hr of steady exposure is translated to an
intermittent exposure of 75 dBA for 8 hr and thence to a 24-hr L of 70 dBA, which means
that 80 dBA would be permitted for 2.4 hr, 90 dBA for 0,24 hr (1§qminutes), 100 dBA for
1.5 min, or 110 dBA for 9 seconds. I would hazard a guess that nobody except perhaps
Kryter and Ponomarenko would contend that such a limit for total daily dose as this would
be under-conservative for even the most susceptible of persons. You will note that this
preoposal is several orders of magnitude different from the Walsh-Healey provisions, 115
dBA being permitted for only about 3 seconds instead of 15 minutes. To my mind, such a
limit is merely ridiculous. There is no substantial support to be found for the total=-
energy hypothesis, yet merely because it is a simple rule it is being seriously proposed.
This shows how a small band of determined advocates can force their personal opinions on
a government agency that is forced to do a complicated job without adequate funding.

While the merits of these fantastic limits are being debated, we at the Hearing
Research Laboratory have been plodding along trying to determine, using TTS, whether the
temporal trading relation should be 3 or 5 dB per halving time (or even 4 dB, as Pfander
(1965) nas long championed, and which has been adopted by the Air Force in a revision of
AFR 160-3 as a '"compromise" between 3 and 5 dB). While we hope eventually to determine
NIPTSs in chinchillas exposed to various patterns of noise, at the moment we must study
TTSe in man, and hope that if two 8-hr noise exposures produce the same TTS, they will

eventually be shown to be equally hazardous.

Table 1 shows some of our results gathered last year, using a 4-kHz octave band of
noise (2800-5600 Hz). The entries show the mean TTS 5 (in 20 ears) measured at 4 and 6
kHz at the end of 8 hr of exposure. In addition to Continuous exposure (top line), 3
different on-fractions R were used (1/2, 1/% and 1/8) and 3 differcnt periods T (1.5, 9
and 40 min). Thus the Table indicates, for example, that the mean TTS, after 8 hr of
exposure to 75 dB SPL was 6.4 dB (the TTS.s at 4 and 6 kHz were always nearly equal),

in agreement with Fig. 4. “
TABLE 1

It can be seen that the

5-dB-per-halving-time relation R {m?n) Exposure Level (dB SPL)
is suppor‘ged by the data: a TTS, 75 80 85 90 95 100
of about ¢ dB is produced, feor
example, when the period is 1.5 % g 6.4 k.5 23.3
min, by 45-sec bursts at 85 aB, 172 1.5 8.6 14.0
by 22.5-sec bursts at 90 dB, 1/2 9 15.2
and by 1ll.3-sec bursts at 95 1/2 40 18.1
dB. The reduction of TTS de-
pends on the cycle duration, 1:52 1§5 12:; 133
it is clear, but if that is 1/4 40 18.8
held constant, then a 5-dB in-
crease just about balances out 1/8 1.5 8.6 19.7
a 50% reduction in cumulative 1/8 9 10.5
1/8 Lo 12.5 ( 20)

exposure time.

Results using a 1000-Hz octave band of noise were quite similar, except that the
trading relation implied is even greater than 5 dB--perhaps 6 dB per halving time. When
we employed a 250-Hz octave band, an on-fraction of 1/2 gave less TTS2 at 115 dB than did
95 dB of steady noise. The recuperative powers of the ear are clearly reflected by this

result.
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At any rate, even in this most hazardous auditory area, a trading relation of 5 dB
appears adequate. Perhaps TTS data are not completely appropriate, but if they are all we
have, it seems to me that some attention should be paid to them.

) 4ctually, I would argue that the total-enérgy hypothesis, apart from having little
empirical support, makes a false basic assumption, in postulating that every bit of energy
contributes to the eventual demise of a hair cell., 1In a public hearing on the Levels doc-
ument, the proponents of the total-energy theory repeatedly drew an analogy to the problem
of radiation damage. Now as a first approximation, it is true that damage from X-radiation
does tend to cumulate over a day or week; if it did not, then the rhotogravhic-plate
radiation dosimeter would be useless, since it does integrate over time, regardless of the
pattern of exposure. It is probably true that each high-energy particle penetrating the
skull destroys a brain cell or two. But damage to hair cells from noise is, I feel, quite
a different kettle of fish. After all, the brain is not normally a receptor for the iden-
tification of X-radiation, but the ear's customary job is detection of sound. For this
reason, I cannot help believing that there is a reasonably high level, different for
different people, below which no deleterious effect will be observed, no matter how long
the exposure, any more than a long exposure of the eye to moderate levels of illumination
will eventually produce destruction of rods and cones. Similarly, even for levels higher
that this, there must be a critical duration below which, again, not the slightest perma-
nent damage results. McRobert and I (1972) have gathered TTS data that imply that this is
the case for impulse noise, at least. That is, if one determines the level of simulated
gunfire that just produces a cumulative TTS, so that 20 such pulses will produce say 10 dB
of TTS, and one then reduces the level by 9 dB, one can listen to over 600 of them with no
resulting TTS (boredom ended the experiment at 600 pulses), although 80 of them should
have produced the 10-dB TTS, according to the total-energy hypothesis.

* % % % %

In summary, it appears that octave-band levels below about 70 to 75 dB cannot produce
a TTS that grows with exposure time (a conclusion we had already reached 15 years ago--cf.
Ward, Glorig and Sklar, 1958, 1959), so that, when ordinary broad-band noises are concerned,
for overall levels of 80 dBA or less, negligible hazard to hearing exists from an 8-hr
exposure even for the most sensitive test frequency, 4 kHz; this conclusion is seen to
be in agreement with NIPTS results. Risk criteria lower than this are based on simple
fudge factors, extrapolations of questionable validity, or on the assumption that where
a TTS is found, PTS will eventually occur. On the other hand, limits higher than this
are compromises between risk of measurable NIPTS and the costs of noise control.

I do hope that the total-energy hypothesis based on a daily tolerable dose of 75 dBA
for 8 hr does not replace our present Walsh-Healey (OSHA) regulation. I personally believe
that an 85-dBA 8-hr criterion, with a 5-dB trading relation, is what should be aimed for,
even though requiring ear protection for every person who works in 85 dBA will be a waste
of effort for all but the most susceptible workers. 1 also hope we can somehow eliminate
the silly notion that 116 dBEA even for a second or two is forbidden; perhaps an equal=-
energy-based trading relation (i.e., 3 dB per halving time) for levels above 110 dBA
should be used. At any rate, the relations among level, duration and pattern of exposure
for constant risk are clearly complex; so the best solution, I am still convinced, is to
continue to try to develop risk criteria that are accurate even though intricate, as we
attempted to do in the CHABA criteria proposed 8 years ago (Kryter, Ward, Miller and
Eldredge, 1966), and then try to simplify them, rather than starting with a simplistic
principle and then trying to force the data to justify it.
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SUMMARY -

The historical development and current states of knowledge

regarding impulse and impact noise damage risk criteria are criti-
cally reviewed.

Definitions of impulse and impact noise are given, from which
it is possible to formulate two criteria so that such noises may be
separately assessed for hearing hazard. The problems associated
with the formulation of these criteria are stated, together with the
difficulties likely to be caused by over-extrapolation of the experi-
mental data upon which they were based.

Progress towards the unification of impulse and impact damage
risk criteria with steady state noise exposure standards is dis-
cussed, although it is felt that further research will be necessary
before this becomes possible in a form acceptable to, and implement=-
able by, governmental agencies.

INTRODUCTION

The hazardous effects of high intensity impulse noise on hearing have 1on§_; been recognised,
and when reviewing the documented researches it is impossible to proceed far without reference to
the classic work of Murray and Reid (1, 2). There is also li:tlfz doubt that many of the funda-.-
mental problems which beset Murray and Reid when trying to quantify these hazardous effects still
exist today.

In addition however, we currently have to placate the legal and political administrators of
our noise polluted environments., This factor creates new problems, bea-:ause thf.- demands of. )
society require that noise criteria must be readily understood and easily applied. .In striking
the correct balance between research and application theref.ore, care must be taken not to over
simplify and extrapolate data out of the context in which it was obtained.

These problems are discussed in the context of damage risk criteria for impulse and impact
noise.

DEFINITICNS OF IMPULSE AND IMPACT NOISE

Confusion seems to occur in the use of these terms; in the present discussion their broad
definition will be taken as follows.

IMPULSE NOISE

A short duration sound particularly characterised by a shock front pressure waveform (i.e.,

29



virtually instantaneous rise time), usually created by cudden releases of energy; for
exampie as encountered with explosives or in gunblast situations,

Such a characteristic impulse pressure waveform is often referred to as a Friedlander wave
and is illustrated in figure la. This single impulse waveform is typically generated in
free field environments where the sound reflecting surfaces which create reverberation are
absent. In the gunfire situation additional mechanically generated noise is also present
in addition to the shock pulse. In these situations the waveform envelope can take the

form illustrated in figure 1b.

The duration of such noises vary from microseconds to several milliseconds (up to 50 ms),
although in confined spaces the reverberation characteristics may cause the duration to
extend up to about one-half second or so. In all cases however, the shock front waveform

characteristic is present.

In general people are not habitually exposed to such noises and typical estimates of the
number of pulses likely to be received on any one occasion vary between 10 and 100, although

up to 1000 pulses can be anticipated.

IMPACT NOISE

Impact noises are normally produced by non-explosive means, such as metal to metal impacts
in industrial plant processes. In such cases the shock front waveform characteristic is not
always present, and due to the reverberant industrial environments in which they are heard,
the durations are often longer than those usually associated with impulse noise. The
background noise present in such situations, coupled with the regularity with which they
occur, often causes the impacts to give the appearance of running into each other.

People in industrial situations are usually habitually exposed to such noises and the
number of pulses heard on any one occasion often runs to several thousand.

The cases in favour or otherwise of the 'impulse' - 'impact' noise distinction may be
variously made. It is becoming increasingly clear however that until we know considerably more
than we do at present about the roles played by the numerous parameters involved in the establish-
ment of damage risk criteria, it would be incautious to turn a blind eye to this distinction,

Some of those factors currently thought to be important and worthy of incorporation into impulse/
impact damage risk criteria are: peak sound pressure level, rise time of the initial shock front,
waveform envelope characteristic, effective duration, spectrum content, critical level for the
onset of hearing threshold shift effects, rate of occurrence of the pulses, total number of

pulses in exposure, individual susceptibility to hearing impairment, orientation of the ear with
respect to the noise source, acoustic reflex actions, total noise exposure history, ete.

DAMAGE RISK CRITERIA FOR IMPULSE NOISE

Murray and Reid (1, 2) in 1946 were aware of the problems involved in establishing quantita-
tive damage risk criteria. Examination of many of the factors previously mentioned led them to
formulate a relationship between 'blast pressure' and 'ten round hearing loss'. This is shown in
figure 2, and remained unchallenged until about the mid 1960's. At that time researchers felt
that Murray and Reid's basic concepts needed extension in order to take account of the durational
characteristics of the noise, and of a trading relationship between these factors and the total
number of pulses received per exposure. In fact we have progressed little further than that in
the last decade, and many other factors still remain unsolved.

In review, therefore, the steady state noise damage risk criteria in existence in the early
1960's, only referred obliquely to the problem by including an upper limit of about 135 dB for
unprotected noise exposure of any duration, however short. However, it was considered that this
limit was unnecessarily conservative, particularly with respect to exposure to many types of gun-
fire noise. 1In the UK a programme of research was undertaken in which methods of measuring and
specifying the physical characteristics of impulse noise were compared with the temporary thresh-
old shifts which such noises produced in volunteer subjects. The results of these investigations
were initially presented in 1965 in a Medical Research Council's Royal Naval Personnel Research
Committee Report (3) and extended to include safe limits for certain types of impulse-noise
exposure in a paper (4) presented at the Fifth International Congress of Acoustizs in Liege. At
the same Congress, USA data presented by Kryter and Garinther showed that they had been conducting
simultaneous but independent studies (5, 6) and had arrived at remarkably similar conclusions.
Combination of these data supplemented by further research in both laboratories led to the formu-
lation in 1968 by Coles, Garinther, Hodge and Rice (7) of what is thought to be the first
authoritative DRC for exposure to gunfire noise. This applied the limits of acceptance TTS to
protect 75% of the exposed population recommended by the NAS-NRC committee on Hearing, Bioacoustices
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and Biomechanics (CHABA). This specified that "end of day" TTS should not exceed 10 dB at or
below 1000 Hz, 15 dB at 2000 Hz, and 20 dB at or above 3000 Hz in 757 of the normally-hearing

persons exposed. An approximation to the 90th percentile could be made by reducing the criterion
peak pressure levels by £ dB,

) The peak pressure and duration exposure limits proposed in the criterion are shown in
flguFe 3 where the A and B durations are defined in figure 1, waveform specification hv oscillo-
scopic techniques being the preferred method of measurement (7). At the time of publication
these authors considered that it was too cumbersome to express damage risk from exposure to heavy
weapons, small arms or sporting gumns in terms of the number of rounds fired or the repetition
rate. Therefore certain general qualifications or corrections were placed on the criterion:

(i) the total number of impulses would be limited on average to 100 per exposure,
(ii) the anticipated average number of exposures per year was 10-20,
(iii) the repetition rate was of the order 6-30 impulses per minute,
(iv) the criterion should be lowered by 5 dB for normal sound incidence,
(v) when exposure is to be occasional, single impulses only, the criterion could be
relaxed by 10 dB,

(vi) protection for the more susceptible person (>95%) can be achieved by lowering the
curves by 10 dB.

In 1967 Forrest (8) extended these ideas to include the use of a trading relationship
between B duration and the number of pulses per exposure. This data provides for approximately
2.7 dB reduction in peak level per doubling of B duration, compared with the Coles et al (7)
criterion slope of 2 dB reduction per doubling.

In 1968 the NAS-NRC committee on Hearing, Bioacoustics and Biomechanics proposed a damage-
risk criterion for gunfire noise (9) based on the previously discussed criterion (7). Whilst
certain modifications in presentation were proposed, for example a 5 dB lowering of the curves
for 95th percentile protection and 5 dB lowering for normal incidence, more substantive modifi-
cations were also incorporated. The first was the termination of the basic DRC at 164 dB which
meant that under no circumstance should any ear be exposed to a peak level in excess of 179 dB
(this corresponds to the limit for a single pulse (+10 dB) at grazing incidence (+5 dB) with a
25 microsecond duration. The second modification was the 138 dB "floor" for B-durations of 200
to 1000 milliseconds in order to take account of the protection afforded by the reflex contrac-
tions of the middle-ear muscles. Thirdly corrections for the number of pulses per exposure were
established, based on the Coles et al (7) opinion that "Where exposure is to occasional single
impulses only, it seems reasonable to raise the limits somewhat, and an estimate of 10 dB has
been agreed upon for this".

The CHABA criterion is shown in figure 4 and it must be stressed that it consolidated the
first attempt at a reasonable impulse noise damage risk criterion. The limitations were clearly
stated (7, 9), and most importantly it should be remembered that the interpretation of the

xperimental data rested heavily on the conclusively unproven assumption of a consistent
relationship between TTS and PTS. Furthermore, the empirical nature of the specification of the
noise was clearly stressed,

CORRECTION FACTORS FOR THE NUMBER OF IMPULSES

The data on which the Coles et al (7) and subsequent CHABA (9) criteria were based was
distinctly limited to impulses having 'A' or 'B' durations of less than about 500 milliseconds,
and with an average of 100 impulses per exposure. The CHABA correction factors for the number of
impulses are shown in figure 5, and it can be seen that the original data is extrapolated to 1000
impulses. In fact for gunfire noise only the normal and grazing incidence corr?ction factors for
single impulses (and by implication up to 100 impulses) have been validated; t?ls was do?e by
Hodge and Garinther (10) in 1970. More recently McRobert and Ward (11) using high intensity
artificially generated impulses have produced data which support the '5 dB decrease per 10 fold
increase in the number of impulses' hypothesis.

1t would therefore seem clear that for short duration high intensity shock front impulse
noises the CHABA (9) criterion is probably the most authoritative document to date. This i§ for
use with impulses having 'B' durations of up to adout 250 ms and up to 1000 impulses per daily
exposure.

Expression of the possible combinations of 'B' duration and Number of impu1395.(ﬂ) within
these limits for the 75th percentile protection and grazing incidence is shown in figure 6, Pased
on a recent paper by Rice and Martin (12). It appears thaF no great losg of accuracy is admi tted
by this method of treatment and expression of the B-N trading relationship is much easier to
follow.

31



In support of the United States Environmental Protection Agency (EPA) Guignard (13) has
prepared guidelines for evaluating impulse noise exposure. This data is a modification of the
CHABA criterion and uses an equal energy trading relationship to extrapolate for exposures of up
to 10,000 pulses with hearing impairment not to exceed 5 dB at 4 kHz in more than 107 of the

population. (See figure 7.)

Limitations to this approach are yoiced by Guignard with respect to the underestimation of
the likely hazard for smaller exposures. However, further caution should be advocated if this
method is adopted by the EPA (14). By invoking an equal energy concept it would seem implicit
that equal 'B' duration - number of pulses (N) .products should predict equal peak level of hazard.
Reference to table 1 shows that this is not the case, and whilst the mean predicted values differ
considerably in many cases from the CHABA limits, the ranges of peak levels for a given BN product
are additionally wider using the Guignard approach.

Table 1. Tolerable mean peak levels (with their ranges) for various BN Products as calculated
by two methods.

_ CHABA (9) Guignard (13)
BN Mean Peak Range Mean Peak Range
ms dB dB dB dB
0.1 158 168
1 152 2 159.5 3
10 146 3.5 151 6.5
100 140.5 5 143 10
1,000 135 3 135.5 18
10,000 129.5 3 127.5 15
100,000 124.5 3 119.5 1l.5
1,000,000 121 112 8

It is suggested that such wide ranges as those indicated in table 1 will probably be
untenable in practice. The approach is felt also to show the dangers of the over extrapolation

of limited data.

DAMAGE RISK CRITERIA FOR IMPACT NOISE

Following publication of the CHABA criterion (9) interest in its application to the indust-
rial environment obviously grew. The repeated impact situation led Coles and Rice (15) to
extrapolate their earlier data (7) to try and meet this new requirement. Based on additional
data by Cohen, Kylin and La Benz (16) and Walker (17) the revised correction factors are compared
in figure 8 with the proposals of CHABA and Guignard (13).

Whilst the Coles and Rice corrections appeared to fit situations involving reverberant
repeated impacts, they are clearly at variance with the more recent impulse noise data of
McRobert and Ward (11). If the data has been correctly interpreted therefore it seems that, as
discussed earlier, separate criteria are required for impulse and impact noise, once the number

of pulses exceeds about 1000.

Further evidence for this comes from the work of Martin and Atherley (18, 19). Following
studies of industrial impact noise, methods were evolved by which the effects upon hearing could
be evaluated in terms of the "equivalent-continuous noise level" concept. Different procedures
for evaluating the noise characteristics are recommended depending upon the peak height, repeti-
tion rate and decay time constant of the impact waveform envelope (19). In addition the method
fits with the British Occupational Hygiene Society and Department of Employment practices for
exposure to wide band steady state noise (20, 21). Contemporary with, but in the absence of the
McRobert and Ward (11) observations, Rice and Martin (12) reviewed the impulse—impact noise
damage risk criteria and suggested that the unification of them might be possible using the im-
mission principle of equivalent "A' weighted sound energy for continuous noise exposure.

Figure 6 compares this equal energy approach with the CHABA criterion and the Coles and Rice

(15) data (for upwards of 1000 pulses).

UNIFICATION OF IMPULSE-IMPACT DAMAGE RISK CRITERIA

The case for unification on an equal energy basis (12) would demand that the CHABA impulse
criterion be considerably tightened for BN products greater than about 10 ms. On reflection it
is felt that considerably more research is required before this matter can be resolved, and until
that time two separate approaches are recommended. For impulse noise of up to 1000 pulses per

32



occasion the CHABA criterion (9) is recommended, whereas for impact noises over 1000 pulses per
occasion the method of Martin and Atherley (19) is recommended. This view now supports that of
McRobert and Ward (11) who said that '..., it may be wrong to have a single curve to represent the
trading relationship between level and number of pulses for both impulse and impact noise.'

Figure 9 shows the recommended impulse and impact criteria over a wide range of peak level
and 'B' duration times number of impulse values. Also marked is the equivalent point for an
8 hour daily exposure to 90 dBA. It is interesting to note that if instead of using the equal
energy concept (as is current European Practice), a 5 dB per halving of exposure is used (as
is current USA practice), the criteria essential resolve themselves.

Quite obviously considerably more research needs to be undertaken in order to resolve, as
Murray and Reid originally pointed out, the complex relationships between those features in the
noise which are most important in relation to the hearing loss caused.
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FIG 1. IDEALIZED OSCILLCSCOPIC WAVEFORMS OF IMPULSE MNOISES.

PEAX LEVEL: PRESSURE DIFFERENCE AB. RISE TIME : TIME DIFFERENCE AB.

fa) A DURATION : TIME DIFFERENCE AC. (b) B DURATICN: TIME DIFFERENCE AD.
{ +EF WHEN A REFLECTION IS PRESENT). (COLES etal. [7])
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SUMMARY - In the United States, noise has become the controlling
factor in the design of commercial aircraft and airport facilities.
Research into methods for assessing individual and community
response to noise exposure, quantification of the noise produced
by present and future air carrier systems, and methods for alle-
viating noise exposure have been undertaken recently by a number
of Federal agencies, including The Environmental Protection
Agency, The Department of Transportation, The National Aeronautics
and Space Administration, and The Federal Aviation Agency. The
results of a number of these projects, dealing with a nationwide
noise survey, sleep interference, effects of noise exposure, and
public opinion polls will be discussed.

Traffic noise has also become a major concern as traffic has
been increasingly recognized as the principal source of background
noise levels in urban environments. Efforts to reduce traffic
noise by source control and highway design, as well as the effects

of time varying traffic noise on speech intelligibility will be
discussed.

Within the last few years noise has become a principal determinant of the
growth of air transportation in the United States. New aircraft are being de-
signed as much for noise reduction as for traditional goals such as payload,
speed, and range. The last major airport to open in the United States (Dallas-
Ft. Worth) required a 160 km? site to contain the anticipated NEF 40 contour.
The lack of noise-compatible sites makes it doubtful that a major new airport
will open elsewhere in the United States within the next decade.

Similarly, ground transportation has lately been recognized as responsible
for the ambient noise levels to which most of the country's population is ex-
posed. Legislation and regulations now compel highway design engineers in the
United States to design inherently quieter roads, and truck and automobile
manufacturers to produce quieter vehicles. Environmental impact statements
for new construction of roads require study of the effects of traffic noise on
exposed populations.

The focussing of attention on noise pollution created by the Federal Noise
Control Act of 1972 has accelerated study of the effects of noise on people,
particularly in the areas of annoyance, speech interference, and sleep inter-

ference. This paper discusses the results of recent research conducted in the
United States in these areas.

I. Annoyance

Annoyance is perhaps the most pervasive effect of noise on people, since it
is a frequent concommitant of speech, sleep, and activity interference. Attempts
to relate annoyance to noise exposure levels have not been very successful, since
annoyance does not seem to be very strongly related to physical characteristics
of noise over any appreciable range of values. In the amplitude domain, for

39



craft flyover coul® be judged

1 faucet dripping at night and an air
ogatly s gl 5 even though the noise levels of

equally annoying in the appropriate contexts,
these events differ enormously.

Individual differences do not seem to be the problem in relating noise
exposure to annoyance; large scale social surveys in which daFa from Fhousands
of respondents are pooled have proven little more successful in relating expo-
sure to annoyance than have laboratory studies of small samples. In fact, )
correlations between even the most intricate noise ratings develgped from social
surveys and noise exposure data are on the order of 0.4, accounting for only
about 16% of the variability in the data.

One potential explanation for the inadequacy of current prediction methods
is that they are all based on delayed self report, whether in the form of social
surveys or examination of other post hoc records such as complaint fi}es. These
traditional methods contain the inherent flaw that human response, nolse expo-
sure, and relationships between human response and noise exposure must be recon-
structed after the fact, on the basis of uncertain information.

The American Environmental Protection Agency and Department of Transporta-
tion recently sponsored a research program (1) to evaluate a novel procedure for
assessment of noise-induced annoyance in residential settings. The procedure
employed to record noise exposure and annoyance simultaneously was fairly simple.
Test participants were supplied a wrist-wearable signalling device (an FM trans-
mitter) which provided an event mark on paper or magnetic analog records of
noise exposure. The event marks indicated annoyance, while the analog records
provided the continuous information about noise exposure. Subjects in this
experiment were instructed to push a button on their "wristwatch" whenever they
heard a sound they would rather not have heard. :

Data were collected at airport, highway, inner city, suburban, and rural
sites., The average hourly response rates over a week long period ranged from
almost 12 responses per hour at the airport site to less than half a response
per hour at the rural site. The rank ordering of noise neighborhoods by average
response rates corresponded well with intuition; airport, inner city, highway,
and rural neighborhoods, in diminishing oprder ©of annoyance.

An analysis of the relationship between annoyance responses and instan-
taneous noise levels demonstrated that higher rates of annoyance were in fact
related to higher noise exposure levels. The strength of the relationship,
however, remains to be determined in a full scale implementation of the procedure.

II. Speech Interference

One of the best understood effects of noise on people is its interference
with communications. Transportation noise is known to impede verbal communica-
tion in face to face conversations, telephone use, listening to television and
radio, and so forth. About 90% of the residents in a high noise exposure area
near Los Angeles International Airport reported such interference in an aircraft
noise survey last spring (2).

Several good measures were developed years ago to permit estimation of the
intelligibility of speech in steady state noise environments. Unfortunately,
most community noise from transportation varies greatly in time. Thus, until
recently, it was not known how to predict speech interference effects in real
life environments such as traffic noise. The Highway Research Board of the
American National Academy of Science is sponsoring on-going research into this
problem (3). One experiment in this series resulted in a preliminary finding
that the median of a traffic noise distribution is capable of serving as a use-
ful statistic in predicting speech interference.

The experiment was designed such that panels of four observers seated in an
anechoic chamber were required to indicate which of six words in ten groups of
spondee (two syllable) words was annunciated at any given time. The background
in which the listening was accomplished was recorded traffic noise. Speech
levgls were varied systematically to determine percentage intelligibility at
various speech to noise ratios.
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The dependent variable was the peak speech level required for the panels of
subjects to obtain a 70% correct detection rate. The 70% correct detection level
was selected for close attention mainly because it provided a level of speech in-
telligibility sufficiently high to promote consistent performance by the test
panels, yet sufficiently low to avoid ceiling effects associated with vecy high
correct detection levels. The 70% correct point was estimated for each word list
in each traffic background (a total of 268 tests) both by linear regression and

interpolation of the psychometric function relating percent correct detections
to speech levels.

The most significant finding was that the median of a traffic noise distri-
bution (L50) is an excellent predictor of the peak speech level necessary to

achieve a 70% correct detection level of spondee words heard in traffic noise.
The LBO and the energy mean (Leq} measures were also capable of serving as esti-

mators of this speech level, but Lior which reflects the peaks of a traffic
noise distribution, was not a good predictor.

Further analysis of the effect of traffic noise variation on perception of
speech indicated that increased variation (greater LlO-LSO) permits a lower peak

q
This finding coupled with the fact that Leq affords reasonably good prediction

of the target speech level suggests that criteria expressed in terms of L

speech level for 70% correct detection with traffic noise samples of equal Le

ma
eq 4
provide the basis for traffic noise criteria. This is so because a criterion

expressed in terms of Leq for the steady state noise of freely flowing traffic

will guarantee lesser amounts of speech interference from the more variable
noise produced by reduced flow or increased ratios of trucks to cars.

IITI. Sleep Interference

Even though speech interference is the most frequently mentioned effect of
community noise on peoples' lives, sleep interference is a potentially more sig-
nificant effect. Indeed, laboratory studies of nocturnal noise intrusions have
suggested that exposure to moderate noise levels (on the order of 70 dB(A)) can
awaken or disturb the sleep of a substantial proportion of test subjects.

Despite the acknowledged importance of sleep interference effects, little re-
search has been conducted to quantify how sleep interference depends on the quan-
tity and quality of noise exposure and to relate physical parameters of exposure
to the degrze of sleep interference.

Lal.oratory studies of sleep gquality, moreover, do not provide compelling
evidence of sleep interference effects in the world at large. Small numbers of
test subjects are usually employed; the electrodes and recording equipment used
to measure sleep electrophysiology may disturb sleep of themselves; test subjects
spend only a few nights in novel sleeping guarters; and there is little opportu-
nity for habituation to the simulated noise environment.

The National Aeronautics and Space Administration has sponsored two studies
to further understanding of the effects of aircraft noise on sleep quality in
residential settings (4). The first study was conducted in two metropolitan
neighborhoods several miles apart. One was adjacent to Los Angeles Interna-
tional Airport; the other neighborhood was of similar socioeconomic level, home
construction, and traffic noise exposure. Six middle aged couples served as
subjects in the airport area, while five middle aged couples served as controls
in the other neighborhood, for a total of 22 test subjects.

A modified four track analog tape recorder acquired both the physiological
and acoustic data. The physiological data consisted of multiplexed FM recor-
dings of EEG and EOG, recorded on separate channels for husband and wife. The
acoustic data consisted of a continuous direct recording of noise exposure in
the sleeping gquarters. A WWV receiver provided time of day information on the
remaining track at a number of sites.
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Digital records of noise exposure were kept by means of an automatic noise
monitoring unit. This unit provided event marking information on the physiolo-
gical channels during the time a noise threshold (usually set about six dB above

ambient levels) was exceeded.

The general hypothesis that intense noise exposure degrades the gquality of
sleep was supported to some extent, in that subjects in the airport area spent
a smaller percentage of their time in deep sleep than subjects in the control
area. Although a number of differences in the microstructure of sleep (time
spent in various stages, shifts in sleep stages associated with specific noise
intrusions, etc.) were statistically significant, the effects of noise were
generally small,

A second study in progress at the time of writing is intended to assess the
effects on sleep of a sudden cessation of nocturnal noise intrusions. Sleep
patterns and noise exposure of test subjects in the same aircraft noise neigh-
borhood were monitored immediately before and after a change in flight paths
re-routed aircraft away from their homes. Although data collected in this study
have not yet been fully analyzed, it appears that differences in sleep quality
before and after the cessation of intense noise exposure will not be great.

Yet a third study conducted at the same time required test subjects to push
a button on their bedsteads (in their own homes) whenever they awoke during the
night. A laboratory computer logged their times of awakening over special tele-
phone lines. Differences in this "behavioral awakening" method of assessing
sleep quality in the time periods before and after cessation of overflights were

also very small.

In short, although it remains possible that certain segments of the popu-
lation may suffer profound sleep disturbance from nocturnal noise, it seems
likely that human beings are sufficiently adaptable to learn to sleep tolerably
well even in high noise environments. Whether people should have to sleep in
such noisy environments, and what long term costs may result from slight chronic
sleep disturbances, are issues that go beyond scientific studies of sleep dis-
turbance.

IV. Summary

Community response to noise exposure is becoming increasingly well under-
stood as research into the effects of noise on people progresses. Certain
effects are already well appreciated (speech interference, for example), while
others are only now being appreciated (i.e., annoyance). Better understanding
of some noise effects such as hearing damage risk, physiological stress, and
sleep interference has alleviated exaggerated fears of extensive health hazards
of noise exposure (5, 6, 7). Better understanding of other noise effects (pri-
marily annoyance) is indicating a more substantial problem than had been pre-
viously expected.

Understanding of effects of noise on individuals remains more advanced than
understanding of the effects of noise on groups of people. Information about
noise effects from research already in progress or currently planned should make
it possible, however, to propose models in the near future that will bridge the
gap between individual and community reaction to noise exposure. !
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SUMMARY - A slow departure of a flow around or through a solid body from steady
conditions has to be represented analytically when the stability of the motion is
investigated. In such a representation, the concept of a "slow" perturbation of
the flow (under conditions of "quasi-steady flow") is usually employed. The
nsture of this assumption is examined and a method of relaxing it is explained.

INTRODUCTION

Aircraft, ships and other marine craft, pipes, buildings and sea-bed rigs are all examples
of mechanical structures that are subjected to loading actions caused by fluid flow around or
through them. These loading actions commonly pose questions of two sorts (aside from those
associated with manoeuvring):

(a) questions of strength
(b) questions of stability.

Both require specification of the fluid actions.

At least for problems in which the flow is steady, questions of strength are dealt with in a
huge literature. They represent one of the classical fields of fluid mechamnies. Stability is
a much more subtle matter, though of course it is sometimes crucially important. This latter is

the subject of the present paper.

Typically, we shall enquire into the time variation of a loading action (i.e. a force, a
moment or more generally a generalised force), AF say, that is associated with a small variation
of the flow about a steady state when this perturbation is brought about by a small disturbance
of a structure. To do this we shall outline some recent research and, in doing so, attempt to
frame an answer to a question whose significance will first be explained: What exactly is implied
by the concept of quasi-steady flow that is usually adopted in the linear theory of unsteady flow?

That there is a serious problem here can be seen from the following argument. The fluid
action, and hence the deviation AF of that action, is determined by the flow (and hence by the
flow deviation) at any instant. But the flow deviation at any instant t is determined by the
disturbance, Af say, of the structure not merely at that time but at all previous instants; this
is because the flow is only adjusted gradually when the structure moves. It is not strictly

true, therefore, that AF(t) depends simply on AE(t).

'RAPID'" AND 'SLOW' ADJUSTMENT OF FLOW

Consider the motion of a vertical elastic tube that is clamped at its upper end and free at
its lower. If water flows down the tube, conditions may arise in which the system becomes un-
stable and oscillates messily from side to side.(1) If, here, AF represents some form of gener-
alised horizontal force exerted by the water on the tube we should intuitively assume that AF(t)
depends accurately on the disturbance of the tube (in some sense) at time t. In other words, we
should expect the flow to adjust 'rapidly' to the disturbance of the tube. In fact if this
assumption is made, the predictions of theory are quite accurate. (1)
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Figure 1. 'Slow' adjustment of a fluid flow

(a) A symmetrical aerofoil placed in a steady airstream
showing the direction of the 1lift force L. At the
instant t=0, the angle of incidence is suddenly
changed from zero to the small finite value a.

(b) Sketch showing the variation of L and of the angle
of incidence with time.

At the other extreme consider a symmetric aerofoil placed in a steady airstream, as in fig.
1(a). Suppose that, at the instant t = 0, the angle of incidence is increased from zero to some
value a. The 1lift force L might vary somewhat as shown in fig. 1(b), only settling down gradually
to its steady value. This is because the sudden alteration of incidence demands a change of circ-
ulation in order that the after stagnation point may be held at the trailing edge. A vortex is
shed into the wake and it materially affects the flow around the foil (and hence L) until it is
well downstream.

We have here a system in which the flow adjustment is 'slow'. In effect the flow may be said
to possess a 'memory'; for during the interval O<t <t (fig. 1(b)) the fluid 'remembers' that
there was a previous condition (t <0) in which there was no angle of incidence.

Evidently, a flow may or may not possess a memory in this sense. Now it is common, when
analysing such problems as these, to assume that the flow does, not possess one. It is argued that
provided the motion deviations AE all occur sufficiently slowly, the deviation of a fluid action AF
at any instant will be determined by the prevailing deviation Af. The argument is a loose one but
it appears to be tenable. The purpose of this paper is to examine this argument, to attempt to
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place it on an analytical footing and to point out an alternative approach that appears to be much
less vulnerable.

It should be mentioned that in one type of analysis this assumption of quasi-steady flow has
long been discarded. This is in the aeronautical context of sinusoidal motions exactly at a

flutter boundary.(2)

SLOW MOTION DERIVATIVES

For the sake of definiteness consider a ship model that is towed along a towing tank with
constant velocity U. As it progresses down the tank, suppose the model is given a small para-
sitic motion of drift (or 'sway'), the velocity being v measured positive to starboard. The sway
motion will cause the model to be subjected to various hydrodynamic loading actions, perhaps the
most obvious of which is a net force AY exerted upon the hull in the athwartships direction. Let

AY be positive when measured in the positive direction of v.

Taking AY(t) and v(t) as typical deviations of loading action and disturbance we may note
that

AY(t) = AY(v, t; previous values of v; U and other constant parameters).

Suppose that the value of v at any instant t - t may validly be expressed in the form of a Taylor
series:

Vit = v(t)-ﬁr(tngv(t)-gliwtn

Thus we may write in this event
AY(t) = ZFlv, ¥, ¥ anest)

where the form of the function f( ) depends in part on the value of U and the other constant
parameters.

If the expression for AY(t) is now expanded as a Taylor series it is found that

AY(t) = va(t) + Y‘.rv(t] + Yg(t) + iens (1)
where
Y = '%&I-
ks Vilg=0=%=¥=...

G = l '
v=0=%=V= ...
ete.

In writing this series we ignore, for example, the practical objection that it is unclear how one
can vary v while holding v at the zero value in forming Yi'

At _this point we adopt the heuristic argument that, if the parasitic motion is 'slow', the
time L/U for the model to travel its own length L is much less than L/v, v/¥, ¥/¥, ... ; whence

. VU
— 2
;. (2)
Under these conditions it seems reasonable to curtail the Taylor series so that, for slow motions,

AY(t) = va(t) + Y{jr{t) i (3)
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It is not suggested that the derivation of this result will withstand close scrutiny — only that
g partial justification has been given for a relationship that can be regarded as purely empirical.
The constants of proportionality Yv’ Y@ are known as 'fluid derivatives'.

It will be noted that, in this formulation, the force deviation AY at any instant is deter-
mined by the parasitic motion at that instant. That is, there is no 'fluid memory'. It is
worth recording that in practice, where a linear representation is in order this type of result
is very satisfactory when memory effects are obviously negligible.(1l),(2)

It is a relatively simple matter to measure the value of Y for a model. The model has
merely to be towed along the tank with a slight (constant) angleé of yaw, so that v is zero while
v is not. Unfortunately there is no known practical method of measuring Y. directly and it is
.largely to meet such deficiencies as this that the Planar Motlon Mechanism YPMM) was developed.

(3),(%)

USE OF THE PLANAR MOTION - MECHANISM coom . S

For our present purposes, a planar motion mechanism may be regarded as a device that will
impart a sinusoidal variation of v on the model as it progresses ;along the towing tank and will
measure the corresponding sway force AY while it does so. The method by which Y. is measured, as
it was originally conceived,(3) may be explained in terms of equation (3). A somewhat more com-
plete discussion (starting from equation (1) and leading to the same conclusions) in which an
attempt is made to explain the role of memory effects is given in reference k.

& T

If the lateral displacement is '

¥ = g sin wt ,
so that
v = v, cos wt = wy, cos wt ,
equation (1) becomes Rl & e
= - wl By - 4
AY(t) VO(Yv w Y? + w Yv ... ) cos wt

i

= - w2l + 0¥ - ... i
AT SR W ) R

Y v, cos wt - Y.wv, sin wt , (k)

where ¥ 4 T, are 'oscillatory coefficients'. The PMM is & device that will permit Y , Y. to be
measured (5 , since it embodies force transducers that measure components of force in phase with,

and in quadrature with the displacement y.

The oscillatory coefficients are dependent upon wy the driving frequency, and if they are
measured and plotted as functions of w, they might have some such forms as those shown in fig. 2.
Notice that practical difficulties attend measurements at very low and very high frequencies w but
that, as we have already mentioned, an independent measurement may be made of Yy for w=0 by means
of an oblique towing test.

To find Y‘:r we make use of the fact that, according to equation (L),

Y& = 1lim Yﬁ (5)
w=+0
In other words the required derivative is found by extrapolating the Y. curve and finding its
intercept w1th the axis w=0 as indicated in fig. 2{b] Aside from permltt1ng this extrapolation,
the curve of ¥. is held to contain much valueless information. This view is sometimes buttressed

by the assertidn that ships are essentially "low frequency devices" and the "high frequency con-
tent" of any manceuvres of which they are capable is very small.

By means similar to this, expressions may be found for the fluid actions associated with small
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disturbances. The theory is linear and the disturbances are 'slow'. If in fact the disturbances
are rapid, so that adjustment of the fluid flow does not follow the disturbance even approximately,

then this form of representation breaks down. The theory has the attraction of simplicity and is

apparently logical even though the criterion of 'slowness' (2) seems to lack precision.

AY .
_...L—U‘ﬂD = = HR(I.IJ)
¥y v
W
0
(a)
Iv :(
I
AY1y i %, & Hy (0)
i—mvos v w
w
(b) 9
E
1'? 9
~
~

Figure 2.

Sketches showmg the_variations of the oscillatory
coefficients Yv and Y v with frequency.

(a) Typical curve obtained from the measurement of
sway force component in phase with sway velocity.

(b) A curve for sway force component in phase with
sway displacement.
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LINEAR THEORY OF FUNCTIONALS

The theory of 'functionals' permits account to be taken of memory effects (6) and it gives
rise to a simple linear approximation based on the familiar technique of convolution (7). To
illustrate what is implied we may again examine a parasitic sway motion of a ship model.

(> O
= &

r'.
[}
o

Figure 3. Step displacement of a ship model which is under way,

Suppose that the model follows its straight path with velocity U until, at the instant t =0,
it suddenly makes a unit step to starboard. Thereafter the model proceeds with its reference
motion e~ain (fig. 3). The parasitic sway motion may be expressed in the form

v(it) = 6(t),
where §(t) is t.e Dirac delta function. The variation of v(t) is as in fig. U(a) while that of

the athwartships fluid force AY(t) might be as sketched in fig. 4(b). The function hy(t) is the
special form of AY(t) which is generated by the unit step sideways.

v(t) AY[v(t)] = h{t)

Figure b. Variation of quantities during the motion
illustrated in figure 3.

(a) Sway velocity to starboard.
(b) Fluid sway force acting to starboard.

In point of fact the curve of fig. U(b) is a gross eversimplification. Although it is not
possible to measure h,(t) directly, because the corresponding motion v(t) cannot be imposed

49



accurately, it is possible to measure its Fourier transform Hy(w). This is really what the PMM
does.(8) The curve shown in fig. 2(a) as that of Y, can be_interpreted as that _of the real part
of Hy(w), Hi(w) say. Similarly the curve in fig. 2(b) for Y. is also that of H&(M)Xw, or 1/u
times the imaginary part of H (w). ¥ )

The non-zero asymptotes in fig. 2 imply that there are delta functions in hy(t) and in fact

(1)

h_(t)

. - £6(t) 2+ n 8(t) + n¥(t)

b

£8(t) + n 6(t) + n¥(t)

where h;(t) is a well behaved function without delta functions (although it still may not resemble
that of fig. U(b) at all closely). The term ES(t) tells us that the variation of AY that is
associated with the sudden unit step to starboard is dependent partly on the instantaneous sway
accelerations of the model. The term né(t) indicates that the variation of AY depends partly on
the instentaneous sway velocity. Finally, h¥*(t) embodies the memory effect.

v(t)

1
0 ‘k“‘*nqL_____-——*’f’f _ time

4 .'.'i

wigure 5. A possible variation of sway velocity with time.

Suppose that the ship model executes some sway motion such as is represented i?-fig. 5. The
corresponding variation of AY may now be written down in the form of a convolution integral on the

assumption of linearity. That is to say
t @
AY[v(t}] = th(t)v(t-'r)d-r = Ihv('r}v(t—- T)drT . (7)
0 —eo
With the expression (6) for hy(t), this becomes

oo

M[v(t)] = & v(t) +nv(t) + I n(t)v(t - 1)dr. (8)

- 00
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INSTANTANEQUS FLUID ACTIONS

This consideration of the form of hv[t) leads to a fresh approach to '"slow motions'. We
have seen that large memory effects are associated with rapid disturbance of the structure and/or
with slow adjustment of the flow. 1f the disturbance of the structure is slow, or the flow
adjustment is rapid, then the concept of a slow motion derivative is invoked.

The criterion used when derivatives are introduced is the somewhat unsatisfactory one quoted
in equation (2) and it refers of course to the slowness of the structural disturbance. It has
been suggested (6) that a more appropriate criterion would relate to the rapidity of the flow

adjustment. In the terms of the special case we have discussed we can specify instantaneous
adjustment of the flow by the requirement that

ng(t) = z8(t). (9)

If the flow has no memory (i.e. if it adjusts instantaneously to a small structural disturb-
ance) then equation (6) leads to the result

AY[v(t)] = £ ¥(t) + (n + g)v(t). (10)

The PMM results are then of the form sketched in fig. 6 and if equations (3) and (10) are compared
it is seen that the constants of proportionality in the former are given by

Y, = n+r 3 . = E&. (11)
B (w)
v
w
4 1
n+4g
(a)
, 1
i
I
Hv(m)
w
w
0
£
(v) Y.
¥
Figure 6. The special forms of the functions of figure 2

when there is no fluid memory.

(a) Sway force in phase with sway velocity

(b) Sway force in phase with sway displacement

51



The advantages that might perhaps be claimed for this approach are that a straightforward
and unambiguous criterion of instantaneous loading is employed, that there is no necessity to
invoke the Taylor series when it is not strictly valid and that the dependence on V(t) and v(t)
is shown to be a physical truth rather than an inspired guess.

AN ALTERNATIVE DEFINITION OF 'SLOW MOTION'

Once again suppose that the value of v at any instant (t - 1) may be validly expressed in the
form of the Taylor series

v(t-1) = vlt) - ti(e) + S ue) ¢ ..o+ SRS enge) 4 L (12)
so that the sway force (8) is expressible as
&Y[v(t)] = [n + I h:(1)dT]V(t) + [g - f Thi(r}dT]ﬁ(t) + Eé%l J 12 h:(TJdT - e

-]

p (-1)vP(t) J Tnh:(T)dT i (13)

n!

- oo

The first two terms of this series have been examined under the special condition h¥(t) = &§(t),
and shown to correspond to the slow motion derivatives. The other terms associated with the
higher time derivatives of the motion can be shown to correspond to the oscillatory coefficients

of reference L.

It is reasonable to assume that h*(t) decays, so that after a time, t* say, the response

function is zero. This makes it poss¥5le to find an allowance for a limited memory effect. The
previous series may be written in the form

L--3 oo

at[v(t)] = [n - [ h:fT)dT]V(t) + [;2;— f Tl*h’,;{'r}dr}-r*i'ft)
- OO -0
w0 2 (=]
* =~ -1 n #¥\n n )
+ EET v(t) f ;%} h:(T}dT - ..+ n!T vR(t) I Pﬁﬁ hp(t)ar + ... (1)
- - oo
where the integrals all have finite values because
h¥(t) = 0 for t > T¥,
and
(1/1%) < 1 for hi(r} > 0.

The convergence of the series depends on the motion v(t) and is seen to require that
vit) > oei(t) > t*2%(t) > ... (15)

Thus it is seen that the assumption of slow motion in PMM tests is justified provided that the
driving frequency w is less than 1/t*.

The application of slow motion theory is therefore very dependent on the 'life', 1%, of the
impulse response function hﬁ(r). If the life is very short, it can safely be assumed that the
fluid force is determined at any instant by the prevailing motion. If the life is long, the
assumption that the motion is 'slow' is of very limited value and can only be made with confidence
when the disturbed motion is truly steady, as in the oblique tow test.
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illustrates the essential anomaly: the experimental data obtained by Woolston and Castile
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There has long been an unexplained discrepancy between the experimentally
observed behaviour of fluttering hydrofoils and the theoretical descriptions of

it, based in extensive and successful aeroelastic experience.

We demonstrate

some basic limitations of the classical bending-torsion flutter theory by
reformulating the problem to include a third degree-of-freedom that caters for
cambering distortions of the hydrofoil; and we establish, on the basis of the
available incompressible two-dimensional, potential flow flutter derivatives,
that this new coupling is dominant for a realistic range of geometrical and

structural parameters in the regime of very low mass ratio.

to any appropriate fluid.

NOTATION

ing flow di
square matrix of circulatory fluid force coefficients
total energy, sum of kinetic and potential

real part of C(k)

Rayleigh Dissipation Function

1ift force coefficients for displacement modes i
pitching force coefficients for displacement modes 1
camber force coefficients for displacement modes i

fluld speed

positive nondimensional distance of pitch axis aft of midchord
semichard (Fig.2)

translational motion coordinate

reduced frequency, wb/U

reduced modal frequency, w;b/U

mass of foil section of unit span

streamwise coordinate (Fig.2)

nondimensional separation of section centroid aft of pitch axis
downward displacement coordinate (Fig.2)

angle of pitch motion coordinate (Fig.2)

modal stiffness parameter, (u,/u, )2

mass ratio, m/wpb?

fluid density

camber motion coopdinate

frequency of vibration

frequency of vibration in mode i

The results apply

INTRODUCTION

The art of predicting the occurrence and nature
of flutter instabilities of aerofoils and related
aeronautical structures is very finely developed
and both the practitioner and the scientist
profess it, each according to his need, with con-
fidence and success. In particular, its para-
metric vagaries and sensitivities are well under-
stood. It is disappeinting, then, that aero-
elastic theory, so extensively tested, fails to
describe convinecingly the seemingly similar
dynamic behaviour of the hydrofoil. And this is
the more puzzling in that the discrepancies
between conventional flutter theory and hydro-
dynamic reality are not simply quantitative but
rather phenomenological. The easily identifiable
differences between the fluttering aerofoil and
hydrofoil are three: the hydrofoil normally is
subject to the influence of a liquid interface;
it is also prone to cavitation; and it operates
in a fluid that is relatively very dense. For
the purposes of formulating an effective test of
theory, the first two factors can be eliminated
so that conceptually the two foils have exactly
the same perspective, differing only in the
magnitude to be assigned to a parameter that
describes the density of structure relative to
that of fluid. Yet the discrepancy remains:

even in the best of all comparisons theory

fails to account for reality. Figure 1(a) -
1

for a range of the mass ratio u = m/mpb2, a nondimensional parameter used as an index of
relative fluid density (actually the ratio of the structural mass to that of a circumscribing
cylinder of fluid for a representative spanwise section of unit extent), is not described at all

well by classical "bending-torsion flutter" theory, at those values of u appropriate to hydro-
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dynamic conditions. In that figure the regime

shaded pertains to unstable oscillations (which, in 9 :{a} A L Ill‘i
practice, are rapidly destructive), the boundary C 1
delineating the critical flutter state of self- & R -
excited vibration, according to Henry et al (3). L 4lfs -
Vigorous and thorough attempts have been made over L o Ay020 i
23 years to account for the anomaly, with only Q=-054"
partial success. The effect of more realistic - xm=OQ1J
representations of the effects of viscosity, of 5 (27-38-4)
finite span, of foil geometrical parameters such as 4 co © WING A
sweep angle, and so on have been widely and 3 I beest e e ) s
rigorously examined without revealing essential, N[ T T T T T T T T
qualitatively new insights. These efforts are most = C (b) WING B |
recently reviewed by Abramson (2) who remarks, - (30-42-4)

inter alia, on the sensitivity of flutter calculations
to extremely small changes in system parameters in
the regime of u of hydrodynamic interest, as well as
on the intensive efforts to refine the basic dynamic
formulation of the flutter phenomenon. The former
fact is well exemplified in the account given by
Martin and Tulin (4) who describe the remarkable
sensitivity of flutter behaviour to the most minute
changes in the sweep angle of an hydrofoil. The
matter of dynamic formulation of the flutter problem,
too, is much discussed and it is this aspect to which
we now direct particular attention and in respect of

T

7/EXACT FLUTTER THEORY ¢

5
:

DIVERGENCE (TWO DIMENSIONAL) ]
THEORY. ]

FLUTTER SPEED PARAMETER

which we now offer what seem to be new insights. & 1
rorbns |

MODAL CONVERGENCE HYDROFOILS AE LS

In Figure 1(b) are compared the like experimental ol PR T B | PR I U Tl -aw

data with two theoretical statements the first of | 10 100

which, the classical 3-mode flutter theory, represents MASS RATIO M

the most primitive refinement of the classical bending FIGURE 1. (a) The hydrodynamic flutter anomaly, illustrating the

. P . - % incompatibility between classical aercelastic theory
torsion flutter in which a bending deformation of the (fuii 1ine) and measured data (Woolston and Castile [11) in the region

i 1 3 of lew values of mass ratic.
foul CO'I.'I.plES : through the classical Cl'r’CulEl‘tDI‘y' forces {b) Some features of the hydroelastic anomaly illustrating,

of s‘teady-state Vibr‘ation, with a torsional (or firstly, the semsitivity (at low values of mass ratio) of the flutter
] - . . theory to medal representation and secondly, the relevance of divergence
pit Chlng) mode of deformation to permit the transfer instability to the experimental date (of Woolston and Castile [1] -

-4 & adapted from Fig. 9 of Henry, undji and Ashley [31.
of energy fI’O!'ﬂ the fl‘l..lld stream to the fClll structure =t * ‘Ij:fne exact them'yb:zsults from the solution of the bending-

to sustain i 1 . i - torsion differential equation. The 3-mode theory relies on
s 030112!.a“.t0ry motlon. The I‘Ef]._nemer.lt con a Rayleigh-Ritz formulation using two bending modes and a
sists of the addition of a third mode, in this case torsional mode.

the first harmonic bending mode, as a possible candidate as a third degree of freedom in the
dynamic representation of the flutter motion of the foil. But the gqualitative difference is
effectively nil - the anomaly remains. Also shown in that Figure is the result of the exact
theory, which is exact in the dynamic sense only, inasmuch as the approximate modal type of
representation is not used at all, but rather the foil is represented, as to its deformation
state at flutter, in exact continuous form by partial differential equations of motion on the
assumption that whereas no restriction is placed upon spanwise deformation, chordwise sections
remain structurally rigid - so that no camber is tolerated. Up to ten modes (4) have been

used as approximations to this exact representation but, like the exact dynamic formulation,
these efforts do not match the experimental data. But they do reveal a significant sensitivity
of the location of the flutter boundary to the modal formulation in the region of 2<u<5; and
the hydrofoil has p < 0:5 approximately. That the hydrodynamic flutter phenomenon is dependent,
in explanation, on a proper statement of its dynamic or modal representation has been noticed
before, first by Henry et al (3) who referred to the "peculiar couplings' related to the
asymptotic behaviour of Figure 1(a). But this dependence does not seem systematically to have
been explored; and efforts have been concentrated on the incorporation of the higher spanwise
modes, after aeroelastic practice. In this work, we show that chordwise or camber deformations
of the foil section are influential, if not definitive, at low values of the mass ratioc, u < 1.
But this is demonstrated for a two-dimensional foil section in the expectation that finite span
effects do not materially change the phenomenon.

Thus, the critical flutter motion, a sustained linear harmonic oscillation is assumed,as in the
classical Rayleigh-Ritz manner, to be a linear combination of three modes of natural vibration
of the two-dimensional section,
3
z(x,t) = § K, z.(x.t) = K, } r. 2.(x,t) (1)
. S § B i L
i=]1 i=1

W
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where the oscillatory constituent modes z; are

g, = h{t) = H eiwt
z, = a(t) = P (x-ab) e iwt
z, = g(t) = Q [1~(x/b)?] o™t

in which H, P, Q are the modal amplitudes, respectively, of vertical translation h, of pitching

a and of chordwise parabolic cambering ¢ - Figure 2.

Of these, the first two modal coordinates h, o (modes

1 and 2) correspond in a finite foil to bending and U |4—2b————-1

torsional modes of deformation, the section remaining ¢

rigid chordwise. The third camber mode 3 we introduce @

newly as a means of testing the modal convergence of Ol

a two-mode representation of the dynamic state. In h C
-i—~— —=

-
other words, we expect the flutter boundaries pre-
dicted by the two-mode (binary) formulation to be ———————
significantly different from those arising out of N
the three-mode (ternary) formulation based on the TRANSL
inclusion of a camber mode - in which case, the ab
question of the relevance of higher camber modes is fa o
raised; and the relevance of higher spanwise modes
becomes questionable, as to the essence of the
phenomenon . PI TC H

Finally, the intrusion of divergence instability c | I
(in which the foil suffers an unbounded aperiodic

displacement when disturbed rather than the un-

bounded osecillatory response of the flutter condition) CAMBER
at low mass ratios is highlighted by Figure 1(b). We

have further comments to offer on this, below, as it
may be influenced too by camber effects. ILE Z TEI

CAMBER AND OSCILLATORY FORCES

The modal formulation of the flutter equations of FIGURE 2. Representation of Mj%,“mm:,?dig“¢pnuf
motion requires access to expressions for the : the two-dimensional foil section by vibration
oscillatory fluid forces as functions of the flow e - Sl iy phtalbag A oferrine s
regime. These are available in standard form for

classical modal couplings, and they are available

through the work of Spielberg (5) for two-dimensional, incompressible potential flows around
parabolically cambering aerofoils and are tabulated by him, specifically, for the three modes -
Figure 2 - of interest here, as functions of the degree of unsteadiness of flow expressed by

the reduced frequency k = wb/U, the regime Strouhal number. He applied his flutter force
coefficients tentatively to ternary aerodynamic flutter without conclusive result, and his work
lay neglected for nearly a decade until applied to hydrodynamic flutter by Bendavid (6), under
the direction of one of the present authors, again witn very limited and inconclusive results.

In applying Spielberg's derivations now we use directly his statement of forces L, M, N

resulting from unsteady fluid pressures around a flat-plate representation of the foil (so
that foil profile is ignored) for each of the three modal harmonic motions. Thus '

Lh

ba =% - (2/%2) (k) - i 11 + 2 )] /k

1 ~1 (2/kx) c(k)

L= 3/y + (2/k?) C(k) - i [C(Xk)]/k

[
M, =%
= 3 = 1
Ma /a i/k
MC_. = 3/8 + 1/k2 + i/2k
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=
1]

4 3y - i [e(k)1/x

=
1

o 8/8 = (1/k2) (k) - i [1 + C(k)1/k

. TZ‘ + (3%2) + (1/x2) c(kx) - i [c(k)1/2k,

N

are, in three triads, the constituents respectively of L, M, N as governed by the three motions
h, a, £; each is frequency dependent throngh the reduced frequency k; and C(k) is the frequency
dependent Theodorsen function which describes amplification and phase deviations from steadiness.

These force coefficients are incorporated, in the standard way, into the equations of motion
for sustained harmonic motion at flutter.

THE EQUATIONS OF MOTION

A perfectly conventional analysis of the motion of the foil having the three degrees of freedom
of Figure 2 and of equation (1) results in the three non-dimensional equations of dynamic

force equilibrium below, exposing the balance between inertial forces, elastic forces and, on
the right-hand side, fluid forces:

v 2 -a - h/buw? ¥ w2/? 0 o ||n/m
“ 2 ok 1, .2y2,.2
a 3 +a -<a a/w 0 (F+a )wu/w 0 o
2 2 8 Y h2 2
| 3 3a TE t/w 0 o] T w:/w /b
= 1
e i
. Ly Ly~(7 tady, L h/b
M —(£-+ )L M -(&-+a)(L +M )+{é-+a)2L M —(£-+a)L o
I s e '2 i h g 2 2
1 N

in wh%eh the 9nkncyn flutter frequency is w; and the unknown fluid stream speed U at which a
sustél?ed oscillation becomes possible - the critical flutter speed that is transitional between
stability and instability - is implicit in themtrix of fluid forces of the right-hand side.

This becomes explicit, for the sake only of illustration but not of solution, if equations (2)
are developed in particular form for the case a = -0.5 (the pitching axis being then at the
quarter:chord station) and under the approximation C(k) = F(k), the imaginary component G(k) of
C(k) being ignored. Then equation (2) can be wrought as the matrix equation

AqQ + Bq + Cq =0, (3)

where_q-is the column {h/b, a, £} of modal amplitudes and A, B, C are square matrices of force
coefficient elements. Precisely,

A=qp |1 1/2 2/3 + 1 17, 3y
Yo Tha /3 170 378 38 3
]
2/3 173 845 3y 38 "o

is the syuqetric inertia matrix having a structural component directly related to the mass ratio
¥, and a virtual (fluid) inertia component which (for low u) is always significant if not

dominant (unlike the aerodynamic case for high u);

B = (U/b) 2F 1+42F F

(5)
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is the asymmetric fluid damping matrix, approximately representative of k=0 if F»1, and of
k+® if F+% because of the properties of C(k);

c = (u/p)? ukﬁ oF -2F
7
0 1—2~uk§ ~1
B
0 F 15 uk; (F+%)

which includes both structural stiffness components, on the diagonal, and asymmetric "fluid
stiffness" components (the circulatory terms) appearing as simple functions of F.

The forms of the matrices A, B, C are of peculiar significance, as is later made clear; but

the more general equations (2) we have solved in the standard fashion, particular care having
been taken, through comparative and interpolation procedures, to ensure that the fluid forces on
the right-hand side are properly and exactly matched (as to dependence on frequency parameter k)
to the eigen -values k that the solutions yield. :

TERNARY FLUTTER

The harmonic solutions of equations (2) we present for two values of a, which prescribes the
chordwise station of the pitch (or "elastic") axis, in each case for a foil section that is
inertially symmetric about its midchord and, moreover, that has a uniform chordwise distribution
of structural mass; and, throughout, for a fixed ratio of stiffness in the translational

freedom (mode 1) to that in the pitching freedom (mode 2), the parameter A, = (w /w )2 being
then fixed at a practically relevant value, namely, 0:7. On the other hand, the sensitivity

of the flutter stability boundary is tested, as a function of mass ratio u, for a wide range -
see Figure 3(a) - of the stiffness parameter A_= (w_/w )2 which defines the camber mode 3
stiffness in ratio to that of the pitch mode 2% Eaéh Zurve of Figure 3(a) delineates, for the
designated A_, a flow speed regime such that points (u,U/w b) located above the boundary
represent a State of divergent oscillatory instability. .

TT T : G Fae B oD B T | ) e i

5 T T rrrrr T ¥ v T rrr
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Binary Flutter

T \—
- 81

Ternary Fiutter
8--05 & Ay=07 {1 a=-05 & Ap= 07
L L. lLl 1 [ s S I 5 ] 1 Ll L L11L L | BT I T L " S (S PO O | | RN DY W N 1 Y '}
(a) (b)

(a) The dependence of flutter stability boundaries on the mass ratio according to the ternary formulation based on transla-

EICURE 3 tion (mode 1), pitching (mode 2) and section camber (mode 3) for a variety of chorwise section stiffnesses designated through

the structural frequency parameter Ar = (w./wa)2. The pitch axis is at the quarter-chord station (a = -0.5).
(b) The several constituent binary formulations, each involving esupling only of two of the three modes.
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The Figure reveals three characteristic and discrete branches:

Branch 1 exists for high uand low l;

Branch 2 exists for intermediate p and for all lg

Branch 3 exists for very low p and for all XC
some pairs of branches mutually intruding (as do Branches 1 and 2), some mutually coalescing
(as do Branches 2 and 3); and some displaying less lucid features. Wherever mutual intrusion
occurs, a region of double-instability exists by which is meant a regime in which either one of
two distinct unstable flutter modes is possible. One such regime is shown shaded in Fig.3(a).

CLASSICAL AND BINARY FLUTTER

An interpretation of the ternary boundaries is provided by viewing the corresponding binary
(two degree-of-freedom) solutions which are obtained by the repeated solution of the equations
(2) taken two at a time. The three binary solutions, each representing a characteristic modal
coupling duet, we display in Figure 3(b), and each has practical meaning if the third, super-
numary mode can realistically be suppressed. The superficial resemblances between parts (a)
and (b) of the Figure make it easy to link the ternary Branch 1 with the binary coupling 1-3;
much (but not all) of the ternary Branch 2 with the binary coupling 1-2; and the ternmary Branch
3, at very low p, with no binary counterpart. Further, for the binary 2-3 coupling we find no
ternary correspondence. These similarities and disparities are reinforced by comparisons of
corresponding flutter frequencies along the critical boundaries and, likewise, of corresponding
amplitude ratios. The latter, r. of equation (1), are the ratios of the osecillatory flutter
amplitudes of each of the constituent modal coordinates which, in combination, form the total

flutter deformation z. The ratios r, are indicators of the significance of the involvement of
a mode in the flutter coupling.

The binary flutter boundary 1-2 of Figure 3(b) has, of course, a second significance inasmuch
as it is the classical primitive solution - and the ternary deviations from that single binary
branch constitute the effect of adding the third, camber degree-of-freedom to the conventional
analysis. The two analyses become identical when

that mode is suppressed and this we attain, con- 5 Y T
ceptually, by considering increasingly high
values of the parameter A_ so that, in the limit,
the camber stiffness is iﬁfinitely great the
chordwise section becoming then rigid. Indeed,
for relatively small values of XA _>1, the ternary 4 !
Branch 1 of Figure 3(a) becomes ﬁpwardly very far
removed so that the Branch 2 dominates behaviour,
offeping then the least critical flutter speed.
And, for the larger u appropriate to aerodynamic
flutter, this ternary Branch 2 is indistinguishable
from the classical binary boundary. But for yet
realistic values of A_, there persist, for the
lower u, flutter branches that the classical for-
mulation cannot reveal and that cannot be
approximated by alternative binary couplings
embracing the newly introduced camber mode. This
suggests that whereas modal convergence is
satisfactorily attained for larger i, the
uncertainties of modal convergence inherent in the
Rayleigh-Ritz dynamic formulation that we earlier
remarked upon at the binary limit, p=1, remain and
extend even to very low u. The refinement afforded

R
‘ / Ternary and
by the relaxation of the chordwise rigidity of the ﬁ Binary 12 Flutter |

“w

[ 5]

FLUTTER SPEED PARAMETER Wb

foil section is still probably gross. l; a=0 ; Ay=0.7
Figure 4, showing the ternary regimes for a section S N
pitching about the midchord point, generally con- : MASS RATIO M
firms these notions and serves also to highlight, ‘
by the shading of the classical 1-2 binary regilon, FIGURE 4. :::ad:mgegz: :fp;:zh?:;t:i:i :iut;:rnﬁﬁ:;u on

i of a dominant flutter branch staticn (a = 0) of the foil section. Full lines - ternary flutter;
the persistence
down to the lowest values of mass ratio chain line - classical binary (1-2) flutter.

59



DIVERGENCE INSTABILITY

The equations (2) have nonperiodic solutions, w=o and so k=o,which can be extracted immediately
from the singularity condition applied to the determinantal minors of the matrix of equations
(6). For then C(k) = F = 1 exactly; and the vanishing of any determinantal minor corresponds

to the total potential energy of the system becoming non-positive definite. The associated

static instabilities are the divergences.

Because of the zeros in the matrix the ternary singularity is coincident with that of the 2x2
for coupling of m--es 2 and 3. It follows that the critical divergence speeds are given by

%
U/Luuh = (p)=, (7)
where ¥ is a root of the quadratic equation

2
¥ - 7')‘8]1, + ll'/l.,s}\_; = 0.

The speeds (7), which do not involve the mode 1 5 —T—TTTrrT
and so are independent of the stiffness parameter

, are plotted in Figure 5 being there labelled
"1-2-3 and 2-3". Because P above is double-
valued for any A_, there exist in general two
bounds on the reéion of divergent instability, as 4
illustrated in the Figure for A _=0-5. For lower
values the region of instability is more extensive,
reaching the horizontal axis U/w b=0, for A_=0.
There is an upper limit to A which causes fhe
instability to vanish comple%ely and this is easily
found as A _=0.615 being that wvalue that first
renders thé roots of the above quadratic complex.
Real foils will normally have A -1 so that the
coupled 2-3 divergence conditiofl is then dominated
by a second divergent instability, labelled 1-3
in Figure 5 which is actually a divergence in the
single camber mode. Thus, the critical speeds are

/b

w

[

4 WA
Vwp = 7 (A /557 (8)

and they exist because the direct circulatory hydro-
dynamic force coefficient ("fluid stiffness") for
the parabolically cambering section is negative.

DIVEEGENCE SPEED PARAMETER U

Divergence

a=-05 : Aso0 |

THE DYNAMIC COUPLINGS =-05 ; A

That the camber mode is vital at low values of mass ol 1 it "“}o Al 00

ratio the plots make clear, and we seek now some MASS RATIO H

further insight into the nature of its coupling FIGURE 5. The sensitivity to mass ratic of the boundaries of

with the classical modes. This we attempt through R divwﬁsr_:ca énst:bi;it{; fo:m\:xim_m mo;l:.a;irep;‘asen-—

L tations, Correspol ing o the u ar arlies o - .

the equation of total power (7) Full lines - the ternary (1-2-3) and pitch/camber binary (2-3),

which are identical; chain lines - the translation/camber binary

ﬁ S S0P - éT C*"”q, (9) {1-3); the translation/pitch binary instability is nonexistent.

which is a statement of the_rate of change gf total energy of the vibrating system. The Rayleigh
Dissipation Function 2F = § Bq, in which q is the transpose of §, measures the rate of energy
loss due to the fluid damping forces represented in the damping matrix B, equation (5). And

all seven principal discriminants of the determinant |B| are positive for any F>0, so that the
function F is positive definite. It follows, by (9), that no mechanism of oscillatory instabi-
lity is directly attributable to the damping couplings introduced by the camber mode, because

E can only be diminished by them.

The second "quadratic form" in equation (9) has as its coefficients the skew-symmetric or
circulatory components c**ij = (cij - c“i)/z of the stiffness matrix C, equation (6), which

can be decomposed as
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Bi= j..lk2 F -F + 0 F <F

h
F 1_;* uk2Ol L(F-1) -F 0 L(F+1)
-F 15(F-1) % Wk? - (E+g) F L (F+1) 0

of which the first symmetric part contributes nothing to the energy balance, and of which the
second contains the elements c¥% of C** of equation (9). It is necessary for any self-excited
oscillation to exist, that at Ieast one off-diagonal element of that matrix be nonzero: and
the magnitude of those elements may be taken as an indicator of the degree of coupling between
the several modes for they directly influence the accessibility of the vibrating section to
the energy of the fluid stream. In the vicinity of F=1, all the circulatory terms are of the
same magnitude so that all couplings are significant.

CONCLUSION

We have established that a chordwise deformation
of a foil section and its associated dynamic
couplings are significant in determining both
flutter and divergence instabilities, and that at
low values of mass ratio this mode is dominant.
Figure 6 exposes both the aeroelastic (high u)
and the hydroelastic (low n) phenomena, high-
lighting the limitations of the classical bending-
torsion formulation (1-2). We cannot claim to
have resolved the hydrodynamic flutter anomaly
but we do insist that our calculations suggest
the need to scrutinise again the question of
modal convergence and of the selection of
appropriate modes.

=TT T TETT
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FLUTTER SPEED PARAMETER

-

Flutter , Divergence
FIGURE 6. The relitionship between the new ternary flutter Y ol,.rgo 5
bouncaries (full lines labelled 1-2-3) and the .5 =0.7 |
classical flutter boundary (chain line labelled 1-2), showing A
alsc the new constituent 2-3 binary coupling of pitch and = 5
camber as well as the only divergence boundary relevant to R o Nl
this configuration |‘.]'\c =5). ol —

1 10
MASS RATIO |
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THE EFFECT OF TREAD PATTERN ON TYRE NOISE

8. E. Samuels R. J. Alfredson
Department of Mechanical Engineering Department of Mechanical Engineering
Monash University Monash University
Clayton, Victoria Clayton, Victoria
SUMMARY - A mathematical model has been developed to predict the direct-

ivity patterns produced by some radial ply tyres of simple tread
design. The predictions show reasonably good agreement with measured
values, and thus the model is probably suitable for adaption to
commercially available tread patterns. Tread design and tyre
operating parameters are used in the model, which therefore describes
the way in which a tyre and its tread generates noise.

INTRODUCTION

Automobile safety and pollution control constitute two of the major research efforts currently
being undertaken by both manufacturing concerns and govermment instrumentatilites throughout the
world. Automobile noise can fairly be described as a significant source of pollution of our
environment, and, as such, has rightly been included in pollution research programmes. Recent
studies [1,2,3) have indicated that tyre noise represents a significant contribution to the overall
noise produced by a moving automobile. Therefore, it is of interest to investigate the nature of
tyre noise production, with the view to its eventual reduction to an acceptable minimum,

In a recent report to the President and Congress on transportation and engine noise [3], the
United States Environmental Protection Agency (USEPA) stated that the noise produced by highway
vehicles results from three major sources - tyres and gearing; engine and related accessories; and
aerodynamic and body noise. Figures quoted by the USEPA to substantiate this claim are listed in

1180 1.

Noise level at 50ft from Source of noise
vehicle, travelling at
35 mph. (dBA)

85 Engine/Mechanical
82 Exhaust

80 Intake

81 Cooling Fan

79 Tyres (55-56 mph)
89 Total

Fig. 1: USE?A Data

, Re ardlns the tyre noise component, USEPA remarks that'"tyre noise inctegaba with apeed, und,
at about 50 mph becomes the ptihcipal source of noise"., Thus it concludes thqt tyre noise levels
nﬁ;t pe substantially reduced. However, USEPA casually obseryes that, assuming a: péniinu#ng

vance in noise control’ technolpay, the elimination of tyre noiae. exceﬁ: in'the cdse of ' noisy
ttuquggtq :étreads. represents a major technical ghallen;g 51milar :emarka é clﬁsioﬁp te
ﬁhe Wbr&nce of tyre noise hiave beenimade by other wprkers, sich, . _ rlami 1 -af :hg U. K.
Rqad ngeqtbh Laborthrg. and W.V. Galloway et a; [2] af the U. 8. H ' Rgsear i
: ih4 of ﬂhich

i into tio ¢ te es fi;”
t: 18 posg:{ble to divi.de ;yre noise in Wo Q go #- '!e b # ésp}.ts From'

re. ifito the surround ng atmospherd,, 'The gecond
vd? transmitted through a vehicie's suspension aﬁd cHAsis to tgé boﬁy

g
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panels are perceived by Fhe vehicle's occupants as tvre noise. (These vibrations may be due to the
inherent dynamic properties of the tyre, or due to a tyre/road interactive effect, or both). It

is noise of the former of these two categories, and the methods by which it is generated, that this
paper is concerned.

To date, very few treatises dealing with the mechanisms of tyre noise generation have appeared.
Indeed, within the tyre industry itself, the approach seems to have have been rather ad hoc.
Typically, measurements (often obtained by the '"pass by'" techniques) of noises associated with
tyres of different tread designs would be made. Manufacturers would then adopt tread design
similar to those which had been measured as the "quietest" [5,10]. Another technique well known to
tyre designers is that of empirically varying the tread pattern pitch sequence* [12]. While both

these techniques have shared some success in reducing tyre noise, they have provided little or no
information on the actual mechanisms involved in tyre noise production.

There have, however, appeared in the literature, four source mechanisms of air radisted noise.
These are squeal, tyre vibration, aerdoynamic effects and "air pumping" from the tread. <Zqueal
[16,17] is currently attributed to tread element vibrations, and is the noise generated by a tyre
during severe cornering, braking or acceleration. Road roughnesses and tyre dynamic properti=s
may excite a tyre into complex vibrations which thereupon radiate sound [6,13]. The aerodyaamic
source [13] is claimed to be similar to the mechanism induced in rotating disc noise. Finally
air pumping [6,13] refers to the theory that tyres produce noise by the enclosure and subseqUe;t
release of air in the cavities between adjacent tread elements. The theory derives its name from
the air release process, which is likened to a pumping phenomenon.

A comparison of each of these source mechanisms has been attempted by Hayden [13]. wWunile this
comparison required the extrapolation and manipulation of available data, it does give a reasonable
indication of the contribution of each of these mechanisms to tyre noise.

The comparison is
presented in Fig. 2. below.
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Fig. 2: Predicted Contribution of Various
Source Mechanisms to Roadside Noise (After Hayden [13]).

AIR PUMPING - MONOPOLE SOURCE

Of the four sources, air pumping has appeared to be the most important. Hayden [13] presented
a detailed discussion of air pumping theory. He maintained that there is an unsteady volumetric
flow rate of air from and into the cavities that are enclosed between the tyre tread and the road
surface. He attributes this to three postulations concerning a rolling tyre:
A. The displacement of some of the air in the tread cavities when the tread contacts the road,
B. The displacemert of some of the air in the road surface cavities when the tyre rolls over and
partially fills these cavities,
C. An inflow of air into the expanding cavities, enclosed by the tyre and road surface, as the
tread leaves the contact area.
Thus Hayden concludes that there is an acoustic monopole source in operation, which can be describ-
ed mathematically as an omnidirectional point source of noise. By employing some basic geometric
calculations on a simple hypothetical tread pattern to determine the fluctuating volumetric flow
rate of air from the source, Hayden arrives at the following equation, which, he maintains, is
valid "only for the case of a non directional source and hemispherical spreading'. Fig. 3 shows
the appropriate arrangement and dimensions.

#'pitch sequence' is the term used by tyre technologists to describe the circumferential variation
in the order of repetition of identically shaped tread elements.
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SPL(r) = 68.5 + 20 log (gw/s)+10 log n + 20 log (fc)+40 log (V) - 20 log (r)

Where SPL(r) Overall sound pressure level re 2 x 103 Nm—z, generated by the source, measured at
the observation point.

= Tread Depth. w = Width of a single tread cavity

= Circumferential distance between tread grooves

= Number of cavities per tyre width

= Fractional change in cavity volume

= Forward velocity of tyre (mile/hour)

= Distance from contact patch to observation Point (Ft).
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Fig.3: Hayden's Hypothetical Arrangement

Having assumed a value of 10% for fc, he then attempted correlations with some passby data
obtained by Tetlow [15], and some of his own measured data. These correlations were only partly
successful - in the first case the predicted levels did not agree with the measured data and
in the second there was insufficient realistic data to render any agreement meaningful.

Hayden's theory, although reasonable in parts, must be questioned on several accounts.

1. 1Is, in fact, only one monopole source operating?

2. 1s the air pumping tyre noise directional?

3. What is a realistic wvalue of (fc) and can this be verified?
4. 1Is his theory applicable to tyres of different tread design?

MULTI-SOURCE AIR PUMPING

As an improvement to Hayden's theory, it is suggested that there is within the tyre contact
patch, an array of point monopole sources operating via an air pumping mechanism. The shape and
structure of this array will depend in the main upon the tread pattern design. Parameteres such
as inflation pressure, load and speed will, of course, influence the operation of any given source
array. This theory states that there is a set of monopole point sources in operation in those
regions where the tread enters and exits the contact patch. While the concepts of an inrush of
air into the exiting cavities and an outflow of air from the entering cavities is still retained,
the theory utilises the mathematical jusitification of modelling these phenomena as steady state
sinusoidal air flow fluctuations. Sound pressure waves radiated by these array sources interact
to produce a directional sound field. The extent to which the radiated field is directional is
principally determined by both the relative strengths of the entering and exiting sources, and the

phase difference between them.

It is apparent that the model is involved with the mechanisms occuring in the tyre contact
patch. Simply, we are concerned with determining an array shape and the relationships between
elements of this array. These relationships can be determined once the tyre operating parameters
and tread properties are known. Given an array shape and the appropriate relationships, it is
possible to calculate the directivity pattern, at a particular frequency, produced by the source
array. The intersource relationships are, in a semse, frequency dependent. For the rolling
radius of a tyre varies with speed and consequently the length and breadth of the contact patch
vary similarly. It is the length dimension that is one of the main determinants of the phase
difference between entering and exiting sources. In turn, this phase difference is a critical
parameter in the directivity pattern calculation. Further, a variation in rolling radius, at
constant load and inflation pressure, will alter the deformation of the contact patch, and there-
fore vary the strengths of the source elements. In fact, the other two externally variable
parameters, load and inflation pressure, have a similarly important role in determining the
relative strengths and phases of the array sources.

If we consider a tyre of simple, but not too unrealistic, tread design, the approach is as

follows. The tread may consist of a set of 78laeral and 4 longitydinal (i.e. circumferential)

64



grooves, each of equal depth and equal width, cut into an otherwise smooth tread. The lateral
grooves are uniformly and equally spaced around the circumference of the tyre, while thé-lbngitu«
dinal grooves are equi-spaced across the width of the tread. Figure 4 shcws a sketch of this
design. The noise sources are assumed to be at the intersections of the lateral and longitudinal
grooves that occur at the entry and exit of the contact patch. Further it is assumed that the
four sources along the entry line are of equal strength and are all in phase with one another. A
similar assumption applies to tlie sources along the exit line. Note that the entry sources and
the exit sources may have any relative stengths and phase differences. We now calculate the total
acoustic pressure fluctuations at an observation point a distance r from the centre of the contact
patch. The only other assumption required is that any shielding effects are negligible. Further,

at this stage, the calculation is limited to the case of a freely rolling tyre. Figure 5
illustrates the arrangement.
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Fig.4: Tread Design Fig.5: Arrangement for Calculation

The acoustic pressure fluctuations at the observation point due to any one of the sources,
is, in complex number notation, of the form,

A
p' = Re{;ﬂ ei(Mt-krn_¢n)}

seafl)
T th

Where, Ah = Strength of n_, source

Distance of n source to observer (m)

Angular frequency (rad/sec)

Time (sec)

Wave number

3;.where A = wavelength (m)

rt L}
= EI’S
nouowon

]

¢ = Phase difference between nth source and entry sources (Rad).
Thus, when n sources operate simultaneously, the total acoustic pressure fluctuations are tiven by

A
p' = Re{] 2 (UEkE "0 e
n n

In regard to the directivity pattern, it is the amplitude of the above expression only that is
required. Note that ¢ will be zero for the entry sources, and may assume any value from zero to
T radians for the exit'sources. The values of T may be calculated from the geometry of the
arrangement shown in Fig. 5. Typically they appear similar to that for source 1, which is quoted

below:
r, = ¢2+Bz+!..2—2r.[.cose+?rBsine);E ... (3)
Now, on substituting the eight values of r into (2) and manipulating, (2) reduces to
et [= xPev%) o e ()
A An
Where X = E ;E cos (k r, - ¢n) and Y = E ;: sin (krn - ¢n) i (5)
n n

The directivity pattern required is determined by evaluating (4) over the appropriate range of 6.

To predict the directivity pattern at a given tyre speed, and a given observatlon radius, 1t_
is necessary, then, to know the exact tyre speed, the number of elements in the tread, the dymamiic”
dimensions of the contact patch (2L and 2B) and the phase difference and strengths of the entry
and exit sources. A number of such calculations over a range of these parameters has been 1
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performed using the University's Burroughs B6700 computer.

EXPERIMENTAL APPROACH

In order to verify the above theory and to build up a more comprehensive understanding of air
pumping, a series of directivity patterns for a set of tyres of differing simple tread patterns
has been obtained. The measurement have been taken inside the Department's Anechoic Chamber.
steel structure that provides a mounting for a rotating drum has been installed into the chamber.
The structure, which has facilities for mounting and loading a tyre which is driven by the drum,
is powered by a variable speed electric motor. A microphone capable of scanning around the tyre
in a horizontal plane through its contact patch with the drum is also provided in the chamber.
Output signals from this microphone are fed directly into a Bruel and Kjaer Constant Bandwith
Analyser. Fig.6 shows a sketch of this arrangement, while Fig.7 shows a photograph.
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Fig.6: Schematic Diagram of Setup in Anechoic Chamber

Fig.7: Photo of Setup in Anechoic Chamber

A set of experimental tyres - 185x14 radial ply - was obtained. These were retreaded with a
patternless tread and then, special patterns of interest were hand cut into these treads. The
patterns included one as described in the above theory, this first pattern minus the longitudinal
grooves, the first pattern minus the lateral grooves, and finally, one tyre was left bald.
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Each of the tyres was run in the chamber over a set of inflation pressures anh speeds. At
each condition, spectral analyses were performed to identify the tread noise frequencies of
interest. Then, where possible, directivity patterns of the fundamental tread noise frequency
were obtained. By matching these patterns with those predicted by the model, it is possible to use
the model to obtain information concerning the strengths and phases of the various source arrays.

As mentioned previously, it is necessary to know accurately the dynamic dimensions oI tne con-—
tact patch prior to applying the model. This problem is further complicated by the variation in
contact patch dimensions with load, pressure, and, in particular, speed. Tyres exhibit a
centrifugal growth that is dependent on speed, and it is for this reason that the dynamic dimen-
sions at constant speed must be measured. To do this, high speed photographs of the relevant con-
tact patches were taken, using a high speed flashing technique.

Some typical data is presented below. It includes spectral analyses of each of the four tyres
and directivity patterns for the tyre with lateral and longitudinal grooves and’ghe tyre with only
laterally grooved. Also presented is a sample side view photograph of the laterally grooved tyre.
Superimposed on the directivity patterns are the shapes predicted by the model. Ia fact, to obtan
these theoretical shapes, it was necessary to obtain optimum values of the source &lement
strengths and phases. An existing computer optimisation programme was used to do this.
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Fig.8: Spectral Analysis of Bald Tyre or of
Longitudinally Grooved Tyre

70F
= 60fF
=
-1
Ll
=
]
v
vl
o2
21 40 A l. A el lll i I —l A l
% 100 200 500 1000 2000 5000
v

FREQUENCY (HERTZ)

Fig.9: Spectral Analysis of Laterally Grooved Tyre or
Longitudinally Plus Laterally Grooved Tyre

These results are presented in a lumped manner, as there was no observable difference

between the bald tyre and the longitudinally grooved tyre. Similarly, with the laterally grooved
tyre and the tyre with both lateral and longitudinal grooves, there were slight differences in the
directivity patterns observed, but these were of little practical interest.

The spectral analyses of Fig.8 are of a broadband nature and are, in fact, indistinguishable
from the background noise spectrum within the chamber with the rig in operation. Fig.9 shows the
tonality of the noise associated with air pumping. The fundamental frequency shown in Fig.9
corresponds to the frequency with which the lateral grooves pass through the contact patch, at that
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It is observed that there are higher harmonics of this fundamental frequen-

function, or a function whose Fourier transform contains harmonics.

These indicate that the nature of the air pumping process is probably similar to a sawtooth

Finally Fig.ll shows a photograph of the laterally grooved tyre operating under the conditioms
that produced the Directivity Patterns of Fig. 10.

FURTHER COMMENTS

In regard to the spectral analyses, it is seen that the bald tyre produced no noise that was

distinguishable above the existing background levels.
source of tyre noise is the tread/road interaction.

This observation verifies that the major
Further, the experiences with the plain

longitudinal grooved tyre has shown that a variation or fluctuation in the tread pattern is

required to generate noise.

rate).

between the directivity patterns of the two laterally grooved tyres.
of air pumping mechanisms, and further justifies the use of a multi-point source array model.

(Air pumping noise results from a fluctuating volumetric air flow
An interesting observation was that, at the pressure shown,no difference in shape was

This indicates a similarity

It is apparent in Fig.10 that a reasonably good agreement has been achieved in matching the

model's predicted values with those measured in the chamber.
ed, with the maximum deviation being in the order of 2 to 3 dB.
the slight scatter in the experimental data.

ferences in the sound field brought about by both the rig and the chamber itself.
steel surfaces suitable for sound reflection are presented by the rig.
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Several reasons help to explain
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present state is probably not perfectly anechoic, since it was necessary to remove several ‘of the
wedges on the chamber's floor and near its door. Prior to measuring the directivity patterms, it
was found necessary to select an optimum microphone radius. Originally a radius -as large as
possible was used, but it was subsequently discovered that at this radius the microphone passed
too close to the wall wedges, where the process of sound absorption generates some localised
reflections. These were found to interact with the sound monitored by the microphone and produce
some significant interference, which was reduced when the microphone radius was shortened.

Any effects that may result from shielding of the sound by the tyre or drum have to be
accepted, as, at this stage, there is very little that can be done to overcome them. One other
factor that could lead to some random data scatter is produced by the electric motor driving the
rig. Occasionally, this motor exhibits variations (sometimes very large) in its output speed.
Generally, these produce changes in the tyre radiated sound frequency that remain within the 10
Hertz Bandwidth of the AfiaTyser used to monitor this noise. While these variations will have
little effect on the strength of the contact patch sources, they will have some effect on the
phase difference between these sources. Since these phase differences have a critical effect on
the directivity patterns, it is probable that the motor speed changes will produce some scatter in
the data, in the form of directivity pattern shape changes.

CONCLUDING REMARKS.

Our investigations have shown that a repeatative tread pattern design is required to produce
an air radiated tyre noise that was measurable by our setup. It has been shown that this radiated
noise is directional and that the relevant directivity patterns obtained so far can be predicted
reasonably well by a comparatively simple mathematical model. The model embodies tread dimensions

and tyre parameters and may be used to explain the noise generation process that occurs within the
tyre's contact patch.

At the time of writing, insufficient data was available to test the model over a wider range
of conditions and tread designs. It is planned to do this and to, hopefully, adapt the model to
commercial tread pattern designs. In order to relate the source strengths and phase differences

to tread parameters such as stiffness etc., it is proposed to investigate both dynamic and static
tyre tread deflections under various operating conditions.
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SUMMARY - Measurement of noise in areas adjacent to freeways in Melbourne
has indicated that existing methods for predicting freeway noise
are not particularly reliable. A method has been developed based
on experimental and theoretical considerations which produces
entirely satisfactory results for freeways at ground level but
somewhat less accurate results when the freeways are elevated or
depressed. Further evaluation and development is continuing but
the method appears to be at present the most suitable for predic-
ting freeway noise levels in Australia.

1.0 Introduction

There is little doubt that road traffic noise is a potentially major source of anmoyance with

in the community, Ref. [1]. Consequently the ability to predict noise levels from proposed free-
ways at the design stage is highly desirable.

Several different procedures exist for predicting freeway noise, e.g. Ref. [2] - [11] and it
is not intended to discuss these in any detail. Surprisingly the methods differ significantly in
their predictions and they have been found to be not particularly suitable for Australian condi-
tions. Consequently a method has been developed for this report based on measurements along side
freeways within the Melbourne area. The method, while still requiring further evaluation and

development, has proved very reliable for freeways at ground level but somewhat less accurate for
elevated and depressed freeways.

2.0 Existing Methods

As noted above a number of methods exist for predicting freeway noise. It is proposed however
only to outline briefly what appears to b e the most widely used British and American procedures,
namely those of Johnson, Ref. [2] and Gordon et al, Ref. [11]. In each case the procedure allows
both the mean value and standard deviation of the traffic noise to be predicted in terms of the

A weighted levels. Existing community annoyance parameters can all be evaluated from these 2 basic
quantities.

On the assumption of a Normal distribution, the equation used by Jounson to calculate the mear

noise level is: - Q v -
Lgg = 51.5 + 10 Log 3 + 30 Log 75 (1),
where L50 is the mean noise level (dB(A)),
* Q" is the traffic flow rate (vehicles/hour),
d 1is the distance to the traffic flow (feet),
v  is the mean traffic speed (miles/hr).

For the purpose of predicting the standard deviation, o, of the traffic noise, Johnson et al
produced a graph which showed a unique relation between ¢ and the product an x d. The quantity
Q&ﬂ is related to Q and v above by the equation

40

Qo™ A=
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The standard deviation decreased monotonically for increasing values of the product Q40 x d, Fig.
9 of Ref., [2].

More recent work has indicated that a correction to the standard deviation of =1 to +1dB(A)
is required for 0% and 407 heavy vehicles respectively, e.g. Ref. [7].

The method of Gorden et al is similar in principle to that of Johnson but differs significant-
ly in detail due to the greater effect attributed to truck noise on both the mean level and the
standard deviation. These quantities are calculated independently for cars and for trucks and the
results are combined to produce the overall mean level and standard dev iation.

The equation developed by Gordon et al for predicting mean noise levels for cars is:

0= 10 Log @ - 15 Log d + 30 Log v -3
+ 10 Log {tanh (1.19 x 10 ~ Qd/v)} + 29 ... (2)

where the symbols have the same meaning as in equation (1) except that they refer to cars alone.

Ls

For trucks, the mean noise level is calculated by:

L50 = 10 Log Q - 10 Log v - 15 Log d -3 )
+ 10 Log {tanh (1.19 x 10 ~ Qd/v)} + 95 ...(3)

The method for predicting the standard deviation is similar in form to that used by Johnson
except that, as previously indicated, cars and trucks are treated independently and the final

value obtained by combining the two results.

The differences between the two methods are quite significant as can be seen from the follow-
ing table. The table has been prepared assuming, for the sake of simplicity, a single lane of
traffic 40 m from the observer with a mean traffic speed of 25 m/s.

TABLE 1
Comparison of Results due to Johnson and Gordon
Mean Level dB(A) Standard Deviations dB(A)
No Vehicles/hr. % Heavies Johnson Gordon Johnson Gordon

Ref.2 Ref.ll Ref.2 Ref.ll
2000 10 68 : 68 3 5%
2000 30 69 74 4 5
4000 10 71 73 2% 4k
4000 30 72 77 3% 3

The differences are larger than might have been anticipated. It was recognised that there
was an obvious need to establish which if either of these methods would predict results in
reasonable agreement with measured levels produced by freeways in the Melbourne area.

2.1 Comparison of Measured and Predicted Noise Levels

Measurements of traffic noise were made at a number of sites on the Tullamarine and South
Eastern Freeways. The sites were chosen to be representative of freeways at ground level (as well
as freeways in cuttings and on elevated structures required for later work). In each case tape
recordings were made simultaneously at 3 or 4 distances from the freeway extending over a range of
about 15 to 70 m. The recordings which were made using the 'A' weighted filter extended over a
period of approximately 15 minutes during which time a traffic count and speed check were also

carried out.

A Bruel and Kjaer statistical distribution analyser type 4420 was subsequently used in con-
junction with a Bruel and Kjaer level recorder type 2305 to determine the mean noise level and

standard deviation.

The following table summarises the range of parameters encountered or used during the
recordings.
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TABLE 2

Summary of Parameters

Feature Minimum Value Maximum Value
Mean Traffic Speed 11 m/s 25 m/s
Total Flow Rate 1146 veh/hr 3528 Veh/hr
Distance to Centre Line 15m 70 m
Percentage of Heavy Vehicles| 3 15
Elevation of Freeway -8 m 10.5 m

The predicted noise levels and standard deviations were computed using both the method of
Johnson et al and Gordon et al. Attention was concentrated in the first instance on comparing
measured and predicted results for the ground level freeway situation. The results for the method
of Johnson et al are shown in Fig. 1(a). It is seen that the predicted mean level is about 1dB(A)
low and there is some scatter. The average predicted levels for the standard deviations are
marginally high but there is significant scatter.

The results for the method of Gordon et al are given in Fig. 1(b). The predicted mean levels
are some 2 to 3 dB(A) high. Similarly the predicted values for standard deviation are, on the
average, also high and there is an unacceptable amount of scatter. These results and others
suggested that there was a need to develop a new method for predicting freeway noise levels which
would give more accurate results for Australian freeways. This is discussed below.

3.0 Proposed Method for Predicting Freeway Nouise

The method developed for this study involved setting up on a digital computer two arrays of
vehicles each array moving with a given mean speed in a given lane. The two lanes corresponded to

the mid near side lane and the mid far side lane and the separation between these two lanes was
specified.

It was assumed that each lane consisted of a random mix of cars and heavy vehicles the exact
ratio being specified by the situation being simulated. Measurements of individual vehicle noise
at freeway speeds have shown that typically the distribution of noise levels for individual cars
and heavy vehicles are as given in Fig.2(a).Additional limited measurements have suggested that
the standard deviation of the distribution for individual vehicle noise levels is not strongly
influenced by changes in the mean speed. However it was found that the mean noise level for
individual vehicles increased by about 9 dB(A) per doubling of vehicle speed.

The headway of the vehicles in each of the two lanes was considered to be random although the
mean value would clearly depend, for each lane of traffic, on the flow rate. A number of headway
distributions were investigated including the Pearson type III, Semi-Random and Gaussian, Ref.[12]

The effect of different types of distributions did not appear to be particularly significant and
the Gaussian distribution was eventually used.

The overall 'A' weighted sound pressure level at any given observation position was calculated
for the two arrays of vehicles at one second intervals for a period of at least 5 minutes. The
sampling interval and the observation period could be easily varied by these were chosen from the
experience gained in analysing the measured data. An excess attenuation of 4 dB(A) per 100 m was
used and it was assumed to be a function of the mean height above ground level in accordance with
the results of Ref. [7]. The mean value and standard deviation were finally calculated from 300
values obtained for the traffic noise at 1 second intervals.

This procedure was used to predict mean levels and standard deviations for the previously
measured traffic situations. The comparison between the measured and predicted values is given in
Fig. 2(b). The agreement is good and it would be possible to calculate community response
parameters with a reasonable degree of accuracy. The range of values over which the prediction
method could he checked was however obviously limited and further evaluation is needed before the
method could be used with confidence.

Approximately one half of a minute of computer time was needed for each prediction using the
Burroughs 6700 computer. This was significantly longer than the previously discussed methods and
it was decided therefore to carry out a regression analysis to see if an equation of the form of
equation (1) could be developed for both the mean value and the standard deviation. To reduce
computational time it was assumed that the total number of vehicles, and the percentage of heavy
vehicles, p, were the same in the near side and far side lane. The separation of these two lanes
was taken as 10 m and the observers height above ground level was taken to be 1 m. The following
constraints were imposed.on the variables;
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1000 < Q < 3000 Veh/hr
20 £d = 80 m
15 <v = 30 m/s
5 <p £ 30 %

Conventional regression analysis gave the following equations.

0= 5.2 + 16.4 Log Q - 14.3 Log d + 17.4 Log v + 0.16 p oo (4)
and
o =10.8-2.1Log @ - 3.7 Log d + 3.84 Log v + 0.04 p aial 8)

Ls

The standard deviation of the error for each of these two simplified equations was less than
3/4 dB(A). Thus the above equations give a reasonable first approximation to the noise levels
that could be expected from conventional 4 lane freeways at ground level.

4.0 Elevated and Depressed Freeways

The feature of elevated and depressed freeways (as well as the use of barriers) is that some
shielding is provided which will affect the mean level as well as the standard deviations of the
noise. It is customary to assume that there is a rough equivalence between elevated and depressed
freeways as well as barriers as indicated in Fig. 3(a). The performance is dependent on the path

difference.

The original investigation of Ref. [13] showed that for long barriers and steady sound
sources the excess attenuation could be expressed in the form given in Fig. 3(b).

The mean 'A' weighted spectrum for normal freeway noise was found to take the form given in
Fig 3(c). This spectrum was derived from measurements made at 7% m from the mid near lane. Using
this spectrum and the excess attenuation of Fig. 3(b) it was a simple matter to express the excess
attenuation of traffic noise as a function of path difference as shown in Fig. 4 (a). The experi-
ence of Gordon et al, Ref. [11] was that this type of approach overestimated the excess attenua-
tion for small and large path differences. A maximum value of 15 dB(A) was thus used and the
remaining curve was linearised as shown by the dotted line in Fig. 4(a). Thus at each one second
interval, the path difference for each car or truck was calculated, the respective excess
attentuations were determined and the final level at the observer computed in the normal manner.
The calculation of the path difference requires a knowledge of the height above the freeway of the
centre of noise for each vehicle. There was no obvious method for determining this figure which
would vary from vehicle to vehicle. It was assumed to take a value of 0.75 m for cars and 1.5 m
for heavy vehicles. The final values for mean and standard deviation did not appear in general tc

be very sensitive to small changes in these assumed heights.

A comparison between the measured and predicted values for elevated and depressed freeways is
given in Fig. 4(b). It is immediately obvious that the agreement between measured and predicted
mean levels is not as good as with the freeway at ground level. The agreement however is still
sufficient to give a first approximation.

The predicted values for the standard deviation also show some scatter when compared with the
measured values. As with the mean levels this scatter is considered to be due in part to the
assumption of equivalence between barriers and elevated and depressed freeways. Some error would
also occur due to the assumption of two lanes rather than four. The situation is clearly much
more complex than that used in this simplified approach. Further detailed study is needed to
improve the accuracy and consequently simple prediction equations similar to (4) and (5) have not
been produced. For the present the method developed allows a first approximation to be made of
the mean and standard deviation of the traffic noise.

5.0 Concluding Remarks

Existing methods for predicting freeway noise generally do not produce results which are in
good agreement with measured values. The method developed here appears to be reliable for free-
ways at ground level. Some further work is needed to establish positively what effect elevation
of the observer has on noise levels. The effect of atmospheric conditions needs to be considered
in more detail.

The accuracy of predicting noise levels from elevated or depressed freeways is adequate for
a first approximation. There is scope however for refinement to the method and a need for further

field measurements,
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A DATA BASE OF TRAFFIC NOISE IN MELBOURNE STREETS

R. Saunders I. Taylor
Melbourne and Metropolitan Board of Works Environment Protection Authority
Melbourne, Victoria Melbourne, Victoria

SUMMARY -

Records of traffic noise from certain Melbourne streets are presented as an
information base. Three sites have been chosen which give a representative
sample of streets with a variety of traffic volumes. At each site traffic
counts have been made for cars and trucks. Noise levels were recorded at up to
three positions at each site, and are presented graphically.

DESCRIPTION OF SITES

The three sites are in or adjacent to the suburb of North Melbourne, some two miles from

Melbourne's central business district. Cycle times for traffic lights were generally of the
order of two minutes.

Delhi Court is adjacent to Tullamarine Freeway, a four lane divided freeway with an eight
foot central median (see Fig. 1). Observations were made at two positions about six
hundred metres from the city end of the freeway. The connection to Flemington Road is
controlled by traffic lights and northbound vehicles were still in platoons. All but heavy
trucks had reached their cruising speed by the time the recording positions were passed.
The observations were made from 7 a.m. to 7 p.m. on Monday 9th April 1973, and from 7 p.m.
to 7 a.m. over Thursday night and Friday morning 2nd and 3rd August 1973.

Debney Estate is off Racecourse Road, a major four lane arterial road with trams in the
centre (see Fig. 2). Observations were made at three positions from 7 a.m. to 7 p.m. on
Friday 6th April 1973, and from 7 p.m. to 7 a.m. over Thursday night and Friday morning 7th
and 8th June 1973. The Housing Commission Estate contains four twenty storey blocks and is
situated some 150 metres west of the elevated Upfield railway line.

Hotham Estate is off Boundary Road, a secondary road which acts as a by-pass for
commercial vehicles in the area (see fig. 3).

Data was collected at two other sites, but has not been presented in the interest of
brevity. Detailed information is available on request.

METHOD

The field measurements were made with a Bruel and Kjael 2209 impulse sound meter fitted
with a wind shield, using slow response and the 'A' weighting. A Nagra portable battery
driven tape recorder 4.2L.S.P. was used to record two minute samples at each position every
half hour over the twelve hour period. A calibration signal was recorded on each tape using
a B & K pistophone.

The tapes were played back in a laboratory on a Plessey 77MK III tape-recorder, and the
signal was fed through a B & K 2305 chart recorder coupled to a!B & K Type 4420 statistical
distribution analyser set to cumulative distribution. Each bin covered a range of 2.5 dB(A).
L10 and L90 levels were then calculated.
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Traffic volumes were counted manually, and vehicles larger than panel vans were considered
to be trucks. Separate counts were made for trucks, semi-trailers, buses, trams and others,
but all these categories have been classified as trucks for simplicity. Speeds varied
considerably at each location over any particular quarter hour. Vehicles were timed over a
measured distance and representative speeds have been recorded. At contr8lled intersections

the variation of individual vehicle speeds is great.

The data is presented in graphical form (see Figs. 4 to 8). Successive values of the
noise levels taken at each position each half hour have been combined to give hourly averages.

CONCLUSION

The measurements taken provide detailed information of existing traffic noise levels in an
inner suburb of Melbourne. Noise prediction methods can be checked against this aata, to

evaluate their application to local conditions.
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TULLAMARINE FREEWAY 9. April 1973, DAY

Weather Conditions: Hazy, Dry, 6Kn. SE. Wind, Temp. 13° -16° C
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DEBNEY ESTATE 6. April 1973, DAY
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FREE VIBRATION AND RESPONSE TO RANDOM PRESSURE FIELD OF
ANISOTROPIC THIN CYLINDRICAL SHELLS

A. A. Lakis R. Dore
Department of Mechanical Engineering
Ecole Polytechnique Ecole Polytechnique
University of Montreal University of Montreal
P. Q., Canada P. Q., Canada

Department of Mechanical Engineering

SUMMARY

A theory is presented for the determination of the free vibration characte-
ristics of uniform or axially non-uniform anisotropic thin cylindrical shells
and the response of such shells to boundary-layer pressure fields caused by
subsonic internal flow. It is a hybrid of finite-element and classical shell
theories. The finite elements are cylindrical frusta and the displacement func-
tions are determined from anisotropic shell equations. The random pressure
forces are lumped at the nodes of the finite elements. The mean square respon-
se of the displacements of the shell are obtained for a boundary-layer pressure
field and some calculations are conducted to illustrate the theory.

1. INTRODUCTION

A careful study of the shells used in practical applications leads to the conclusion that
they are most often anisotropic (maturally or structurally) and in many cases are anisotropic
and laminar. Although the problem of determining the natural frequencies of isotropic shells
has produced many papers, the litterature reveals a very limited number of methods which have
been generally developed for special cases of anisotropic cylindrical shells. The need is evi-
dent for a theory which can be used for the dynamic analysis of any kind of anisotropic circular
cylindrical shell subjected to various boundary conditions. A practical case in point is con-
‘cerned with the prediction of the natural frequencies of a double-walled steam generator [1-2].

This work attempts to fill these voids by producing a general theory with a minimum of
limitations for the free vibration characteristics and the response of anisotropic cylindrical
shells subjected to random pressure fields which originate from the turbulent boundary layer
of an internal flow.

The analysis is based on a recently developed method for the case of isotropic cylindrical
shells [4]. It is a hybrid theory based on the finite element method, with the displacement
functions determined by exact solution of the equations of equilibrium of a thin cylindrical
shell. The finite elements are cylindrical frusta; thus a given non-uniform shell is first
subdivided into its component uniform cylindrical segments and then, generally, each segment
is similarly subdivided into a number of cylindrical finite elements.

The theory for predicting the response due to random pressure fields is developed in re-
ference [5]. The continuous pressure field is transformed to a discrete set of forces; then,
the corss-correlation spectral density and the mean square values of the displacement of the
shell are expressed in terms of correlation functions of the boundary-layer pressure fields.

Here the.dynamics of a cylindrical shell and its response will be considered, with the
following aims: (i) to extend the theory of [4] to cases where the shells are anisotropic and
especially for the case of shells consisting of an arbitrary number of orthotropic layers;
(ii) to use the theory of [5] to predict the response of such shells to a pressure field ari-
sing from the turbulent boundary-layer of internal flow. This generalized theory will be more
directly pertinent to engineering applications, since in nearly all practical cases the shells
are often anisotropic; e.g., heat exchangers and liquid metal cooled channels used in the
nuclear industry. A number of assumptions are made duyring the course of the investigation; a
compendium of these assumptions and the limitations of the theory will be given in the text.
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2. FREE VIBRATION

2.1 General Theory
A given shell is subdivided into a number of finite elements, each being defined by the

two nodes, i and j, and the corresponding nodal circle boundaries (Fig. 1). Then, the displa-
cement functions may be defined by
T T
[U(K;CP)s W(X,:p), V(X:CP}] = [N] {519' ‘SJ] (1)
where {63._} and {63] represent the nodal displacements, and the elements of [N] are in general

functions of position and the shell's anisotropy.

It is noted that the finite-element method yields useful results provided that the displa-
cement functions chosen represent adequately the true displacements; accordingly, the displa-
cement functions should satisfy the convergence criterion of the finite-element method stating
that strains within the element should be zero when the nodal displacements are generated by
rigid-body motions. To this end, we shell employ the equations of thin cylindrical shells to
obtain the displacement functions, instead of using the more common arbitrary polynomial forms.

Sander's theory [7] for thin cylindrical shells is used for the determination of these dis-

placement functions. This shell theory which is
based on Love's first approximation was preferred, CD N
for the following reason: in Sanders! theory all
strains vanish for small rigid body motions,
which is not true for Love's or Timoshenko's Vg
theories, for instance. By using such displace-
ment functions, we automatically satisfy the con- Un
vergence criterion of the finite-element method V\/”%‘a, x=%=0 [} @
previously stated. w,% ; E M (d:'v,,de:J-
Figure 1. Definition of the finite element used [t eyt j
and the displacement vector associated with node =~ | | J
i’ {.ai} . w Un;
N gi-) wn
2.2 Equations of Motion @N (dwn/cx)
Using Love's first approximation, we obtain o Vnj
the following elasticity relationships between the AN
stress-resultant and the deformations of the middle \-r—)
surface for the general case of a multi-layer
anisotropic shell = -
[ ¥, P Pip © Py Py O
% Pog Pz © Py Pps O
o ; - 3
{o} = J NX(p» = [P] {e} , (2) (P] © e P33 o o P3g| » (3)
M Papy Paz © Pys Pys  ©
M P53 Psp ©  Psg P55 O
M 0 o P o 0 P
LX) | 63 66 |

the elements piJ of the elasticity matrix [P] characterize the shell's anisotropy which depends
on the mechanical properties of the material of the structure.

The strain vector {e} is the modified strain-displacement relations of Sanders [7] and

is given by N B

e al/ax
€ (1/r) (3V/3p) + (W/r)

= | M| = av/ax + (1/r) (3U/3p) (4)

Sng 3 oW/’ r

- ~(1/7%) [(3*W/a5") - (3V/29)]
2?5% ~(2/r) (Pw/axae) + (3/2r) (3V/ax) - (/2x%) (aU/ag).

Upon sui)stituting equations (2) - (4) into Sanders' shell equations of motiJon [7], the

authors obtain the equations of equilibrium in terms of elements pij of [P] and in terms of

U, V and W, namely
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Py (3703 Y HL/ 0Dy (3 3x) -y (3°W/ 35 WL (1/2) (B +9y3)HL/2%) (g +py)=(3/41% Ipig ).
(@V/3gax)H(1/r) (33 ~(1/r)pyg H1/4rIpge) (2°0/2P)-(1/2%) [pyq +2py¢ -
~(/r)pgg (3 W/axe®) = 0,

(1/r)py +pyy H1/rIpyg H1/r)pgy ~(3/4:)pge W0/ agax)}H1/1?) [py, H1/rPIpg, +
H2/r)p,1(3V/ 3" Hpy5 +H(3/r)pyg H/4rIpge] (32V/ax?)Hp,, +(1/r)pg, 1(1/12).
< (W/39)-(1/x%)[p,s +(1/)pg 1(3W/3¢°)-(1/r) [2p3g +py, +(3/r)pgg H1/T)pg,].

(3 W/agx?) = 0 (s)
~(1/r)py, (30/3%)~(1/x%) [py, +H(1/1)py ) (aW/39)-(1/x%)py Whp o (3°0/2x )H(1/2%) g, +

+ 2pgy -(1/r)p66](a3u/amacp2)+(1/r3) [Py, +(1/r');155](a:"\’/anp3 JH1/r) [y, +2pg3 +
H1/r)pyg +(3/r)ge 127V 29ax™ Y 2/r7 Iy o (3°W/397)-(1/2*)p  (3W/ 29 Y 2/r)p,y
(@%/2x%)p,, %/ -(1/%) (2p 4 +ange) (3W/axP%?) = 0 .

Here U, V and W are, respectively, the axial, circumferential and radial displacements of
the middle surface of the shell, and r its mean radius (Fig. 1). The solution of these equa-
tions will give the displacement functions.

2.3 The Displacement Functions
In the continuum, we express U, V and W of the middle surface of the shell by

U(x,ep) COS n o o ) un(x) un(x)
W(x,qp) o cos n ¢ o wn(x) [T) wn(x) . (s)
V(x,p) ) o sin n | | v (x) v, (x)

where n is the circumferential wave-number. By substituting equation (6) into equation
(5) and letting

) =B e?\.X/r‘ Ax/r 7)

un(x) = A exx/r , vn(x 8 Wn(x) =Ce s

we obtain three simultaneous ordinary linear equations in A, B, C of the form
A
{H] {a} = {0}. (8)
c

For non-trivial solution, the determinant of [H] must vanish, leading to the following
characteristic equation

8 6 4 2 -
hod” = hd” +h” - h)A"+h = 0 , (9)

where
hg = (he/‘"z)(pnpu - Pid) .
hg = (n°/r%) [hg(hypyy 4281 1Pys 4y Pgs ~205TPy )+ BylPygPyy -jy) - TBypy; -
~h3pyy + 2rhyhy by TH2/T)hg (P Py —PygPrs) s
ny = (n*/r®) [hyhypyy by pgg H2pyg +inge)(byhy +hbyy ~b3) +pyg H1/r)pgy).
(2P 4 2y r) x2Sy - xR (2hopy Hrighg)] + (n7/5).
2
[2(pyg +rpyy) ((hy/r)pyy by Ppy) —2py5(hghr iy, ~hahyyr) ~2Pyg(h3 = nung - h'rpn)
2
+2hgPy1Pys] + g (PyyPyy -Pyp) s
h, = (/%) [nyh(2p,5 +4pgg) +Pgs(hyhg +hyPyy —h%) —r2h§h7 + (pys H1/T)pgs).
«(=2rhyhyy +2rhghg -py Py ~(1/ 1) PygPgg)] + (n*/r) [2nyh,py, +2y5(hyhg +haPyy =
2
‘hg) -2py,(rhgh, ~hypy g ~(hy/T)pgs) ~2(pyg +p,yy) (hyby ) H1/T)py Pyg HL/T)Py Pgs =
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'hshs)]*'“2[1’22(h1h9 R Lan ] ‘hg)‘(lfr)(l’zs +95) ((1/7)p 1Py 5 +P19Ppy ~2h3py 5 )-

—h7p%2] ’
B =00 [P, H2/r)nlp, o Ho¥reD)pe Jalh [(n3/r)(po e HI/r)DecHO ) (Pox +an)]
o = B 1yRlPsy Ps Pggl-n byl (n'/r)(p,q r)Pss Pys 1Py
and the parameters h,, i =1, 3, 5, 7, 9, 11 are given by

hl = p33 —(]/I‘)pSG +(1/4r2]p66 3 h3 e P12 +P33 +(1/r)(P15 +P36)-(3/4r2)p66 ’

hg = (1/r)(pyg +2p3s ~(V/r)Bgg) 5 By = PyyH/r )pgg H2/r)py »(10)

2

hy = py3 H3/r)py +(9/4r")p » b= (1/r)[2pyg +p,, H3/r)pgg H1/r)pg, ).
This characteristic equation for anisotropic cylindrical shells which is a quartic in \°,
has the same general form as equation (5) of [4] for isotropic one. The eight roots )\, may
therefore be written as follows *

M=l MEog-de o, MEogtie s MEon-de o, (1)

Ag =g Tdg » Ag™Hy~diy Ag =g 1y, Ag =y ~dgy | '
w; are real. Each root, 13, yields a solution of equation (5), the complete

where "y and

solution being obtained by the sum of all eight with the constants AJ, Bj and Cj, 3=1,2,..8.

For every j, the three constants Aj, BJ and Cj are related among each other by the linear
equations (8), so that u, v, and w may be expressed in terms of only eight constants. To this

end, we let

A= aJ CJ » By=gjcCj1 , (12)
where o and BJ, for J =1 and 3, may be expressed as follows 9
o a. B. B 13

=y + i'::zr2 4 a3=63 + 134 »  By=By +1iB, , 33=§3 + 154
The real and imaginary parts of af, BJ, J = 1 and 3, may be obtained from the following
relationships

%i ;’J e '

]

ay 8y, j -3 (14)

where i
= nn 2 a,, = -mh
g =Ry “Ar Ty o« e T Wy .
2 3,2

L] 322 = ‘n2h7 +A.Jh9 ] az3 = -{n/r)(1+n )'st 'nP22 —(l‘l /l" ]pss +

2 3
] a'13 = _KJ (l'l h5 +P12)+(1/r)ljp14

e s 1
2
j + ""Jhu'
By inspecting the roefficients of equations (8), the other ¢J, BJ can be given by
a= o -l o g™ oy T =y Bs = B +i Bg = By
o =a -ig, ag = o5 —1 ag = -0y Be = Bg -1 Bg = By
e i N - (15)

Ay = By = By ay =iy L oy By 8y By ™ By
By = B3 =1 By R e Bg = By -1 Bg = B3 -

Upon substituting the relations (12)-(15) into equation (7) and thence into equations
(6) we obtain expressions for the displacement functions in terms of eight constants Cj. These

expressions may be written as

U(x,p)
w(i,g) = [T] [R] {C} , (16)

V(x,o
where [R]is given in appendix I and (T} = [ﬁl CS] . The eight Cj are the only free constants,
which must be determined from eight boundary conditions, four at each edge of the finite element.
The nodal displacements (Fig. 1) at nodes i, (x = 0) and J, (x =2 ) are defined by
5 T _
10 {upgs Wogo (oW fax)ys Voo Wog Woo (dwr/dx),j’ gl =[a] (T, (17)

where [A] i§ given in appendix I, its elements being determined from those of [R]. Finally,
combining equations (16? and (17), we obtain

U( 3 )
w(i,fg) = [T] [R] [A] gi = [N] gi (18)
V(x;tp} J J
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This equation defines the displacement functions in terms of g, x, the elements piJ of [P] and

the nodal dis;;lacements{bi} .

Y

2.4 Determination of the Mass and Stiffness Matrices.

Substituting equations (18) into equations (4) we obtain the strain vector {¢} in terms
of {6,} and {53} as follows:

TO - 2 z
{e} = [0 T] [Q] [a] 4 {g}} =Rl 21 s (19)
J
where [Q] is given in ref.[4]. The corrésponding stress-resultant matrix may be found from
equation (2), i.e.,
8.
{o} = [P] {e} = [P] [B] 5; ; (20)

where [P] is the elasticity matriX for anisotropic shells.

The stiffness and mass matrices for one finite element [3] are expressed as
T T
(k1= [J (B [P) (Bl da, [m]=pt [ INT" (N] ca, (21)

where dA = rdpdx, p is the density of the shell and t its thickness. Integrating over ¢ and
using equations (18)-(20) we obtain

k)= [ [A1™T" (o [° 001" P] [QIax3rAl™ = [ (77277 o] (a7 (22)

(1]
[ = pt [ (AT {or [* (RTT (RD ax) (AT = ot [ CAT720T (8] (AT (23)
0

where [G] and [S] are defined by the above equations.

[G] and [S] were obtained analytically for the case of isotropic shell in reference [4] by
carrying out the necessary matrix operations and integrating over x in equations (22) and (23).
To do this it was found necessary to introduce several intermediate matrices, eventually obtai-

ning expressions for the general terms Kij and m; 4 of [k] and [m], respectively.

For the case of anisotropic shells, the elements of [G] and [S] are similar to those of
reference [4], for the following reason: in [4], the (i,j)th  terms of [G] and [S] are deter-
mined functions of the elements of [PJ and of the general terms, x and |,, of the roots \A's which
have the same general form as those of equation (11). Because of the complexity of the manipu-
lations, neither the intermediate steps nor the final result will be given here. The interested
reader is referred to reference [4] for details.

With [m] and [k] determined, the global mass and stiffness matrices for the whole shell,
[M] and [K], respectively, may be constructed by superposition in the normal manner as described
in [4]. Each of these matrices is of order 4(N+l1).where N is the total number of finite elements.

2,5 Elasticity Matrix

The elasticity matrix [P] given by equation (3) is quite general, so this theory may be ap-
plied to: (i) shells consisting of single or an arbitrary mmber of isotropic or orthotropic
layers, (ii) double-walled, gridwork or folded shells and (iii) shells with rings and stringers
provided their characteristics are known. Here we limit ourselves to shells consisting of single
or an arbitrary number of isotropic or orthotropic layers.

For isotropic shells, the elements p,; of [P] are listed in reference [4]. 1In the case of

J
an arbitrary number of orthotropic layers [8], we assume that these layers function concurrently
without slippage and as previously stated that the principal directions of elasticity at each
point of thesshell coincide with the directions of coordinate lines; (i) for an even number of
layers, 2v, the elements P; 5 of [P] may be written in the form

(t -t ), i=1to3, and J=1 to 6,

¥ s
Pyy™ 221 Byo (B rtoy

1] o=
s=1 (24)

25 S 3 3 re - =
P g {2/3)521 B} 3 43 (t3 ~tiq), i=4 to6 and =4 to 6.
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(ii) for an odd number, 2v+l, we obtain

v+1 s " -
PijzztBij 1+zl BiJ (ts —tsﬂ)], i=1to3and j=1 to 6,
(25)
=(@/3)Et .+ B (343,03, =4 % 6and J =4 0 6
_333 1 o=1 i=3,5~3 “"s~ s+1 2 2
where

By;= [B/ (1 v3)1, B§2=[E3/(1—v§ v3)1, By, = B3y =[vj EY/(1-v] v;)1,B3;=0.567, |,
tg is the thickness of the st layer, (El, vS) and Ez’ vz) are its young's modulus and Poisson's
ratio in the x and ¢ directlons,respectlvely3and G;z is the shear modulus. All other terms of
B;J
2,6 Free Vibration

For free vibration, the equation of motion may be written in the form

(M) {8} + (K] {a} = {0},
where {A}= [51,52,... 5N+1}T , N is the number of finite elements, [M] and [K] are real, symme-—

tric matrices of order 4(N+1), and L6N+1} being the displacement vector associated with the lower
edge of the last finite element.

are zero.

(26)

In cases where the shell has rigid edge constraints, the kinematic boundary conditions must
be taken into consideration. Accordingly,[KJand[MJare reduced to square matrices of order 4(N+l)-
-J, where J is the mumber of constraint equations imposed. Thus, for a shell with two edges
supported, we must have Vo W 0 in the displacement vectors [61}and [6N41}’ and J=4; for a

free shell, J=0; and for one with two clamped edges J=8. The solution of equation (26) now fol-
lows by standard matrix techniques,yielding the natural frequencies,ug_, i=1, 2, ..., 4(NH1)-J,
and the corresponding eigenvectors.

3. RESPONSE TO BOUNDARY-LAYER PRESSURE FIELD
3.1 General Theory
In this section we are concerned with the vibration of thin anisotropic cylindrical shells
due to a pressure field arising from the turbulent boundary layer of an internal subsonic flow.
It is based on a recently developped theory [5]by the author for the case of isotropic cylindri-
cal shells. Only an outline of the theory is given here; for a detailed account the reader is

referred to reference [5].
The equations of motion of the shell subjected to arbitrary load is given by

M] (¥} + [c] (¥} + (K] {y} = {F}, (27)
where Sy} is a nodal displacement vector, {F} is a vector of the external forces, and [M], [C]
and [K] are the mass, damping and stiffness matrices, respectively.

Whereas equation (27) is quite general, the particular form of its constituent terms depends
on the particular theory used. In this theory [M]and [K] are determined by equations (22) and
(23), [C] is assumed to be linearly related to [MJand [K], or to either one, and the external for-
ces {F} represent the internal random pressure field.

3.2 Assumptions
In reference [6] we have indicated how the inertial effects of a stationnary fluid contai-

ned by the shell may be taken into account., However, when the fluid is flowing, the shell is al-
so subjected to "centrifugal' and Coriolis-type pressure forces. The former have the effect of
diminishing the natural frequencies of the system, while the latter have a damping effect on
vibrations in eases where one end of the shell is free. Unless we are dealing with very flexible
shells, very heavy fluids, or very high velocities, the effects of these forces will be relatively
small., Accordingly, for metal shells conveying fluid with flow velocity in the normal enginee-
ring range, these effects are negligible and are not taken into account.

The displacements are assumed small enough for the resultant forces to be normal to the
shell's surface.It is also assumed that the pressure field is spatially continuous and that it.yas
the properties of a weakly stationmary,ergodic process.We further assume that the pressure drop in
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the length of the shell is sufficiently small for the mean pressure to be considered constant o-
ver the length of the shell. Finally, the continuous random pressure field of the deformable
body is approximated by a finite set of discrete forces and moments acting at the nodal points

[11].

3.3 Representation of Pressure Field at Nodal Points.
As previously mentioned, the shell is divided into N finite elements, each of which is a
cylindrical frustum. The position of the N+l nodal points may be chosen arbitrarily (Fig. 1).

Any pressure field is considered to be acting on an area S, surrounding the node e of coor-
dinate 4_as shown in Figure 2(a). We define the pressure distribution acting over this area S
by two mitually perpendicular forces per unit length. We may write, for the actual resultant
force ?er unit length,

F(x,q,t) = 5 fRn(x,t).cos np + E fon (x,t). sin ngp , (28)

where fRn and an are at a distance X, from the origin of the shell as shown in figure 2(a).

These two forces acting at point A are transformed to two forces and one moment,77 , acting
at the node e, as shown in Figure 2(b), »

Figure 2 (a) Representation of the
pressure field by a discrete force
field. (b) The equivalent discrete
force field acting at the node e,
involving f n’ fCn and 7%, .

: % th . . i
The external force vector associated with the n™ circumferential wave number at a typical
node e can now be written in the following form:

T

. (29

1 1

- - "2 2 2 vy 2 2 2
{F(t)}, = [o, j‘;i [fRa(xys G (5,801, j'i'J (XJ“J)[fRn(x;}’t)"'fcn{xyt)] ,0]
where fRn and an are expressed in terms of the instantaneous pressure on the surface, p(x,q,t).

3.4 Mean Square Response.

We proceed by first considering the free vibration of the conservative system (26) and de-
termining the natural frequencies w; and the eigenvectors {§ i], i=1,2,...,4(N+1)-J, where J
is the number of kinematic boundaries.

We next form the modal matrix
[QP tq’l: $ i) [] 4(“""1)—.]1’ and define [Y]z [@ ] {z] 4 (30)1(31)

Finally the equations of motion (27) are decoupled and the mean square values of the displa-
cements of the shell are expressed in terms of the axial and circumferential correlation func-
tions of the pressure field, ¢_(€,0,0) and § _{(0,M,0), respectively; see equations (10)-(25) of
reference [5]. p P

In the cage of subsonic boundary-layer pressure fluctuations, the streamwise and lateral
spatial correlation functions have been examined theoretically and experimentally by Bakewell
et al. [9] and Clinch [10].

Bakewell measured and derived expressions for the axial and circumferential correlation

functions in experiments with air flowing in a cyl%ndrical pipe. He found the following appro-
ximate expressions for the (real) spatial correlations:

V3, (£,0,0) = eS¢l cos a 5, Upo (0,7, 0) = (1 + e S [2 — e 74517, (32),(33)
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where S_ = guw/U conv. and Sﬂ= ﬂm/Un are the axial and circumferential Strouhal number,

£ = ‘xi_xj' s M= lr(¢i—¢J)| , w is the center frequency, and a, b, ¢, & are constants to be

specified; Uconv and UB are, respectively, the convection and the centerline velocities.

The values of the constants used in these two expressions for axial and circumferential
correlations depend on the fluid. For turbulent flow in air, the values of a, b, ¢ and d are
given in [9]

a = 87266, b = 1.0, for S, = LU, ¢ =20, d =100, for S, = ne/U,. (34)

Clinch measurements in water proved that these constants are approximately the same for dif-
ferent fluids at the same Strouhal number, at least for sufficiently high Reynolds number.

Upon using the experimentally based relations (32)-(34), we obtain the following expression
for the mean square response of the shell [5]:

2 4(N+1)-7 . f'2
= P ———
i r§1 16 Pttt 5
|\'4_'1 N+1 : N+1 N+1
x [z T ST 42 S Y 0+
i=1 u=1 i=1 k=1 (35J

NAT NHE N+1 N+ )
£ Y ety Y ¢,,«f>.,[r;.‘1],
= i

§= p=

is the {qr)th element of the modal matrix [Q],,Aét;s the element of the generalized

where § %
q th : " ™M
natural frequency and r is the mean radius of the shell; riu’ ki and

mass matrix,wr, the r
F?E are derived analytically in reference [5].

Equation (35) is then the response of the shell to a subsonic boundary-layer pressure field
at the nodal points q{x,p). This response is associated with a specific n, where n is the circum-
ferential wave number (section 2.3). By repeating the analysis for a sufficient number of n,
the total response for any point on the nodal circles may be obtained by superposition, in accor-
dance with the assumption that there is no coupling between the circumferential wavenumbers.

4. CALCULATTION AND DISCUSSION
The computer program of reference [5] has been modified to determine the eigenvalues,
eigenvectors and the response of a given uniform or non-uniform anisotropic cylindrical shell
subjected to a boundary-layer pressure field. It is written in FORTRAN V language for the IBM
360/70 computer, using double precision arithmetic throughout all the overlays.

The necessary step of the computational method may be outlined as follows: a) We first spe-
cify the imposed boundary conditions, their number, J, and the values of n (32) for which calcu-
lations should be done; b) The shell is then subdivided into a sufficient number, N, of finite
elerents (sufficiency in this context is related to the complexity of the structure); c) And
finally the computer program, for given input data, calculated the mass and stiffness matrices
for each element, assembles the global mass and stiffness matrices for the whole shell, calculates
the natural frequencies and the eigenvectors, determines the damping matrix, and executes the

necessary steps to obtain the response.

The necessary input data for each finite element are the mean radius, r, wall thickness, t,
length of the individual element, ¢, material density, p, and the elements piJ of [P]

For givenr, t, /4, p and pij’ the computer program executes the following steps for each
element: i) the eight complex roots, 13, of the characteristic equation (9), are calculated by

Newton-Raphson iterative technique, and hence, we obtain Hys Mo Wqs Hos O BJ {¥=1; 2,..:8);
and o, B_; ii) the intermediate matrices are determined; iii) the displacement functions, mass
and stiffness matrices, [N], [m] and [k], respectively, are computed by the relationships given
by equations (18), (22) and (23).

When_the stiffness and mass matrices have thus been computed for each element, the global
[M]and [K] are constructed and reduced appropriately to take account of the boundary conditions.

For free vibration, the computer program proceeds to find the natural frequencies, wji ,
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where i =1,2,.,...,4 (N¥1)-J for each n, and the corresponding eigenvectors of a real square

non-symmetric matrix of the special form [M]_1 [K], where both [M] and [K] are real, symmetric
matrices and [M] is positive definite.

Knowing the damping factor, the fluid velocity and its density at each node of the struc-

ture, equation (35) is finally executed to obtain the response to a boundary-layer pressure
field.

Calculations have already been conducted to test the theory in the case of isotropic shells
[5]. The free vibration characteristics of uniform and axially non-uniform shells were obtainecd
for a variety of boundary conditions [4]. The computed natural frequencies and the response
were compared with those obtained by other theories and from experiments; agreement was found
to be good and, in the majority of cases, was even better with the experiments.

Here we repeat only one calculation to test the computer program and the modified theory.
More results concerning the anisotropic shells will be presented and discussed at the conference.

The set of calculations undertaken here was first studied experimentally and theoretically
by Clinch [12]. It is a long, simply supported cylindrical shell conveying water with flow
velocities in the range 248-520 in/sec. The pertinent data are as follows: r =3 in(.0762 m),

L = 240 in(6.096 m), t = 0.025 in(.63 x 10~ m), E = 28.5 x 10° 1b/in2(1.995 x 10'1 N/m2),

v=0.305, p=.749x 10_3 1b—3ec2/1n4(8.0048 x 103Kg/m3). Clinch obtained the response in the
frequency range of 100-1,000 Hz, approximately.

This shell was also analysed by the theory of reference [5] by subdividing the shell into
8 elements and calculating the response for n = 2 to 6. Here we repeat the same calculations
for n =2 to 12 from which the approximate Wtotal™ and the high-frequency responses of this
theory are shown in Figure 3; also shown are Clinch's experimental and theoretical results.

Figure 3. The mean square response of the maximum radial -~
displacement of a shell first studied by Clinch, as a

function of the centerline velocity. -— 0 ——, 10000} Jrooes
Clinch's experimental and theoretical results for high- | |
frequency response; --—, theoretical results obtained |
by this theory (n = 2 to 12) for high frequency w00 '
response (98-1,000 Hz); ——, "total" response obtained o
by this theory (n = 2 to 12) considering all frequency
components,

Wt
o
=]
-
~

/

It is evident from Figure 3 that the response at the - JF s
high frequency range is but a small part of the total. ! 4 Y'
This observation demonstrates the limitations of Clinch | /
theory if one is interested in the total response rather Sk i
than only the high-frequency range. On the other hand, | 4 [
the agreement between this theory and experiment, in the
frequency range of 100-1,000 Hz, approximately, is 10
quite good. This is the first and, so far, only experi-
mental verification of this theory, as experimental data
are very scarce: the results lend confidence that the values of the overall response of the
shell are also reliable.

5. CONCLUSION
The hybrid finite-element, classical theory developed in this paper is used to obtain the

free vibration characteristics and to predict the response, to boundary-layer pressure field of
an axially non-uniform, anisotropic thin cylindrical shell. To this end the shell is subdivided
into a muber of cylindrical finite elements, each with two nodes, the nodal displacements being
the axial, circumferential and radial displacements and a rotation. The shell equations employed,
which are solved for the determination of the displacement functions, are such that the conver-
gence criteria of the finite-element method are satisfied. The pressure field is similarly
rendered discrete and is represented by two forces and a moment at each node. Finally, the pres-
sure correlation functions used in this analysis are applicable only for flow velocities corres-

ponding to Mach number 0.3 or less; there is no assurance that such correlation functions can
be applied at higher Mach numbers when compressibility effects become important.

This theory was computerized so that if the dimensions and material properties of each fini-
te element, and the properties and flow velocity of the fluid, are given as input, the progranm
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gives as output the natural frequencies and eigenvectors of the shell and the r.m.s. values of
the nodal displacements. The analysis proceeds separately for each circumferential wavenumber,
n; the total response may then be found by suming over n.

The effort involved in producing such complex theory is deemed to be justified. In this
connection, it is noted that accurate knowledge of some of the high and the low frequencies is
essential for the accurate determination of the response of shells to random pressure field,
such as those generated by internal or external flow. Accordingly, the present method, because
of its usage of classical theory for the displacement functions, may lead to the determination
of the high as well as the low frequencies with high accuracy [4]. Apart from this, the main
advantage of this theory is that it may be used, without modification, to obtain the free vibra-
tion characteristics and the response of any anisotropic cylindrical shell which is geometrical-
ly axially symmetric, no matter how many property discontinuities may be present, and for what-

ever boundary conditions.

The extension of this theory to the more general case of curved-shell finite elements is
envisaged, with which shells of any shape could be analysed with enhanced precision. Another
extension to this work will be to consider the effects of all the components arising from the
presence of flowing or stationary fluids, on the natural frequencies for the cases of completely

or partially-filled shells.
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APPENDIX I
Matrix [R]
eMf@cosly —@sing,] e if@cosly +&sinL] e VifEycoslr~ Esinla] eV cos by + &sin ]
eV¥icos !, eYigin ¢, eY1cos £, e¥sin

L
e*[Bicosl — Pysinli] e i[ficosly + Pisinly] e *2Bicosly — Busina] e 2[Bycos & + Basin L]

e¥1[@scos &y — dgsin gy] e [@scos &y + &s sjinfi] - e*afd cos Ly — Gysin (3] e¥3[a; cos {; + & sin 3]
~ eMcos e¥lsing, e¥1cos [ e’1sin f;
'3&'[:65 cos fy — 19.‘. sin ;] e‘“l[lgscgs L+ res sin {;] cﬂz[ﬁ,m L= ;98 sin {3] e"[ﬁ.cus L+ B?Sin {a]

wy=wllr, m;=plfr, ;=x;xr, Li=pxfr;  j=1,2,

Matrix [A]
B 2 & a & & & & & |
1 0 1 0 1 0 1 0
—Kfr pafr . —Kafr pafr K fr lr Kafr pafr
A Ba Bs Ba Bs Bs B Bs
e[ cosy — e M[Ecosy + e [Ecosn; — e aEscosy; - eYi[Zscosy; —  e¥i[Egcos +  eM3[&qscosma —  e¥[&cosya +
= d&zsin] + & siny ] — g 8in 73] + &;sinm;] — dg8inTy) + &g sinm] — &g sinm;] + &;sinn;)
e™™ cosmy e ™ sinny, e “1¢osn; e"1sinn; e“ cosmy e sin 7, e“cosn; e“2siny,
-anl e e e (g e e*2 e
= [—#,cosm — [y cos gy — o [—x3co8%; — = [122co8n; — i [xycos 9 — = [y cosmy + r-[x;cosw;:; = T{p;cm Mz +
— pysing] — wysiny] — pasinn;] — w3 5inn,] — pysinmg] oy sing,] — pasinn;] + K35in 7]
e “i[ficosy — e [Bacosy, ¢ e “iBycosmy — e 2fficosm + e [fscosy, - e“i[fscosm +  e“iBycosmy —  e“2[fycosmy +
| —PBasing] + Pusinm] = Basina] + Bssin] ~ Bssinm] + Pssinm] — Bssinm) + Basinn,] _J
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SUMMARY -

The governing dynamic equatiens for the large amplitude
flexural vibratien of orthetropic skew plates of variable thick-
ness are derived in this paper making use of a simple formulation
originally propesed by Berger for the large amplitude static pro-
blems concerning rectangualar plates., On the basis of an assumed
vibration uode of the product form, the relationship between the
amplitude and period is studied for isotropic and orthotropic skew
Plates of various aspect ratios and skew angles taking the varia-
tion of plate thickmess to be linear along one of the co-ordinate
directions. It is found that the modal equation reduces to the
Duffing type of equation for which exact solution exists. The
results show that the period of large amplitude vibration decreases
with increasing amplitude, exhibiving hardening type of nonlinea-
rity. Furthernore, the static problems of large deflections of
skew plates are also discussed.

NOTATION - |
t,u X
a,b = dimensions of the plate
c = co3
E. h

D = 1 o

1 12
L = h(x, ¥), thickness of plate
¥ = Egp 0 v

’ E

b
2 2
22 - (x°- o*- 2p%4%) ,// -
p° Y, V
b

02 o G0 -y, Vog )

5 Eg Geometry and coordinate system
q = Y

s 1 FIG.

r = (a/b), plate aspect ratio
S = gin 6
t = time
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% = (S/C) = tan ©

w = lateral deflection of plate
X,y = oblique co-ordinates
$,m = cartesian co-ordinates
P = mass per unit area
2
T o= {t/a V gl} , nondimensional time
6 = skew angle
INTRODUCTION -

Oblique panels are extensively used in modern aircraft industry and the
study of large amplitude vibration of such thin panels is of practical importance
because of the fact that when the flexural vibrations involve large amplitudes,
the frequency of free or forced vibration is very much dependent upon the ampli-
tude. Although the work on the flexure of rectangular plates of variable thick-
ness was initiated as early as 1934 (3), to the authors lkmowledge there seceus
t0 be no literature at all on the large amplitude free flexural vibration of skew
plates of variable thickness, Algo, the literature available on the large ampli-
tude flexural vibration of skew plates of constant thiclmess is also very

limited (2,6).

This paper deals with the large amplitude free flexural vibration of thin
elastic orthotropic claped skew plates of variable thiclmess The thickness is
(rig. 1). As in the

assumed to vary linearly along the x co-ordinate direction
previous investigations involwving large amplitude flexural vibrations, the analy-
sis is based on an assmmed vibration mode of the product form and a one-term
solution is considered. This is because of “he significant increase in the
algebraic and numerical work that is involved in working with a series of several
terms. The nonlinearities investizated liere arise duc to the presence of non-
linear terms in the strain-displacevent relations. The material constants of the
orthotropic plate are with reference to the orthogonal system of axes (Fig.1).

It has been shown by the authors that the simplified formulation originally
due to Berger (1) when extended to skew plates (4) yields very good results (5)
and this simplified formulation is presently used to study the large amplitude
vibration of variable thickness skew plates. JAnplitude is plotted against period
for the cases of orthotropic as well as isotropic material. In each, different
aspect ratios, skew angles and taper ratios of the plate are considered. The
influence of the orthotropic materisl constants, the effects of skew angle and
taper ratio on the nonlinear response are also discussed. On gnecialising the
present results, it is found that there 1s very good egreement with those avai=-

lable in the literature (7).
GOVERNING EQUATICNS -

The geometry of the plate and the co-ordinate system are shown in Fig., 1.
x and ¥ are oblique co-ordinates and © is the skew angle. The nonlinear
strain-displacement relations in obligue co-ordinates arc (4):

g = 61- Z W = C u’x + 5 V,x + % w’x -z w’xx

x XX
. = €, .= : = 1 2 -~
Py TR Wy TNyt e Ny ™ B gy
1xy =Y - 22 Y oxy = c u o+ v’x+-3 v,y+ w,x w’y-23 w’xy (1)
The stresses are related to the strains by:
L ex
%y & [aij] Cy (2)
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where y

= 4 2
a5, = C {B, %7 + B, + 2t (25 + 26)}
2

a23=a32=-t1{éE1 t) +E3+2t}}
=1
353 =7 (& + 3 %)

In the above,

1.' ’ 2 1|
E.V, Ee ¥ [

G, Eg , Ew ; Vgyand Ypgare the elastic constants of the orthotropic material
in the % add  direction® respectively. Tt will be recalled that only four of
the above elastic constants are independant.

The stress and moment resultants can now be readily obtained from the
definitions

b’}z }?
N,.= ds 3 M., =
ij _ i3 i3 -,

The expression for the strain energy is given by

Ustrain = Ugxt* UBending

where, the extensional strain energy is given by

TR dz (3)

s S S < 2 2
Bt =3 b (agy €] + ay; €5 + ag3q

+2a,, €, €+ 2a,, et + 2a, 62'1 ) dax dy (4)

and the strain energy is bending is given by

U = A 3 2
Bending 24 £ g h (a” Yiex * 820 LT

R
-

2 ;
* dags W oyt 2a4n Yo Yyy T 423 W oV xy

+ dagy W gy w’x},) dx dy (5)
The kinetic energy of the plate is given by
_cr 2
T—-vz—gg(%%) dax dy (6)
In accordance with the Berger (1955) formulation suggested originally for

static problems of rectan%alar Plates, the expression for the extensional strain
energy given by equation (4) can be written in a simplified forn as (4) :

101



E 2
" 7)
UEx't_;;' i’{r‘h{efi- J\.1 e+ ()\2+4\3)"1} ix dy (

where, )»1 =rl.:'...2.§ =ﬁ;
11
— 7z
= 1 "‘K
A / 3 =/ 7

&11 2
Y 2 <
-3 aqq 2
W2, .2
ana k= ot (&% £+ 20" 200) $71
K7 — 43
KB = - 4532{t$+ q2+ 292)

By means of Bquations (5), (6) and (7) and the Ilamilton's principle the
following two equations governing the large amplitude flexural vibration of
orthotropic skew plates can be derived:

2,3
5
n e+ A, e v (A A.3)’1} - 112'10 (8)
2
D, d
1
o Dt byt 2 A )
- fc L3 =L(w,n) (9)
3t
where,
6 = 6(t) and h, is the plate thickness at x = O,
Also, 5 .
E'h ' 0%h dh {2
Lwyh) = 1 Lw) + £ n[{n 3+ 2(52)°F 4w o + Kg W gy
K 3%h . ,,0h,2
L e [ 20 3 ¥,
2
Ky g 3%h
POyt gl 4 in oxdy
&hy (3nyt g X7 Kg )
* 26 il v Ry + Kig vl s
L(w) = (ngxxx+ K5 " yyyy? K¢ W xyy
* By ¥ xxxyt g w,yyyx)
Kk, = 202(2t$ - q2 + 2p2)
Kg 5 Cz(q + 3%ﬁ2)
10" 4c®(p%+ s2/c?)
and E; s ot
4c?

Bquations (8) and (9) are the governing equations for the large amplitude free
flexural vibration of orthotropic skew plates of variable thiclness in +this
simplified formulation. These two equations when specialised for the case of the
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1sot€o§1c rectangular plate reduce to the well lmown Berger BEgquations given by
Wah (7).

METHOD OF SOLUTION

For skew plates clauped along all its four edges the boundary conditions
to be satisfied are:

w = Vg = O at x=0 and a

w=w,y=0 at y=0 and b (10)
A deflection function that satisfies all tlie above boundary conditions is

¥ i oo ELE),, .. Bmx _ 2my

ho) 7 (1=cos =2=) (1 - cos &%) (11)

When all the edges of the plate are imnovahble, the in-plane edge couditions
are

u=v=0 at x=0andaj; y=0andbd (12)
Let us consider plates with linear taper in the x direction so that

h = h°(1+£§.€_) (13)

in which (1+ a) is the ratio of the plate thickness at x = a +to the thick-
ness at x = O, HNoting that &2 in Equat&on (8) is independant of x and y,
Equation (8) can be integrated to yield &%. Thus substituting for €,, €5

and 4 in terms of displacements u, v and w from Equation (1) and for h“from
Equation (13) and making use of the inplane edge congitions given by (12), for
the assumed mode shape 'w' given by 3quation (11), 8 is ob%tained as:

2,3 2 2.3
6"hg £ n h 2
—1-52-‘3?5_3_2_“(1+A‘1r )(1 '|'C‘/2)

(a) Large amplitude Vibration:
With this expression for &> , Galerkin method is applied on Equation (9)
to obtain a modal equation of the form
2 2 -
L§+A2f+3 £ = Mg (14)
at
where,
4 4 8. 23
2- 16 & _f(4 + X, v73) (1+ 3a¢/2 + a0+ &
222 38 T {(1 ek x4 Xg 273) (14 3a/ 2%)

Q

- 3/2 ¢2/n2(1 + Ky rz)(1+-a/2)}

5 4
B=%(1+r\1 22)2 (1% a/2)
4
- 16 =_ na
M=—g-and q= 55
The exact solution to the well kuown modal equation (14) is given by:
f('C):ECn ("31-'! 51) (15)
where Cn is the elliptic cosine and the nonlinear frequency,
@ {4248 @2} 2
The solution for f in terms of the elliptic cosine has a period
2A F
) = 1(8y)

°  nfa%+ B2(w)°

where, PF,(g ) 1is the complete elliptic integral of the first kind and T, is
the linear périod given by T, = 2m/A.

(16)
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2 2,—-2
2 {a% 3°(w)“%

It is clear from Zquation (16) that the period of nonlinear vibration
decreases with increasing amplitude exhibiting hardening type of nonlinearity.

Also, £ =

Amplitude Vs. period is plotted Tfor clamped skew plates with varions skew
angles, aspect ratios and taper ratios considering isotropic as well as ortho-
tropic cases. The material constanis of the plate for the two cases considered

here are:
K2 2 2
(See Figs. 2-8) q p
Isotropic 1.0 0.3 0,35
Orthotrepic U.b 0025 0.1

(b) Large Deflections:

It is interesting to note that the governing equation for the static problen
involving large deflection of orthotropic skew vlates subjected to wniformly
distributed load g,= g, can be readily obtained from Eqn.(1§). For this
purpose f has to Be taken as independent of time so that 4°f = 0 gng

f = (Wﬁax) = w. Thus the load-deflection relation becomes, d
2 1 2 ]
AW*B(W =16—~
Ymdg g, (17)
The relationship hetween the load and deflection is plotted for a few cases
and are shown in Figs. 9 to 11 .

CONCLUSIONS

The approximate formulation originally.due to Berger which is extended

here for the study of orthotropic skéw plates of variable %hiclkness is found

to yield resulte which agree well with %tliose available in the literatwre for

the limiting cases., The relationship between the amnlitude and period exhibits
hardening type of nonlinearity i.e., the Jeriod decreases with increasing ampli-
tude for all the cases considered in this paner. The effect of taper is found
to mak%e the hardening tendency of the period versus amplitude behaviour less
pronounced. The results presented here are limited in the sense that only one
term is used in the series for w but in the absence of any otvher better method
this is believed to represent an initial effort iu obtaining better solutions,
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TRANSVERSE VIBRATION OF ELLIPTIC PLATES
WITH INPLANE FORCES

R. Jones

t of Civil Engineering
Swinburne College of Technology
Hawthorn, Victorla

SUMMARY - The transverse vibration of thin elliptic plates with inplane forces
is analyzed using a recently developed method. The method is based on the
concept of contour lines of equal deflection on the surface of the plate. All
details of the analysis are explained by graphs.

1. INTRODUCTION

The present study represents an extension of the method recently developed in four earlier

publications [1,2,3,4] dealing with the bending, buckling, and vibration of thin elastic plates
and shallow shells.

In the work which follows a brief resume of the method is first presented. This is then
followed by a discussion of the transverse vibration of a thin elliptic plate with inplane forces,
the edges of the plate being either clamped or simply supported.

2. THEORY

Consider a thin elastic, isotropic plate of thickness h loaded by compressive or tensile
forces acting in the middle surface of the plate. Let the XOY plane coincide with the middle
plane, and let the z axis- be directed positively downward. When the plate vibrates in a normal
mode the deflected form maintained by the plate at any instant T may be described by a family of
lines of equal deflection and it is possible to write

w(X,¥,T) = W(x,y) cos{wt + €), (2.1)

where cos{wt + £) is the normal coordinate, w is the circular frequency, and W is the normal
function determining the form of the deflected surface of the vibrating plate which is a suitable
function of u, where u(x,y) = const. 1is the equation of the lines of equal deflection.

Consider a portion of the plate bounded by a closed contour u(x,y) = const. at any instant
T. The resultant tractions exerted upon this portion by the remainder will have components in
the upward vertical direction given by f Vn ds where

IMnt aw
Yn = o - s Ny an° (23]

The first term in (2.2) represents the shearing force, the second term is due to the distribution
along the contour of the twisting moment, and the last term represents the component of the
in-plane forces with act normal to the deflected middle surface of the plate. Consequently the
application of D'Alembert's principle and the summing of the forces in the vertical direction
yield the following dynamical equation.

aMnt oW 82w
- — . == + ph —= dxdy = 0. 2
% [Qn ds Nn an | gt g JJ 3 2 y=0 (2:3)
.|’\..-r

The double integral in (2.3) is taken over the region bounded by the curve u = const.
and represents the inertial force due to the vertical acceleration, p being the mass per unit area

of the plate. If we now substite the well known expressions for Mn,Qn, and Mnt into (2.3) we
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finally obtain

3 2
W W W
az Rds + 25 Fds + éﬂ Gds + a N, Yt .ds - r.'rhu.u2 wWagd =0 (2.4)
3 2 du dn n '
du du a

e e Y

where the factor cos(wt + €) has been cantelled.. While 8eriving equation (3.4) use was made of
the fact that W and its derivatives with respect 'to W are.eonstant on the contour u = const.
Here R,F,G etc are the following expressions involving u and its partial derivatives

R = -Dt3/2

F = -D[3u u2+3u u2+u u2+u u2+4u uu]/tl/z
XX X yyy XX y yyY X Xy Xy

G = -D[u u3+u u3+(2-u) (u uu2+u u2+u u3+u 'u3)+(2u—1) (u uu2

B XXX X Yyvy y XXX X ¥ YYY X XYy X XY ¥ )C)'YXY
2 2 2 2

+u_ _uwu)=-2(l-p)u_ (uuwu =~-u u =-uu +uuu )+ (1-g) (u -u_)fu _u
XXy X y Xy X Y XX Yy Xy X XY XY Yy XX YY ' XXy

_ 3/2 . 2 _ 2 ; _ 2 /
'u u )] T + 2D(1-u) [uxy (ux uy) - uxuyfu uyy” /t
t=u2+ u2 ’ {2.5)
x g

where y is Poisson's ratio and D is the flexural rigidity of the plate.
3. VIBRATION OF ELLIPTIC PLATES

Let us now discuss the transverse vibration of a thin elliptic plate subject to uniform edge
loading Nx =N =N, N =0. Let the semimajor and semiminor axes of the ellipse be a, and b

Y
respectively, then with the coordinates as shown in figure 1 the equation of the boundary is

given by
2 2
l-x/az-y,’b2=0_ (3.1)
If attention is confined to symmetrical forms of vibration then from svmmetry considerations
one may assume that the lines of equal deflection form a family of similar and similarly
situated ellipses starting from the outer boundary as one of these lines. Therefore the equation
of the lines of equal deflection may be taken to be of the form
ulx,y) =1 - xz/a2 - yz/bz. (3.2)
It should be stressed that in the case of a circular plate this is no longer an assumption.

If the above expression for u is substituted into (2.4) and the necessary integration
performed we finally obtain.

i3 aw o i) a’ _ na’p’(a*?) (1-u) aw _ phe’a’p’ j J e a
T . T = r
au® aw®  D(at+2ap243h) B 2up(3a+2a2p2+3ph)
(3.3)

which after differentiation reduces to

2 2

a 2
(((1-u) d—- d,6) (aw s - -gHw=0, (3.9
du du du2 du

where

2
o 8% = phw a4b4/2b(3a4+2a2b2+3h4), (3.5)
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and

uz - 82 = Na2b2.a2+b2)/D(3a4+2a2b2+3b3}. (3.6)

The general solution to equation (3.4) is

W=a Otzuf) + Y (22f) + A I (2Bf) + 2, K, (2B8£), (3.7)

where

£ = 1-u.  (3.8)

If o and B can be obtained the natural frequency of vibration can easily be calculated.

The boundary conditions at the edge f=1 and the condition at the centre, f=0, must now be
imposed. Consider the following two cases.

3.1 CASE 1. THE EDGES OF THE PLATE ARE CLAMPED.

In this case *he clamping condition ultimately reduces to,[l];

Woo=aw

df

=0,
£=1"

(3.9)

£=1

In order to avoid infinite deflection at the centre it is necessary to omit the second and the
fourth term in (3.7). Consequently, aside from the trivial solution A, = A3 = 0, solutions with

1
non vanishing constants are obtained if and only if
Jo(za) IO(ZB)

=0, (3.10)
ZuJO' (2a) 28 Io'{QB)

which reduces to

20 J1 (2&)/J0 (2a) + 2B I

The natural frequency of the plate may now be determined from equations (3.6) and (3.11).
Figure 2. shows the relationship between the fundamental freguency parameter A=Vph/D

L (28)/1, (28) = 0.  (3.11)

and the non dimensionalized buckling load

¢ = Na2b?(a2+b2)/3.67D (32 +2a%b2+3b%),  (3.12)

where the value of ¢ = -1 represents the critical buckling load of a hydrostatically compressed
plate as determined in [2].

CASE 2. THE BOUNDARY OF THE PLATE IS SIMPLY SUPPORTED.

Suppose now that the plate is simply supported along its edges. The constants nl, and Aa

must now be chosesn so as to satisfy, [1]:

i) w

I
(=]

(3.13)
i) &%,y
ae2 £

= 0.
£=1

Qalﬂ-

After detailed algebraic computation the resulting determinant can be reduced to the following
frequency equation.

20 3 (20) /3, (2) + 28 T, (28)/1(28) = ate?) 1. (3.19)
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The natural fregquency of the plate may now be determined from equations (3.6) and (3.14) for
various values of N, and aspect ratio 6 = a/b. Figure 3 shows the relationship between the

frequency parameter l‘fEﬁ?ﬁvmaz and the nondimensionalized buckling load

2

2
¢ = Na2b2(a2+b2)/1.05 (3a4+2a b +3b4)ﬂ, (3.14)

where ¢ = =1 represents the critical buckling load for the hydrostatically compressed plate, [2].

4. REMARKS

The classical results for the vibration of a simply supported polygonal plate subject to
hydrostatic edge loading were first proposed by Lurie [5] who stated that "for any thin plate of
polygonal shape and uniform thickness which is simply supported all along its edges and
subjected to a uniform thrust N per unit length, the frequency w follows the relationship

(w/m*}2 = 1-N/Ncrt. (4.1)

However since when the boundary is curved Navier boundary conditions are no longer applic-
able" Lurie concluded that although the relationship is exact for a simply supported plate with
an arbitrary number of sides it is not valid in the limit when the number of sides becomes

infinite.
Here w* is the fundamental frequency and the Ncrt is the critical buckling load for the
polygonal plate.

It is curious that the exact linear law appears to break down in the limit.

We are thus led to investigate whether such a relationship holds for either the simply
supported, or the clamped elliptic plate. Suprisingly it holds for both, see figs 4 and 5.

In both cases when the aspect ratio a/b + 1 the above results coincide exactly with those
obtained by Wah [6] for a circular plate.
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STRUCTURE LIFE PREDICTION USING BROAD BAND
ACOUSTIC FATIGUE THEORY

L. Yeh
G E C Power Engineering Ltd.
Leicester, U.K.

SUMMARY

Engineering structures are often required to be designed to perform a
duty with a specific life. Generally speaking it is possible that many sources
of excitation may occur simultaneously in the structure. Such as mechanical,
aerodynamic, turbulence and acoustic neoise excitation. The life prediction is
thus becoming very difficult. This paper describes a technique developed in
the Mechanical Engineering Laboratory of G.E.C. Power Engineering Company,
so that the structure may be tested at design stage in an acoustic testing
facility. The measured broad band stresses may be extrapolated to the anti-
cipated excitation spectrum from site measurements. By the use of a broad
band acoustic fatigue theory the life of the structure may be predicted. The
technique is widely used in the nuclear engineering field where a structure
life expectancy of 30 years is required.

1. Introduction

The designers are often confronted with a problem of design of structure to perform its
function for a certain specified time,lgnﬁer an environmental conditions which may vary tremen-

dously from very high vacuum up,to 10 o Torr and low temperature - 120°C for some spacecraft
structures to 750 to 1000 1b/in and 750 C for nuclear reactor structures.

The source of excitation may be mechanical, aerodynamic, turbulence, and acoustic noise.

The period for which the structure is required to stand the environment may be a few
seconds, e.g. the spacecraft structure required to stand the launching noise, or may be 30 years
forthe structures in the nuclear reactors. (Because of the radiation hazard which prevents
maintenance and repair to be carried out inside the reactor after the nuclear fuel is activated.)
It becomes very impertant that a technique should be developed for life prediction at the
structure development stage.

This paper describes a technique developed by the Mechanical Engineering Laboratory of the
GEC/EE Co. at Whetstone, which only involves the fatigue life of the structure due to narrow and
broad band vibrational stresses. These stresses may be induced by acoustic noise or turbulence
in the fluid of a nuclear reactor.

A typical acoustical structural failure is shown in Fig. 1, which is a diffuser of the 002
circulator, 6 to 7 ft. dia., 12 ft long made of % inch thick mild steel with fillet and butt
welds. Failure took place after about 1000 hours testing run in one of the early design reactors.

Since then acoustic fatigue tests have been carried out on fillet welded plate specimens
12" x 12" x 1" thick fillet weld to a heavy 2" x 2" frame as shown in Fig. 2a. The specimen
hangs at the mouth of the high intensity horn, Fig. 3e¢. The fatigue specimens were tuned to its
resonant frequency by the use of noise generated by an electro-pneumatic noise generator with
pure tone excitation. The shortest time to cause failure was 90 seconds at 159 dB. All four
sides of the welds failed simultaneously. The fatigue life curve plotted Vs. noise level is given
in Fig. 2.

However, in service, the stresses experienced by the structures are often narrow bamd with
Rayleigh distribution (see Fig. 4) or most likely broad band, with multi-modal vibration, a
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typical structure response is shown in Fig. 5. The fatigue life prediction of these types of
structures is the main concern of this paper.

2. Definition of acoustic stress or complex dynamic stress

2.1 Time average stresses

The conventional engineering stresses become inadequate in dealing with dynamic problems
especially under random or acoustical excitation. The simple engineering stress expressed in
1b/in® is useful for static (or D.C.) work, as the stress varies with time, for dynamic work, a
time average stress or root mean square (r m.s.) should be used. For s:nusoid waveforms, the

. a e
r.m.s. stress ( r.m.s.) is simply:
1

o-r.m.s.(t} =L %% 4o g 0202020 R (1)

2.2 Spatial average stresses

The spatial average stress is an average stress covering an area of certain components and

d
is defined as follows: p P 5 5
(0—1 + 0-2 + e +°-'n) .......... {2)

Or.m.s.(t, s) ~

Experiments have been carried out on structures using from 6 to 250 strain gauges, the
spatial average stress o 4 evaluated, indicated a minimum of 12 randomly positioned
strain gauges are requlred £5° éet rgasonable accurate spatial average stress results. (ref. 1),

2.3 Maximum/Spatial average stress ratio

The spatial average stress is useful as it simplifies the effect of the mode of vibration,
and may be calculated easily by Statistical Energy Method (ref. 1). However, it is more important
to determine the ratio of maximum stress/spatial average stress ratio., This ratio is found
theoretically as 2.88 for simply supported plates (ref. 1), and 2.5 for beam type of structures
(ref. 2). Experiments have shown that it never exceeds 3 for complex structures and 2.5 for beam

type structures.

This maximum stress thus obtained is assumed to be applied at the weakest link of the
structure and is used for the basis of fatigue life assessment.

2.4 Band stress and overall stress
Band stress are stresses induced on the structure by a band of frequency. The bandwidth
could be changed from 1 or 2 Hz to say 20 k Hz.

With pure tone (single frequency) excitation at the resonance of structure a pure tone

response may be obtained. (i.e. stress produced are of sine wave nature and ot constant

amplitude).

With narrow band excitation the stress response generally is of similar frequency but of
varying amplitude (Fig. 4a top). As structures are mechanical filters, only allowing a narrow
band of frequency to pass through it, the band width depends on its damping, generally about
20 - 30 Hz if the exciting frequency is within the band, narrow band response would be produced.

If the exciting bandwidth is wider then the structure bandwidth and a number of resonances
may be excited at the same time the responded stress is called broad band stress. Fig. 4a

bottom trace.

For acoustic work the noise measurement band pass filters are divided in } octave bands
and octave bands. It is therefore convenient to use } octave band stress or octave band stress.

For acoustic excitation the noise level generally specified in S.P.L. (sound pressure level)

in each % octave band or octave band, with an overall S.P.L. of:-

2 2 2
= + oiaans e .
Poverall \JP1 i3 P2 * PB (3) 5
where P, P, and P, are S.P.L. (lb/inz) in each octave. S.I. Units (Kg/em™)
Similarly we may derive the overall stresses as follows:-
2 (=]
= wo i 4 ref. 4
<U> overall f 9 (O-}df ( ) ¢ )
o 2
where(o’2> = time average mean square stress {lb/in )
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$(c) = stress spectral density (lb/inz)/Hz S.1. Units (Kg/cmz}/Hz

T = frequency in Hz

From (4) divided into smaller frequency bands we have

f1 £2
<o s Skr)., + S(o,) ., +
overall 0 1 df o 2°df FEREE
o o
< 0,1 >+<1'2> 4= s o e (5)
vhere (O 2) <O 2';, < 2 are mean squ t levels i

0,1> ? 1,2 2'3> e quare stress levels in the frequency bands

0 to

1,f1 to f2, f2 to f3 ... respectively; these bands may be } octave or octave bands.

The overall stress is in fact the resultant of all the narrow band stresses in each octave
band, i.e.

o = 2 + a, 2 T a. & -+
overall “af < Ub’1> < 1,2 > < 53 > PRSP _ T WY (6)

3. Obtaining of service stress information for life prediction

Service stress may be obtained from existing structures in service, or they also may be
obtained at design stage by testing in high intensity acoustic facility (see Fig. 3) as follows:-

The structures in question should first be divided into a number of sub—components, each sub-
component consists of a simple geometrical system, a panel, a beam or a cylinder. At least 12
random strain gauges should be attached to each sub-component in order to obtain spatial average
stress < O > Maximum stress can be obtained by the introduction of a factor of 3

Fom.s. ;t %3.
for panel typé Strultares and 2.5 for beam type of structures.

The structure should then be subjected to the service noise spectrum in the high intensity

reverberation chamber. A typical one is shown in Fig. 6,

If the service noise level is beyond the capacity of high intensity noise facility an
extrapolation technique may be used.

4, Extrapolation of stresses

Before any attempt to extrapolate the stress to any other levels of noise, the sub-component
of the structure must be shown to be linear. This should be carried out experimentally by
exciting the sub-component at three different noise levels for a certain band of frequency, say
a % octave band or octave band. Normally spatial average stresses should be determined at each
level. The stress and noise level relationship should be linear. To save time a single gauge
may be used as a preliminary test instead of using spatial average. A typical linearity curve
is shown in Fig. 7.

The extrapolation is generally carried out for each 1 octave band or octave band by
extrapolating the stresses linearly with the S.P.L. i.e.

S.P.L. specified
<
Ué;sting ol 7N W testing

“Pypecified S.P.L.

5. General remarks on acoustic fatigue

As the acoustic wave impinges on the surfaces of a structure part of it reflects away and
part of it is transmitted to the structure and generates bending waves in the structure, this
in turn causes the structure to vibrite in various modes of vibration and produces stresses in
the structure. The stress distribution will depend on the geometry and frequency of excitation.
The high stresses produced by the acoustic noise at the resonances of the structure could cause
metal fatigue of the structure.

The life prediction really involves the randomly varying stress, where "stress interaction"
between the processes of damage at the different stress amplitude takes place, lowering or
eliminating the endurance limit associated, with constant amplitude stress cycling, where no
"stress interaction" will take place.

If the vibrational stress coincides with a position of stress concentration or is super-

imposed by other types of stresses such as local mean stress, residual stress, thermal stress
or by fretting effects, premature fatigue failure may occur at nominal stresses far below the
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fatigue limit of the parent material. These should be accounted for separately as described
later.

The life prediction is generally aimed at the weakest link of structure, e.g. fillet welds,
sharp edges, holes etc. where high stress concentration factors lie.

The technique described here requires the use of S-N curves on metals with constant
amplitude and appropriate stress concentration factors. The latter means fatigue tests should

be carried out on specimens with stress concentration, e.g. fatigue tests on fillet and butt
welds,

6. Prediction of Fatigue life

If & certain material is subjected to a certain number of stress reversals, n,, at a
certain vibration level, and the total number of stress reversals to failure at this level is
N1, then the partial fatigue damage (ref. 7) according to Miner's cumulative damage law is:-

D1 =

z‘_p

.......... (7)
1

If the vibration level is changed, a new 'partial' fatigue damage may be calculated for n,
cycles at a failure life of N2’ where N1 and N2 may be found from the material S-N curve.
The totally accumulated fatigue damage after vibration at different levels is:

B3

By
8wk 4w o e e, (8)
LI N,

Failure occurs when the damage is complete i.e,
Dt = 1 sumesiere 19)

(a) Narrow band fatigue

Por narrow band fatigue,assuming stationary process, express the peak sresses in terms of
probability density function with a centre frequency f . Then the total number of stress

reversals in the time t, is n, = f .t , and the number’of stress reversals around the stress
value x, within a small stress int8rval dx is:i-
n (x) = fﬂ.t.p(x)cbt e (10)

where p(x) is the peak probability density function.

The partial fatigue damage caused by these stress reversals is, according to the Palmgren—

Miner rule:-
n(x) x)dx
= = e Ua ss s ssssae 11
Dx N(x) fo % N(x (11)

where N(x) may be found from the S-N curve for the material being the failure cycles
at stress level (x).

By summation of the partial fatigue damages for all values of 'x' we have:-

ag
= g® = XL - (x)  ax e eee. (12)
D=5 D, =% x fo.t.fo T

The life of the structure T. (ref. 6 Crandall and Mark) i.e. the total average time to
failure when D = 1 may be obtained by putting t = TL’ then: -

Life = T, = : — RS PRl | (11 )

L = plx)
foj' Nix -
o

Substitute the peak probability denmsity curve for the stresses: x and its r.m.s. value
'0", then for Rayleigh distribution (see Fig. 4):-

X e (18)

().

and the number of stress reversals 'N' to failure at stress level may be obtained from:

Nxb =8 casnnes (15}
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vhere a and b are constants obtained from S/N curve, and the total damage is:-—

2
=X
X 2

[w o ) r' [m(wz)e 20 dx
N(x) 1 b a/xP

o

fl
D= 1

# f1 (J'&U)b T (1 4-%) vhen I' is gamma function ..... (16)

a
_ _ 1
=T 2! b b
1 (Va2o) p (1 +3) See appendix I s KTT)
a

(b) Broad band fatigue

For broad band, first we divide it
octave band, then integrate through the frequency range.

frequency f1 is:-
-
-y, () - 20G=) - L @R)
i N = 2. % - T
e ) 1M S

x

into a number of narrow bands, using octave or 3
The damage in a narrow band of centre

t % t
_ (T_1) + (E‘g) + (T—3) 4+ sete eiws L18)
- 1 2 3

x1 x2 x3

is the centre frequency of each narrow band, t, is the time spent at stress level

where f
is the life of the structure material at X, and f1.

'x'1 ana T1

The partial damage in this narrow band is:i-

Da _ _1_:_1_(53_ - £ /m EN!X)G.X
2 (x)

The total damage through the wide band from frequency fo to fn is:

=1

4 f «
n _, n X n plx)dx
Yo - YooYyl [ %

£ Y =

2

4 & f

-] o A

E! zd ' ng]c’.x

= t f! XR * t'Zfz f N J{}

11 N(x) 0
o

£ £

1

+ o LN (19}
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’

where f" f' are centre frequencies Of he band f f
t t 7} d = i t
: ; 1 o] 5 ar f2 to f3 and t time SPED under

Substitute the peak probability density curves for the stresses:—

2

:5_,)

2

X

p(x) =(?) e 2 a

and the number of stress reversals'N'to failure at stress level x may be approximated as follows:-

where a and b are constants, b is the slop of S/N curve with constant amplitude fatigue tests.
The demage due to fatigue, after substituting p(x) and N(x) is:-

D= | /'” pixldx ' m—’ie(;xcfz) ag
1 & N(x) = tf1'L o
b
a/x

f'
= 1
et [{\"20’)b T(1+ -21)-)] See Appendix I,

The total damage for all the frequency bands in ¥ octave or octave band is:—

» —
n 1 = f‘ f‘
Zf P =% T~ {w?cf)br (1 +-‘21)}+ f{{ﬂo-z}br (1 +-§J}+

i SR

=% T (1 + %} {chﬁ}b f1' + (chz)b i’é + w'zo-B 3

weaws 420)

where f1', fz' .+« are centre frequency of each band, by putting

t = TL then:-

Life of structure T. = N S
L f D!
g X
a 4 1

P e—— x
rep) P00 g+ 6oy g+ (oy)” £y 4 ]

caesse £21)

(¢c) Prediction of fatigue life with fatigue limit

For life predictions with lower stress levels, fatigue limit becomes important, however
one must be aware that if the fatigue life is effected by random stress concentration, such as
fillet welds, the measured stress may be low, but the actual stiress causing damage due to stress
concentration may be quite high. In addition, it may be argued that in fatigue under random
loads the lower stress below the fatigue limit could continue to propagate a crack initiated
at the higher stress levels. It is an author's opinion that the introduction of fatigue limit
may give considerable longer predicted life than without fatigue limit, especially with fillet
welds. Nevertheless in many cases such as mild steel without welds this is quite wvalid.
Further research is required to clarify the effeet of fatigue limit.
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There are two ways of introducing fatigue limit in life prediction for narrow band, L. Yeh,
I. Vesty and B.K. Foster (ref. 4), using incomplete gamma function {Reporg W/M(1C)p. 1428.
J. Lewszuk and D.J. White, Report W/M(1B)p.1611, (ref. 5) using N(S - 8 ) = a. The latter
may be solved to give a narrow band fatigue life of:-

(see Appendix II} ..... (22)

T = =
2, {20)°r (1 + P}~ 50

For broad band the total life of structure, by putting t = TL then:-

;
= a + b
£ (20)° {1+ D) - s:} £, W20,)%(1 +2) - sb}

(23)

Using incomplete gamma function, (ref. 5), the narrow band total life of structure may be

expressed as:-—
a

t W2a)® T (1+2) 0l b+2)
e 2

T =

and for broad band:-

a
T =
L p (14 g) W20 )P £, Co”, ba3) & (Jéab)b £,0 e, b B o
o2
i
LR (24)

It should be noted that a and b for both expressions (23) and (24) are different, which
depends on curve fitting of the experimental results.
The truncation of peaks is unimportant in acoustically induced stresses, therefore it is

not discussed here.

7. Determination of the equation N Sb = a for life prediction from fatigue results

(1) Pillet welds
The S/N curves for plain fillet welds from various sources are plotted on a log-log pape
The equations are summarized as follows, 'a' is calculated for stresses in 1b/in”.

see Fig. 8.
(1) Frost and Denton s N6 = 4.41 x 10%°
(2) Lewszuk and White N3'332 = 7.19 x 1022
(3) Gurney S N2'8845 = 1.33 x 1018
(4) Acoustic fatigue L. Yeh s82 - g.832x 102
832 1.5 x 10%!

(5) C.F. Beards and L. Yeh
also included is BS 153 Class G.
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It is evident that the unexplainable difference of these results made the task of life
prediction most difficult. The difference may be due to strength of welds, may be due to
distribution of stress concentration or may be due to position of strain gauges, may be due to
definition of nominal stress and life of failure, however it is thought that the safe life
prediction is the best criterion in determining the structure life, Therefore the equation
(5) is adopted. Fatigue limit may be introduced to increase the accuracy of life prediction at
longer life. This was obtained by fitting narrow band experimental results up to 1750 hours
test. Fatigue limit thus obtained is 4400 1b/in“ onto peak stress. ‘Figure 9 shows calculated
results and experimental results for narrow band. The calculated results without fatigue limit
are indicated by triangles and those with fatigue limit by squares. The experimental results
are indicated by circles. The agreement may be seen to be good.

8. Example of life prediction

For a sub-component the maximum spatial average octave band stress as measured in acoustic
testing facility under reactor S$.P.L. and spectrum is listed as follows:—

Frequency 31.5 63 125 250 500 1000 2000 .4000
c.f. in ¢/s ' f{ fé fé fi f% fé f% fé
S8.P.L. in dB 137 145 143 142 141 145 139 130
Max. spatial 201.29| 371.86 258.41 272.82 453.39 | 616.24 209.42 66.21
::0:: :n!t:?:fa. | o2 T 4 5 %6 o o8

Overall stress = 976 lb/inz r.m.s,

(i) Life prediction on Broad Band stress Without Fatigue limit

The discrete frequency fatigue tests, Fig. 8 gives fatigue failure and stress relationship
without any fatigue limit as:-

g3.83 18 2 A0 T . (25)

1

N.

where S
N

2
0 to pk stress; b=3.83 and a =1.5 x 10
cycles to failure at 0 to pk stress level 'S!'

mwn

The life of structure without imposed fatigue limit is:-—

’
T, = . X b [ b b ¢
RS ) (V20,)° 2]+ (V20,)° £, + ... 2} Ty
1.5 x 108" x 1 e
T r (1 +-3—‘-g-3-') (V2 x 201.29)2°8% x 315 + (V2 x 371.86)°"%% x 63 +
: 3.83
T x 258.41)2°52 x 125 + W2 x 272.82)>°8% x 250 + (V2 x 453.39)%°%% x 500
1 3.83
e (/2 x 616.24)2°53 x 1000 + (V2 x 209.42°°8% x 2000 + (/2 x 66.21)>8% x 4000

3.67074 x 106 secs = 1019.65 hrs = 42.48 days = 0.119 years.

(ii) Life prediction of narrow band with fatigue limit (checked by fatigue experiments)

The narrow band experimental resulgs of Fig. 9were computed Yith the following equation
with a fatigue limit 'So' of 4400 1b/in” (0 to pk) and the following equations:

i . (gheBn 1.8 (ER1 casunns (05)
a
iy TL = 5 3 5 = 1560 hours oo (27)
(1+30EF.b+2) (V20) 2
g2
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The actual testing time to failure was 1680 hours, good agreement may be seen (see Fig. 9).
Both calculated results for with and without fatigue limit are also plotted. It may be seen
that those with fatigue limits agrees better with the experimental results.

(iii)For broad band with fatigue limit the Life is:-

T, = a 1

p(1+2) Z‘f Q(_F_‘;. b+2) W20)°¢ veosnns (28)
e ¥

with F = 4400 lb/in2 Q may be found from BIOMETRIKA TABLES FOR STATISTICIANS by
E.S. Pearson and H.0. Hartley, Volume 1, Table 7.

(b) Results of Life Prediction

(i) Fillet weld results

Assume stress in each band are linear to S.P.L. and the overall stress and spatial
average narrow band stress relation are the same, then, an overall stress and T, curve may be
calculated for different levels of overall stress. The results of a typical structure are shown
in Fig. 10 without considering any fatigue limit for safe prediction.

Items 1, 3 and 6 are sub—components with fillet welds the maximum spatial average stresses
and estimated life are calculated. The calculated life curves are given in Fig. 10 as indicated.
It can be seen the life curves of Items 1, 3 and 6 due fo fillet welds are very close together.
The estimgted maximum stresses of item 1 is 976 1b/in” gives a life of 42 days. Item 3 at
649 1b/in” life of 230.7 days, Item 6 536 1b/in" life of 1.72 years.

The dotted line shows that if a toe ground fillet weld is used, the life could be improved
considerably; for example, to about 25 years in the case of item 1.

9. Other factors effect the fatigue life

A number of factprs could effect the fatigue life, care should be taken on these effects
in obtaining the 'N S = a' equation. These are: mean stress, residual stresses and stress
concentration. Other effects such as stress changes due to temperature, fluid density, sound
velocity, frequency and damping; allowance should also be made on creep, corrosion, fretting, etc.

10. Discussion on Life Prediction

The technique described so far is still at its infant stage, more research should be done
to prove its validity, except on narrow band fatigue of fillet welds, which is well tested.

As a safe prediction of life it is better not to use the fatigue 1limit, even though this
could give a better result, especially when long life prediction is required.

The work could apply to multi-modal vibration using each resonant frequency and its stress
amplitude by analysing the service stress using 2 c¢/s bandwidth tracking filters. Using these
frequencies and stress levels to calculate the failure life,should in theory prove to be better

than those using 1 octave band and octave band stresses.

N.B. Appendix I and II may be obtained from the author on request.
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SUMMARY

Acoustic emission in the audio band has been used to anticipate the approach
of ultimate failure in concrete masonry test specimens. The audio output from
the specimen was fed to a loudspeaker and monitored by a human cbserver. The
observer was easily able to interpret the load condition of the specimen for
loads greater than 0.75 times the ultimate strength of the specimen and to give
a clear warning when the ultimate failure was imminent.

INTRODUCTION

During the testing to destruction at the Division of Building Research, CSIRO,of large test
panels of reinforced concrete masonry it became desirable to determine when the specimens were
unsafe to approach. Failure of these specimens usually occurred suddenly and with an explos-
ive force. Ultimate loads were greater than 2.6 MN and because of the way the load was
applied a large amount of energy was released instantaneously. Flying debris during failure
created a danger zone up to a 3 m radius from the specimen. It was necessary during most
tests for a close visual examination to be made of the specimen, both to determine the extent
and the nature of cracks that might have developed, and to take measurcments of strain with a
hand-held extensiometer. The prime objective of this work was therefore to guarantee the
safety of persons entering the danger zone. In this paper a system detecting acoustic emission
in the audio band is described which gives the required warning of the omset of failure in a
concrete specimen and alsc gives other information about the load condition of test specimens

which is useful in the management of tests.

DETECTION SYSTEM

A system detecting emission in the audio band was selected because of the simplification in
design and operation this makes possible when compared with a system detecting ultrasonic
emission. The emphasis in recently published work on acoustic emission (1,2,3,4,5) has been
directed towards systems detecting ultrasonic emission with some ultrasonic systems being able to
give information about the location and nature of micro-fractures within a specimen. In addition
ultrasonic detection gives greater discrimination against unwanted noise from the specimen en-
vironment and is therefore necessary when the specimen material gives a very low level of emiss-
ion. However, for an objective which is limited to interpretation at high load levels and pre-
diction of ultimate failure in a material such as concrete, the sophisticated techniques used in

detecting ultrasonic emission are not needed.

The intensity of audio-band emissions from concrete specimens allows a human observer to
interpret directly and continuously the signals emitted as the specimen is heing loaded. In the
system described the observer listens to the amplified signals through a loudspeaker. The sound
generated from within the specimen has an easily recognised character, different from externally
generated signals which may reach the detector via the specimen. The sound is distinguishable
even during periods of direct activity on the specimen. For example the use of hand-held exten-—
siometers directly applied to the specimen produces output from the speaker, but the observer
remains confident that he would still be able to recognise the approaching failure of the specimen.
By comparison a system detecting ultrasonic emission cannot produce any direct human response and
necessarlly relies on comnlex instrumentation to achieve what the human observer does intuitively.
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DETAILS OF SYSTEM

The system described used a piezoelectric accelerometer as the detector followed by a high-
gain audio amplifier and speaker.

1. Accelerometer. The accelerometer used was a Columbia ?odil 302-5. The calculated sensitiv-
ity with a 2000 picofarad connecting cable is about 5 mVm™* g% . The specification of the

accelerometer showed that its natural resonance was 16 kHz and that the response was uniform up to
about 3 kHz. In addition our observations showed a broad peak in the response in the 6 kHz region

and a falling response as the frequency was further increased until a sharp peak was reached at
resonance.

2. Input Preamplifier. The input preamplifier was of standard design with high input impedance
and low noise. It used a field effect transistor input stage and provided a fixed voltage gain
of 400. The preamplifier must be placed close to the specimen in order to limit the cable
capacitance load on the accelerometer. It was designed therefore to have low enough output
impedance to operate into a cable about 30 m long linking it to the power amplifier.

3. Power Amplifier. The power output of the amplifier at clipping was 8 watts for a sine wave.
Experience showed that adjustment of the voltage gain to a value of 20 was suitable. It is impor-
tant that the amplifier be capable of operating in a continuously overloaded or clipped state

without blocking, or it may stop operating in the presence of large input signals which occur as
a specimen nears failure.

4. Speaker. The speaker was a 8 ohm 200 mm twin cone spea%er of sensitivity 96 dB S.P.L.
(average) per watt at 500 mm, and was operated in an 0.054 m> vented enclosure.

SENSITIVITY

The sensitivity of the system, and hence the output of the speaker was adjusted over a series
of tests until the best listener response was achieved. An effort was therefore made to deter-
mine the sensitivity of the system and to develop tests so that the system could be set up with
full confidence that it would operate efficiently when a test specimen was loaded.

A calculation of sensitivity for the sysgim from the specifications of the component parts
showed that an input acceleration of 0.25 m s ° at the accelerometer would produce 10 volts at
the speaker terminals. In order to obtain an estimate of the sensitivity of the complete system
an impulse force was applied to the structure with a pendulum. A small steel ball of mass 0.13 g
was suspended on a 1.2 m length of fine cotton attached to a vertical face of the specimen. When
the ball struck the specimen after swinging from an initial deflection of 25 mm an output of 20
volts peak was generated at the speaker terminals. The same test applied at various parts of
the specimen resulted in output variations of less than 3 to 1. The energy input to the specimen
by the impact must of necessity be less than the kinetic energy of the ball, 0.33 mJ. Although
the pendulum test gives a quantitative estimate it is difficult to perform.

It is desirable to have a simple empirical test which can be used to prove the response of
the system when it is applied to a specimen. For this purpose a reed relay (Hamlin Type MLC-2)
on a metal mount of thesame type that is used for the accelerometer was temporarily attached to
the specimen in several locations. When the system was set up correctly electrical operations
of the reed gave an output of about 3 volts peak at the speaker terminals from favourable
positions and at least 1 volt from other parts of the specimen.

It has been our experience using concrete specimens with dimensions up to several metres
that emission generated in any part of the specimen carried to the detector. We have not at any
time had to relocate the accelerometer to optimise its sensitivity.

DESCRIPTION OF SPECIMENS AND LOADING

The structures loaded in the test described were sections of reinforced concrete masonry wall.
The dimensions were 3 m in height, 1 m in width and 0.12 m thickness. The accelerometer was
clamped onto the narrow edge of the wall with the sensitive direction along the 1 m horizontal
dimension. This location gave minimum response to low frequency flexural modes in the specimen.
A further advantage is that this location gave good mechanical protection to the accelerometer
during the eaplosive failure of the specimen. The load was applied by a steel frame enclosing
the test spacimen and a pair of hydraulic flat jacks. The flat jacks were expanded with oil from
a hand pump at pressures up to 13 MPa. The load was applied in 3 or 4 steps, the pauses being to
allow for examination and strain measurements. The rate of load application during each step
gave an approximate stress increase of 1.7 MPa/min to the specimen.
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The specimens were generally loaded under axial compression and generated a typical concrete
compression failure. A few specimens were loaded eccentrically and these deyeloped a gradual
bending failure leading to final collapse. There was no audible difference in the emission from

the two types of failure.

In addition, the system has been connected to a variety of other concrefe test specimens.

1. A large hollow-box structure of lightweight concrete which was loaded until considerable
structural damage had occurred. )

2. Several standard 150 mm x 300 mm cylinders of dense concrete which were loaded to failure in
a testing machine.

3. Other small specimens of both dense and lightweight concrete which were loaded to failure in
a testing machine. :

In all cases the onset of ultimate failure was easily anticipated even when the specimen was
of a type not previously tested. For those tests using the testing machines to load the speci-
mens, noise from the machine motor was audible from the speaker. However, this background did
not mask the emission from the specimen. It was found that noise from the motors was reduced
by placing a piece of 5 mm plywood between the platens and the specimen. The rate of load
application varied over wide limits but because of the high rate at which emission pulses are
generated near failure the audible impression did not alter.

NATURE OF QUTPUT

The signal generated in the accelerometer by isolated emission pulses within the specimen was
a single-frequency decaying wave train, in the frequency range 4 to 7 kHz. The frequency varied over
this range for different specimens but in any given specimen it was constant for a given load.
The single frequency increased about 5 per cent as the load was increased to failure. Figure 1
shows a single emission pulse and is typical of either extermal impact excitation or the early
stages of loading when isolated pulses occur. A similar output was produced by the pendulum

impacts described above.

In the initial work a transducer made from a cheap crystal gramophone pickup cartridge used
in an inertial mount was compared to the accelerometer. After double differentiation to obtain
a response proportional to acceleration the output from the crystal pickup was similar to that

obtained from the accelerometer.

Although the emission detected was confined to a relatively narrow band of frequencies by the
detection and reproduction system, the output closely resembled the sound one would expect instinct-
ively. The output from the speaker is easily recognised by persons with no previous experience.

ACOUSTIC EMISSION DURING LOADING

The output generated when the specimen was loaded was similar to that described for single
No significant output was obtained until the load exceeded 0.75 times the ultimate
strength of the specimen; after that time an intermittent series of pulses occurred at a
repetition rate of one or two per second. The output ceased if the load was held constant or
allowed to fall slightly. At this time the sound from the speaker would be described as a soft
ticking. As the load was increased to 0.9 times the ultimate strength, the pulses occurred at a
repetition rate greater than 10 per second and increased in amplitude to the stage where the
amplifier was clipping all pulses to a constant amplitude. The output no longer ceased if the
load was held constant but it could be stopped if a load reduction greater tham 3 per cent was
When load was reapplied the emission immediately reappeared.

excitation.

allowed.

In the last few seconds before failure the pulse repetition rate increased greatly and the
sound became a continuous roar. No listener, even one hearing the sound for the first time
could mistake the warning.

While it is true that the amplification system could be prevented from clipping during the
last stage of loading by the inclusion of an automatic gain control we found that the system
operated satisfactorily without this added complexity.

USES OF SYSTEM

Apart from setting maximum strain limits based on knowledge of structural behaviour and
material properties, the usual way of detecting the approach of ultimate failure of specimens
is to look for non-linearity in the observed stress versus strain relationships. This method can
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give a very late warning or even no warning at all when applied to concrete specimens. In a
test where a complex specimen is being loaded it is difficult and expensive to continuously
monitor strain at the large number of points required to fully protect the structure against

unexpected failure. Acoustic emission from the whole specimen can in most cases be monitored
with a single transducer.

1. Safety. As acoustic emission is presented in the form of an audible signal it can be moni-
tored by the operators of a test without distraction from their other duties. Thus all persons

who may be endangered by a sudden ultimate failure of a test specimen can ensure their own
safety.

2. Structural Model Protection. Often expensive structural models must be used in a series of
tests where each test places the model at risk. With careful interpretation of the acoustic

emission it is possible to stop loading before any damage is done to a model and yet still deter-
mine its ultimate strength with an accuracy of 5 per cent.

3. Photographic Recording of Failures. The technique has been used at the Division as an aid
in the photographic recording of failures. Because of the short running time and high cost of
photographic recording it is impractical to film a failure without a reliable indication of when

to start the camera. With the aid of acoustic emission the photographer is able to start the
camera just a few seconds before failure.

4. Failure Interpretation. Throughout the series of tests on masonry walls, all except two
failures were successfully anticipated. Both of these failures were found to have been induced

by malfunctions of the loading equipment causing sudden unbalance of loads and immediate failure
of the specimen.

From a careful study of tape recordings of emissions made during the tests it was possible
to determine the cause of the failure and estimate the true ultimate strength of each specimen
thus recovering useful information from these tests despite the mishaps. These two cases
illustrate that while the system described can be an important safety measure it cannot give a
warning for shock-induced failures, and is no substitute for the care and attention that is
necessary in all test loadings.

CONCLUSION

The system described is cheap and simple to set up and operate. It gives real time
information about the specimen additional to that normally gathered in load tests without
requiring extra staff or causing distraction from normal duties. While functioning mainly
as a safety measure it can be used in many ways to improve test procedures. Listening to the
acoustic emission makes it possible to follow and interpret the progress of a test instead

of having to wait for the inevitable and possibly sudden failure without knowing when it is
going to occur.
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SUMMARY - Vibration analysis of complex structures such as machine
tools, aircrafts, etc. become extremely difficult owing to The pre-
sence of multitude of uncertainitiez. ozt of such analyses re=-
quires a fast, high memory digital computer which may be uneconomi-—-
cal and time consuming, actual vibraotlon measurement at several
points on the structurs demands large number of transducers and
accessories., In this paper although known but not completely ex-
plored technigue by sound measurements on the vibrating structures
is proposed to determine their dynamic responses.

Sound radiations from vibrating structures in the near field
have been determined analytically using both monopole and dipole
tiheories and compared well with experimental results. iurther
dynamic response for the same has been determined using well known
vioration theories and compared well with experimental results.
Subseguently the relation between the acoustic response and vibra-
tion responses have Dbeen establisned.

The comparison of tnese results reveal a good agreement among
them for simple structures such as beams and plates. With the en-—
couragement provided in this investigation, it is hoped that this
method could be conveniently used Lo determine vibration responses
of even complex structures from sound measurements.

GLOSSARY OF TERMS

3, density of air at rest (kga >)
c velocity of sound (ms_l)_l
acoustic wave number (m )
radius vector (m) -2
acoustic pressure (Nm )
acoustic pressure due to monopole, dipole theories

vertical distance between surface and microphone
thickness of structure
generalised mass as defined in ref.[10]

n(azﬁn(x)charecteristic functions of beam as defined in ref.[10]
spherical Bessel function

spherical Neumann function

reference acoustic pressure (=2x10—5Nm_2)

angular frequency (sec l)

vibration displacement amplitude (m) .

real part of acoustic impedance (=ka/il+k?a 5
imaginary part of acoustic impedance (= 1/(1+k°a®))
sound pressure level (dB -1

velocity amplitude (@L)(ms ™)

radius of microphone

forcins amplituge ?N)

‘oid H K
B
=}
j=N

B e m B
o o (=]

d
o
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1. INPRODUCTION

Theoretical determination of dynamic behaviour of complex structures such
as space vehicles, ships, etc., is quite complicated and time consuming. Ob-
taining these through standard vibration tests involves simultaneous measure-—
ment of response at various points tarough use of several vibration pick ups.
Evaluation of the same through sound measurements using a single wicrophone
has Dbeepn Jound quite advantageous. Bxzct-estimation of The dynaiic character-
istics involves use ol suitable acoustic cieories. ilany of 4he available ana-
lyses do not cover practical cases. LBesides, the most of analyses and mea-
surement confined to far field.

In this present paper an attempt is made to study both theoretically and
experimentally the sound response of structures and compare with the results
of vibration tests. while doing so, various effects such as near field, area
of microphone, etc., are taken into account.

2. THEQREVICAL APPROACH

The use of vibroacoustic data in the prediction of design and test crite-
ria is well known [1l]. Results are available for tne evaluation of the dis-
tance of the receiver from the monopole and dipole acoustic sources by consi-
dering the sound energy at that location [2].

Any mathematical model involved in the vibroacoustic study comprises of
elementary monopole and dipole sources, which are nothing but the first two
terms in the series solution of acoustic wave equation [3,4,5]. The equation
for pressure due to an elemental area radiating sound into a half space is

given by [6,7].

oo eIk2 (y447) QI @wt=kr)yg , (1)

2nr

Since the microphone is made use of in the measurement of acoustic pres=—
sure, the above elemental pressure is integrated over the projected area of
the microphone, on to the structure (which is a circle of the same radius).
The microphone is placed along the direction of vibration and in the iummediate
vicinity of the structure. Since the dimension of this area over which inte-
gration is performed is very small compared to the rest of the area, one may
assume an uniform velocity distribution U over that area (Fig.l.l) Eqn.(l) can

be written as

9°ckU )
dp = ———(Y+32)(P+3Q)[J (kr) -'jn (kr)] a5 (2)

where P = cos(ka)and Q = sin (ka)
substituting for the radius vector (Fig.l.2)

=10 + &, dS = 2n0 do
After integration, Eq(2) becomes
pp = Sookt {{(YP-2Q)® +(2P+¥Q)* J.[(CT)*+(51)* ]} 2 (3)

where CI = %-[sin(kf(h?+ﬂ2)) - sin(kh)]

dp =

ST

[}

}..];. [cOs(kh) - ct‘.)&'.(l::"‘r(l'l2 +R? ))]

Then sound level is evaluated from relation

SPL = 20 log; (p/p,) (4)

The sound pressure levels are calculated for a given height of the micro-
phone from-Eqs.?B)_and (4), in which the velocity amplitude can be evaluated
from vibration displacement measurements. :

As a next higher approximation, the vibrating structure-is considered to
be composed of dipole sources [8,9]. For this one has the following expres-—

sions (Fig.2.1 and 2.2).
ri = r*+I° - 2rL cos & , r = r® +1* + 2rL cos &
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As the microphone centre is in line with the dipole axis, (Fig.2.3)
2

rl=r2+1.*-2h1., I'a2=r3+L2+2hL

The Egn.(1l) gets modified for the case of dipole as
¢ . ckU s =Jjkr -jkro
dp =—g— ¥ (v4jz) (L - & T

Substituting the values of r; and r,, in Egn.(5) and integrating, then taking
the modulus only

) as (5)

Pg= $,ckU {[(YP-ZQ)3+(YQ+ZP)2][(CD1-0D2)2+(SD1-5132)2]} 3 .(5)
where gg% 3 = % {Sin(ky(h?+ﬁa+§3%))- sin(ky(n®+ gﬁ%))]

312 § = & Loos(ur(2+E2L)) - cos(ur(s® +8 «Ei2)))

and Ful = I* - 2hL, Fu2 = I + 2nL

The pressure component due to dipole assemblage is calculated using the
already kmown velocity from Egqn.(5).

In addition to the measurements of amplitudes from tests, in case of
cantilever structure, theoretical amplitudes were evaluated from vibration
analysis for the first five modes. IThe response of a beam to a point harmo-
nic excitation taking into account the dawmping is given by [10]

g.(a) B (x) F

Li= 2 2 /.2 22 1 (7
n=l n®p VI(1-& /""nﬁ' peeye 1]

Since the microphone is placed in the immediate viecinity of thne struc-
ture, the elffect of its area is now takean into consideration and a fresh the-
oretical analysis is made. (his shows soue marked differences as compared to
that of Bqs.(3 and 6). In this case the radius vector is given by (Fig.3)

? =n + 1 +6® -2u0cos (& -0 ) (8)
Using this expression in BEqn.(3) and Bqn.{(6) they get modified as
¢ _ ckU _ _ - "
Pna =-—-°—2— {[(Y?—ZQ)a + (2P-¥Q)? | [(C13)®+(51B)* J} ’ (9)
2nR
where,

CIB = 13.1595[ (1% +2% )3/ 2 (1 +8% )3/ 241® |-1.31595 i [( 1 +28 )7/ 2
_2(h2+R2 )5/2+h5jy
and SIB = 9.87 k ’% [1-(¥¥1n2/6) - (P R%/6)]

These exp)ressions are to pe usei wuen tne source is considered as mono-
pole array.

However, in case of dipole array, they get modified as,

gockU

Pda=—'2";£é'— {[(YP—ZQ)E +(2P-¥Q)® ] [(CID1-CID2)? +(SID1-SID2)*? ]} 3 -
where
CIBL fLas.1595 (s vzt 2ot 2924 o8BS
_1.31595£[(h?+232+§3%)5/2_ (hF+R2+§3%J5/2+(h?+ﬁﬁé)5/2]
and 5 - Ful]ﬁ
EJIZE% §=9.87 k rH(1- 1-‘%}_1 " kzblt - 3:‘u26 )
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and Ful, Fu2 are same as before.

The numerical evaluation of the above expressions were carried out in
the Computer IBM 370/155, using double precision arithmetic.

3. EXPERIMENTAL PROCEDURE

Cantilever beams and plates all edges clamped were tested for their re-
sonant behaviour. ilhe fixtures for these structures were mounted on effecti-
vely isolated foundation to eliminate outside disturbances, Sound tests were
carried out mostly during late night hours to keep back ground noise level

minimum.

For the vibration tests, electrodynamic exciter, contactless inductive
pick up and other related equipment were used. By changing the position of
the pick up, on each of the resonant frequencies mode shapes are obtained
indicating the nodal positions.

For sound tests, a condenser microphone together with 3 and K Frequency
Analyser unit was used. Frequency analyser was more effective than sound
level meter as the former can filter the discrete frequencies. 4 special
attachment (displacement apparatus) was used for traversing the microphone
along tae length of the structure. Cuare was exercised to maintain the con=
stant air gep between tae pick up and the structure, in addition the effect
of using piezlelectric accelerometer was studied. The experimental set up
could be seen from Fig. 8.

4, RESULTS AND CONCLUSIONS
The following conclusions may be drawn in these investigations:

a) In Figs.4 and 6 the results obtained for beam and plate are showa. 'A'
refers to, the amplitude in dB estimated from sound measurexent., ussentially
the monopole theory has been used to evaluate the sound pressure level the-
oretically, [from Eqn.(3;. lhese are represented by '5' and 'C', the measure-
ments of vibration and acceleration amplitude being made ithrough vibration
pick up and an accelerometer respectively. The mass effect ol accelerometer
can be observed in above mentioned ligures, particularly for thin structures
a} high freguencies (Tables 1 and 2).

t) In Figs.5.1 to 5.5 and 7.1 to 7.3, the mode shapes of both a beam and
plate for their first five and tiaree frequencies respectively are shown. It
can be seen that monopole theory gives good gualitative results compared to
dipole results. However dipole theory can be safely applied to lower fre-
guencies.

c) The thenvetical evaluation of SPL using Eqn.(9) which includes the
effeet of microphone area shows a consistent decrease of 3,5 d3 to 4 dB.

This could be clearly seen from Fig.9.

1) It was observed in vibration tests, the mneasurement of amplitude using
contactless inductive pick up becomes impossible at higher fregquencies, and
the use of piezo accelerometer also becomes ruled out due to large shift in
the frequency of tihe system by which amplitudes get distorted. Specially

at these high frequencies (i.e. audio range) the microphone as being contact-
less, effectively yields sharp modal points (Figs.5.2 to 5.5 and Table 3).

e) PrimariXy, the monopole theory being suitable both at low and high fre-
quencies, the addition of the monopole and dipole theory can be accefted as
it corrects the monopole evaluation in favour of the required result(Fig.5.1).

£) It may be concluded, hence, that microphone can be efféctively used as
contactless sensing tool to evaluate mode shapes at low and high frequencies
of oscillation., Furthey tests conducted in specially constructed anechoic
chamber may give still better results.
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Table 1

Comparison of theoretically evaluated natural frequencies with experi-
mentally obtained by forced vidbration tests with different pick ups
for a cantilever beam

(37 x 5 x 0.5 cm)

W e e e Gt W W e i e b e e M S e omme e me G e . S e e e W R R S

Experimental Theoretical
Mode Microphone Contactless Accelerometer
Inductive with magnetic
Hz pick up 1nz base Hz Hz
1. 25 25 2l 29
2 158 159 141 181
3 438 440 411 508
4 900 897 770 997
5 1538 1540 1223 1648
Table 2

Comparison of theoretically evaluated natural freguencies with experi-
mentally obtained by forced vibration tests with different pick ups
for a plate all edges clamped (53 x 53 x 0,17 cnm)

Experimental Theoretical

Mode Microphone Contactless Accelerometer

Inductive with magnetic

pick up base

Hz Hz Hz iz
2k 55.0 55.0 54.0 55.7
2 101.0 101.0 96.0 113.5
3 151.0 151.0 148.0 160.5
Table 3

Comparison of theoretically and experimentally obtained nodal positions
( through sound measurements) for tane above fixed free beam

Theoretical 0.783
Mode 2 gy erimental 0.760
Mode 3 Theoretical 0.504 0.868
e Experimental 0.480 0.840
Mede 4 Theoretical 0.358 0.646 0.906
noae Experimental 0.320 0.600 0.880
Theoretical 0.278 0.500 0.723 0.927

tode 5 Experimental 0.240 0.480 0.720 0.920
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THE MEASUREMENT OF THE TRANSMISSION LOSS OF A LOW
NOISE REDUCTION TEST ITEM

D. A. Bies J. A. Pickles

Department of Mechanical Engineering Department of Mechanical Engineering
University of Adelaide University of Adelaide

Adelaide, S.A. Adelaide, S.A.

Noise, Shock & Vibration Conference, 1974 Monash University, Melbourne

SUMMARY -

The problem of the measurement of the transmission loss of a test item of
low noise reduction is considered. The test item might be a low transmission
loss panel, a small or even a large aperture. It is shown that energy feed
back from the source room during measurement of the reverberant decay of the
receiving room does not place a lower bound on the transmission loss that
can be measured. It is shown that a reversal of the roles of the source and
receiver rooms with each set of measurements is sufficient to unambiguously
define the transmission loss of any test item even in the case of very low

noise reduction.

GLOSSARY OF TERMS -
(The indices i and j may take the values of either 1 or 2)

A constant of eq (21), joules/m3
A equivalent totally absorptive area for the walls of room i excluding the common partition

and air propagation effects, n?
a dimensionless quantity defined by eq (17)

i

a
B constant of eqg (22), joules/m3

B, constant of eq (26)

b dimensionless quahtity defined by eqs .(14) and (15)

e speed of sound, m/sec i

Dir reverberant field energy density in room i, joules/m’

Hi equivalent totally absorptive area for rgom i, m?

Lio steady state sound pressure level in the reverberant field of room i, d4B/20uPA

Lit instantaneous sound pressure level in the decaying reverberant field of room i, dB/20uPA

M a dimensionless quantity defined by eq (18)
Mi solutions to eq (23) given by egs (24) and (25)
1

m “air absorption coefficient, m

(NR);j noise reduction from room i to room j, decibels

S area of the common partition, m?

Si total surface area over all walls of room i, m?

(TL) transmission loss, decibels

t time, sec .

V.  volume of room i, m”

Lv,/S. mean free path between reflections in room i, m

wij power flow from the reverberant field of room i to roocm J through the common partition,
watts

s
Jir power flow to the reverberant sound field of room i, watts

SECL

o scund absorpticon coefficient of the ccmmon rpartition
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i generalised absorption coefficient including not only wall absorption but propagation loss
between reflections expressed as the fraction of incident acoustic energy absorbed averaged
over all walls of room i

Bi fraction of incident acoustic energy absorbed averaged over all walls of room i

by decay coefficient of egs (21) and (22), sec !
X decay coefficients of eq (26), sec !

o5 fraction of transmitted energy delivered to the reverberant field in room i

T fraction of incident sound energy transmitted through the partition

INTRODUCTION

The standard procedure for measuring the transmission loss of a test item requires a measure
ment of the n01se reduction through the item and a measurement of the sound absorption of the
receiving room.’ The latter measurement is generally made by determining the reverberant decay
of the receiving room with the test item in place on the assumption that the reverberant energy
feed back from the source room is always quite negligible. Thomas Mariner® has analysed this
situation and has shown that for some cases of interest the energy feed back may not be neg-
ligible and that in the case of low noise reduction through the test item the error experienced
in neglecting energy feed back may be quite large. He further concludes that this situation
imposes fundamental limits on the possible precision of measurement of transmission loss and
that in the limiting case of little or no noise reduction the transmission loss cannot be
measured with any predictable precision.

Mulholland and Parbrook® have considered the matter further, following Mariner's analysis,
and have proposed an alternative procedure involving the use of a calibrated source and sub-
stitution panel. In their procedure first a thick panel is tested then the low noise reduction
item is tested. Theygenerally agree with Mariner's conclusions but they do claim that low
transmission loss test items can be measured using their substitution procedure. A search of
the literature seems to show that the matter has rested there.

We have reconsidered Mariner's analysis and have found, contrary to the conclusions of the
previous authors, that there is no fundamental limit to the precison of measurement implied.
For example, we have found that the equations can readily be solved and the necessary analysis
by which the transmission loss of a lossless aperture giving low noise reduction can be measured.
The use of the procedure is then demonstrated for three cases: a large 9.Tm? opening, a 1.5m?
opening and a 1.5m%? mass law panel.

The matter of the power flow to the reverberant field of the receiving room is also con=-
sidered. We argue that in spite of various attempts to define separately a direct and a
reverberant field, the original assumption of Buckingham® that all of the transmitted acoustic
power is delivered to the reverberant field of the receiving room is best on a purely pragmatic
basis. We show, however that the calculated transmission loss is rather insensitive to the
definitions of the reverberant field that have been proposed. The matter is only important to

the conclusion that the transmission loss can be defined with precision in terms of measurable
quantities.

EQUATIONS FOR TRANSMISSION LOSS MEASUREMENT

In this section we will consider the transmission of sound through a partition common to two
reverberant rooms. We will follow the analysis generally outlined by Mariner® and considered
further by Mulholland and Parbrook? We will show that contrary to the conclusions of the
authors cited, Mariner's equations for transmission loss are readily soluable in terms of
neasurable quantities . The transmission loss of a simple opening can be measured without
resort to substitution methods and calibrated sound sources.

Alternative definition of the reverberant field

We assume that a sound source in room ene establishes a reverberant field that is incident
apon the common partition. As a consequence some acoustic energy flows through the partition
into room two. Close to the partition in room two the sound field will be elevated and apparentl
jominated by sound radiating directly from the panel, however remote from the panel in a
suitably live room the sound field will be sensibly constant and apparently dominated by
nultiply reflected sound. These observations may be described by defining a direct field and a
reverberant field.®As detail about the direct field is seldom known or of importance it is
sommonly described as a spherically divergent field and consistent with the concept that the
reverberant field describes the reflected sound it is defined as the field resulting after the
direct field has been once reflected.

The suggested definitions of the reverberant and direct fields seem straightforward but as
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will be shown by reference to Mariner's formulation they lead to a conceptual difficulty.
Mariner defines the power flow to the reverberant field of room two, “'er’ as follows.

Wop = Wio(1 - By)exp(-LVom/Sy) (2)
Symbols are defined separately in the Glossary of Terms. In the above expression Wio is the
acoustic power flow through the partition from room one to room two. The expression (1-g2)
represents the fraction of acoustic power reflected at the walls of room two while the ex-
ponential term takes account of air propagation loss.

Since the guantities multiplying Wip in eg (1) are close to unity the equation may be
readily linearized. Thus following Mariner we may write in place of eq (1)

Wy, = W50, (2)
where op is the fraction of transmitted energy which is delivered to the reverberant field. The
quantity op is related to the generalised random incidence absorption coefficient ap as follows.

g, =1-a (3)
ap = HQ/SE (%)
H, = 8282 + hv2m = A2 +8 (a+ 1)+ W.?m (5)

As defined by eqs (4) and (5) the quantity a, takes account of sound absoprtion at all the walls
in room two including transmission back to rcom one and dissipation at the common partition as

well as air propagation loss.

The definition of the gencralised absorption coefficient o, is quite reasonable for multiply
reflected sound. However, as Mariner concedes its use in eq (37 must lead to an under estimate
of the power flow to the reverberant field. For example all the walls of room two cannot be
equally effective in absorbing acoustic energy at the first reflection of the direct field.
Further the direct field can hardly be described as randomly incident on any wall. Clearly the
panel will never see the direct field; it will only see sound at least once reflected. Further-
more the air propagation loss of the direct field will depend upon the geometry of the room and
it would be quite fortuitous if it could be estimated with any accuracy in terms of the mean
free path, 4Vo/Sp, between many reflections. The power flow as defined by eqs (2) and (3) must
be considered as only approximate at best and thus a transmission loss using eq (3) cannot be
defined with precision.

Donato® has considered the problem of the definition of the direct field and he concludes
that it can be estimated with more precision then suggested by Mariner. He provides an
analysis by which it can be described but the description requires more than a knowledge of the
total wall area and volume of the receiving room. Donato does not, however, explain how the
direct and reverberant fields are to be measured separately in the region where the reverberant
field predominates, a requirement which must surely be met if the definitions are to be of use
for the measurement of transmission loss.

When a measurement is made of the reverberant field it must always contain a contribution,
however small, from the direct field. Thus a further difficulty with eg (3) is encountered; the
reverberant field defined to exclude the direct field cannot be measured. Rather the sum of the
direct and reverberant fields as defined above are always measured in the reverberant field.
These considerations lead to the suggestion that the power flow to the reverberant field be set
equal to the power transmitted through the panel in which case
o, =1 (6)
The assumption expressed by eq (6) has the pragmatic advantage that the power flow to the
reverberant field, as defined, can be measured. It is in agreement with the original assumption
of Buckingham®, This definition of the reverberant field has the additonal advantages of pro-
viding an unambigious definition of transmission loss and an accurate description of a practical

measurement situation.

Equation (6) is offered as an alternative to eq (3) which avoids the ambiguity which arises
from the use of the former equation in defining the transmission loss. However, in any case,he
generalised absoprtion coefficient ap is always small so that practically op is very little
different from unity. The chief advantage then in the use of eq (6) is that & precise definiticr
may be given for the transmission loss in terms of measurable gquantities. The method for
solution to be outlined below is equally effective if either eq (3) or eq (6) is used as wiil be

shown.

The power flow in the reverberant field results in acoustic energy losses on propagating
through the eir and on reflecting at the walls. This fact may be expressed in terms of the
reverberant field energy density as 1)

7

w2r = ]:)21'1.12'&}ll
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ihedPQWer flow from the reverberant field of room one through the panel to room two on the other
and is

L DlrScT/h (8)

Substitution of egs (7) and (8) into eq (2) gives the steady state relation between the rever-
berant fields of rooms one and two as

D 878,= D, H, (9)
Equation (9) provides the required relation between the reverberant sound field in room one and
the resulting sound field in room two by which the transmission loss may be defined.

Iransmission loss, noise reduction and some useful relations

) The transmission loss of a partition may be defined in terms of the fraction of energy in-
cident upon the partition which is transmitted. Thus by definition the transmission loss of a
partition is

(TL) = -10 log, T (10)
I'he noise reduction, on the other hand, may be defined as the difference in sound pressure levels

in the reverberant fields of the two rooms. Thus according to eq (9) the noise reduction from
room one to room two is

(NR]12 = =10 log10(8r02/H2) (11)

#hile the noise reduction in the o

pposite direction, wherethe sound source is now placed in room
two instead of roon one, is
(NR)El = -10 loglO(STGlfHI) (12)

The transmission loss may be written in terms of the noise reduction from room one to room two
1sing eqs (10) and (11) as

(TL) = (NR)12 + 10 1og10{s/H2) + 10 log a, (13)

For later convenience we note the following relations. If we add the noise reductions
neasured in the opposite directions we obtain

(NR)12 + (NR)Ql =10 log b (1%)
s 2.2 1
where b = HIHEIS 40,0, (15)

On the other hand, if we subtract the noise reduction measured from room one to room two from
the noise reduction measured in the opposite direction we obtain

A = 1 a (16)

(NR),, - (NR),, + 10 log, (V,/V,) - 10 log, M = 10 log,
WhEre a = H1V2/H2Vl (17)
and M =o0,/0, (28)

It will be shown that egs (14) and (16) allow the determination of the transmission loss of a
partition even when the transmission loss is zero and the noise reduction is very small.

Reverberant decay of two coupled rooms

Following Mariner we consider the decay of reverberant energy in room two where account is
taken of energy flow back from room one. The decay of reverberant energy in room two is
V2(dDoy/dt) where the loss on reflection and propagation is -DprHoc/l and the energy supplied is
given by egs (2) and (8). Thus the energy balance for room two during decay may be written by
modifying eq (9) to read as follows,

dt) = -D
hvz(dDEr/ )
Similarly we may write for room one

JHe + D Sto,c (19)

2r 2 Ir- 2

- (20)
hvl(ler/dt) = -D, H,c + D, Sto,c
Particular solutions for egs (19) and (20) are
D = A exp (=At) (21)
1r b
D,, = B exp (-at)

Substitution of eqs (21) and (22) into egs (19) and (20) leads to the following expression which
defines two particular values of A.

M)} = 0.5[(a+1) £/ (a-1)2 + ab ] (23)
M5
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h
where M hV2A1/H20 (2k)

and M2 = MVEAQ/H2C (25)

In writing eq (23) use has been made of egs (15) and (17). The quantities a and b are defined
by eqs (14) and (16) in terms of yeadily measured quantities provided that in case M is not
taken as unity and eq (3) is used that M can'be estimated. It will be shown that in this case
M may be determined by successive iteration. Thus in either case M, and M2 may be determined
from the two noise reduction measurements made in opposite directioms.

The particular solutions given by eqs (21) and (22) may be generalised by making use of the
solutions given by egs (24) and (25). It will be sufficient to consider the case where the
source is placed in room two and the reverberant decay in room two is subsequently measured when
the source is abruptly shut off. In this case the reverberant energy density at time t subseqient

to shutting off the source in room two is

D2r(t) = DZT(O)[Blexp(—Alt) + Bgexp(—k2t)] (26)
where initial conditions at time t equals zero require that

B, +B, =1 (27)
and : D. (0) =

,(0) = D, (0)sto, /H, (28)

Substitution of eq (26) into eq (19) and the use of eq (28) leads to a linear equation in B, and
B, which is independent of eq (27). Thus solutions for B, and B, may be determined using the
latter equation and eq (27). The solutions are as follows,

B, = M (a-M,)/a(M,-M,) (29)

B, = MQ(Ml—a)/a(Ml_MZ) (30)

The quantities B, and B, may thus be determined from the two noise reduction measurements des-
cribed earlier u%ing eq§ (14), (16) and (23).

Equation (26) may be revritten using eqs (24) and (25) as follows,

Dzr(t)/Dgr(O).= Bl[exﬁ(-Mlct/hvz)]Ha + Bz[exp(-Mzct/hve)]He (31)

If we measure the change in sound pressure level in the reverberant field that takes place in
time t then eq (31) may be used to determine By For this measurement we use
- = 1 4
Lyg = Ly, = 10 log (D, (0)/D, (t)) (32)
We note in passing that a level change is measured, not the conventional decay rate, thus the

decay rate need not be constant as suggested by eq (26).

The value of H, given by eq (31) allows the calculation of the transmission loss using eq
(13) directly if o, is set equal to unity. In case that the power flow to the reverberant field
is defined, following Mariner, so that op is given by eq (3). Then an iteration procedure must
be used. In this case reverberation decay measurements must be made in both rooms. One proceeds
by initially assuming that M in eq (16) is unity. This is a fairly good assumption for most
reverberant rooms. Then one proceeds to calculate values for Hj and Hp and, following the
definition of eq (4) and its equivalent for room one, o] and op. These values of o] and ap
are used to calculate a new value for M according to eq (18) which is entered into eq (16) and
the whole process is repeated. It has been shown using a small computer programme that the pro-
cess is convergent to at least three decimal place accuracy in M which is more than sufficient
for the accuracy of measurement of sound pressure levels possible in most reverberation chambers.

TEST ARRANGEMENT

Test Rooms

Testing was done in the reverberation chambers of the Department of Mechanical Engineering
This facility consists of two connected, rectangular chambers of volume
Construction is of 0.3m

Isolation from ground

at Adelaide University.
105.6m? (6.09m x 5.18m x 3.36m) and 179.Tm3 (6.84m x 5.5Tm x L4.72m).

thick reinforced concrete faced internally with hard gypsum plaster.
vibration is accomplished by mounting each roomindependently onsoft helical spring supports.

The two rooms are connected by an opening of area 9.71m? (3.0lm x 3.20m). There is no mechanical
connection between the two rooms, a 0.3Tm gap between them being bridged by a frame of 25mm
thick chipboard supported from the external wall of the larger chamber. A small gap between

the edge of this frame and the outer wall of the small chamber is sealed with nonhardening

mastic.
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The larger room contains a rotating vane diffuser of area 7.05m? (2.90m x 2.43m). The
diffuser was run at its maximum rate of rotation, 7 revolutions a minute, during all tests.

Removable Wall

The size of the aperture connecting the two rooms may be reduced by removing the chipboard
frame and sliding a modular, double-leaf lead wall into place between the chambers. This wall
consists of two independent wooden frames supporting free hanging lead sheets of surface density
39 kg/m?. Each leaf of the wall is divided by the wooden frame into three panels running the
full height (3.10m) of the aperture between the test rooms. The lead sheet in the two outer
panels is permanently attached to the frame but that in the centre panel is hung on.removable,
modular wooden sub-frames so that a number of different aperture sizes may be easily obtained.

The walls are mounted independently, one being attached and sealed to the outer wall of the
small test room and the other to the larger room. Rockwool blankets 90 mm thick are hung
behind each lead sheet in the space between the two leaves of the wall as shown in figure 1.

When tested with the centre bay filled with three lead hung sub-frames the transmission loss
of the composite wall was found to be 40 dB at 63 Hz rising to over 80 dB at frequencies greater
than 500 Hz, as shown in figure 1. . i
|

For two of the tests reported in this paper one of the three subfranes in the centre bay of
the wall was removed and replaced by a metal frame. This frame was attached rigidly to one leaf
of the double wall and a gap between it and the second leaf sealed with non hardening mastic.

Test panels 1.5m x 1.0m were clamped in this metal frame.

Apparatus

Each room was acoustically excited by two 25 watt twin-cone loudspeakers located in opposite
trihedral corners of the room. The speakers were powered by the one-third octave filtered out-
put of a Bruel and Kjaer Random Noise Generator (Type 1L02).

Bruel and Kjaer one-half inch microphones (Type 4134) were used in conjunction with a Bruel
and Kjaer real-time analyser (Type 3347/4LT10) and graphic level recorder (Type 2305) to measure
the sound pressure levels in each room. The real-time analyser contains one-third octave filters.

Time and space averaging of the acoustic field in the small room was effected by attaching -
the microphone to the end of a 1.0m long arm mounted on a continuously rotating Bruel and Kjaer
turntable (Type 3921). To provide a signal suitable for transmission through the turntable
sliprings the microphone signal was first passed through a Bruel and Kjaer precision sound level
meter (Type 2203) mounted on the turntable. The period of rotation of the turntable was 80
seconds and the path length swept out by the microphone was 6.3m.

In the larger chamber the microphone traversed continuously along a wire stretched obliquely
between two opposite faces of the chamber. The time taken to traverse the chamber in one dir-
ection was 66 sec over a length of path of 5m.

The same equipment was used for reverberation time measurements.

Measurement Procedure

Each measuring system was calibrated using a Bruel and Kjaer pistcnphone (Type 4220).

The transmission characteristics of the opening or panel between the two rooms was measured
first using the small room as the source room, and then in the reverse direction using the large
room as the source room. Sound pressure levels in each of the rooms in each of the one-third
octave bands between the 63 Hz and 8kHz centre-frequency bands were recorded on the graphic level
recorder chart. Each record was sufficiently long to ensure one complete rotation of the
microphone boom or one complete traverse of the larger room.

Reverberation measurements for each one-third octave band were made by abruptly stopping the
output from the random noise generator after the establishment of a uniform reverberant sound
field and recording the decaying reverberant sound field in the room on the graphic level
recorder.

EXPERIMENTAL RESULTS

Three configurations were tested. In the first the two rooms were coupled by an open area
of 9.71m? (3.04m x 3.20m), that is the full transmission loss aperture. For the second test the
double-leaf wall was mounted between the rooms and the centre sub-frame of the centre panel
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removed to give an open area of 1.5m? (1.5m x 1.0m). Finally a sandwich panel with rubber core
and steel sheet faces was mounted in the 1.5m x 1.0m aperture in the double-leaf wall. This
panel has been designed to have a mass controlled response over a wide frequency range (co-
incidence frequency 129 kHz). It consisted of a 3.2mm thick sheet of 75 durometer hardness
natural rubber bonded to 24 gauge cold-rolled steel facing sheets with Dunlop 5758 adhesive. The
surface mass of this composite panel was 14.9 kg/m2.

For each one-third octave band the average sound pressure level was estimated by eye from
the graphic level recorder chart traces. At the lowest frequencies the spatial variation in
reverberant level varied as much as * 2.5 dB about the mean owing to the characteristics of the
signal generator and the response of the room. Above 1000 Hz the level variation was * 0.25 dB

or less.

The sound pressure levels so obtained were used to calculate the aperture or panel trans-
mission loss according to the usually accepted procedure!, and also according to the modified

procedure described above.

The transmission loss data so calculated are plotted in figure 2 for the 9.71m2 open area,
;in figure 3 for the 1.5m? open area and in figure L4 for the 1.5m? rubber cored panel. In these
fcurves the mean trend is indicated by the straight lines. The vertical bar at each one-third
[octave band centre-frequency indicates the difference in estimated transmission loss between
measurements made with transmission from the small to the large room and those made with trans-

mission in the reverse direction.

DISCUSSION OF RESULTS AND CONCLUSIONS

The transmission loss of the full 9.Tm? opening of the Adelaide acoustic test facility was
tested in order to provide strong coupling between the two rooms. It was expected that under
such circumstances the effect of the omission or inclusion of energy feed back during reverber-
ation measurements in the data analysis would have a strong effect on the results and indeed the
data in fig. 2 confirm this expectation. On the other hand it must be admitted that the opening
is so large as to clearly violate the requirement for diffuse reverberant fields in the two
chambers unless the definition proposed in connection with eq (6) is accepted. Thus additional
interest was provided by the exercise to see what answers would be obtained for clearly the
transmission loss of the full opening must be zero over the entire frequency range shown in the
figure. Above the 250 Hz one third octave band the error in measurement using the proposed
procedure is less than 2.0 dB. The results using the standard procedure neglecting energy feed

back are clearly inferior.

Tests were also run using the 1.5m2 opening. In this case the energy feed back between the
two rooms would not be great but the reverberant fields in the two rooms should be more nearly
diffuse. A second problem with the smaller opening is that the transmission loss is not
necessarily zero over the entire frequency range of interest. However, we have estimated that
the trahsmission loss should be only 1.5 dB in the 100 Hz band and that it should tend to zero
at higher frequencies. Our estimate seems to be in general agreement with the predicitions for
circular apertures.’ Our estimate was carried out on the basis of a simple square piston type

. 8
analysis.

The data shown in fig. 3 generally lie within 1 dB of zero in the frequency range above the
200 Hz one third octave band. Again the results of the standard procedure, neglecting energy
feed back, are clearly inferior. Our data using both the standard and modified procedures show
an increase of transmission loss toward low frequencies generally not predicted by theory. The
reason for this is not known but since similar behaviour was observed with the larger opening,
it is thought that the problem lies with the finite size, especially of the smaller, of the
reverberant rooms of the Adelaide University facility.

The data for the mass law panel shown in figure U4 are presented as a further comparison.
In this case the panel was constructed to bend only in shear thus ensuring mass law response.
Thus the expected random incidence transmission loss could be calculated. We note thatthe
modified procedure, which accounts for energy feed back, gives results identical to the standard

procedure in this case where energy feed back is neglicible.

We conclude that the modified procedure will give good results for measured transmission
loss for at least three cases where the expected transmission loss can be predicted. These
cases include even the case of zero transmission loss and very little noise reduction.
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MEASUREMENT OF ACOUSTIC ABSORPTION BY MEANS
OF TWIN IMPEDANCE TUBES
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Summary

An apparatus is described that can be used to measure the co-
efficient of absorption of acoustic materials.. . The apparatus con-
sists of twin tubes or wave guides, one containing the sample and
the other being used as a reference tube. Short bursts of sound
are launched along the tubes and the coefficient of absorption cal-
culated from measurements of the incident and reflected tubes. The
apparatus offers two independent methods of determining the co-
efficient of absorption and compares well in accuracy with the con-
ventional standing wave tube apparatus.

Introduction

The intrusion of higher noise levels into more and more aspects of our lives
has meant that there is a growing awareness of the need to control our various
acoustic environments. One such technique of control is to use acoustic absorp-
tive materials. When used in circumstances where multiple reflections of sound
occur, these materials are able to dissipate an appreciable amount of acoustic
energy, and thus reduce noise levels.

To obtain the most effective use of these materials, accurate determination
of their absorption and impedance characteristics is required. There are two
conventional techniques used to measure the absorption characteristics of
acoustic materials - the reverberation chamber and the impedance or standing
wave tube., However there are often differences and discrepancies in the results
obtained by these two methods casting doubts on the accuracy of either method.
For example the reverberation chamber method may at times yield absorption co-
efficients in excess of 100%. Absorption measurements in the standing wave
impedance tube are made by measuring the position and intensity of the standing
wave minima. In order to do this it is necessary to move either the sample, the
signal source or themicrophones. Because of the resulting changes in the geo-
metry of the system acoustic coupling or leakage is difficult to monitor or
control. This may lead to an inaccurate measurement of the coefficient of

absorption or the acoustic impedance. . )

This paper describes the dvelopment of an apparatus similar to that .
described by Powell § Van Houten(l) which can be used to determine the absorption
coefficient of a material by the measurement of sinusoidal wave packets in a
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wave guide or tube. The use of twin tubes means that sample impedance measure-
ments can also be made. In addition apparatus provides two independent methods

of meazur%ng absorption coefficients. This latter feature yields an indica-
tion of the accuracy of the technique as distinct from the cision with
uﬁlch the measuremegts can be made? procist '

Wave Propagation in Air Filled Cylindrical Rigid Walled Tubes

As the twin tube system relies on the propagation of sinusoidal wave
packets in a cylindrical tube the constraints of such a wave guide should be
examined to evaluate the related limitations of the apparatus.

The tubes may be regarded as cylindrical wave guides with rigid walls.
Generally propagation of waves along the axis of such tubes is attenuated
by losses at the walls of the tube. These losses are caused by heat conduction
but more significantly by viscous resistance offered to the fluid motion at the
walls of the tube. This implies that (for loss free propagation) the radial
boundary condition of zero velocity at the walls of the tube should exist.
Pressure would therefore tend to be a maximum at this boundary.

The odd radial modes are rapidly attenuated with distance along the tube
because their velocity tends to be high at the tube walls thus maximising this
frictional® dissipation of the energy. However the plane wave mode and the
higher order even radial modes will propagate along the tube axis with negligible
attenuation because they satisfy the condition of zero velocity at the boundaries

The almost uniform radial energy distribution of the plane wave mode makes
it ideal for measurement with a probe microphone positioned somewhere along the
axis of the tube. Signals propagated in the higher radial modes are not so
suitable because of their varying energy distribution across the tube.

These considerations mean that the frequency of the acoustic waves used in

the tube has to remain below the cut-off frequency of the first (1,0) radial
mode.

The cut-off frequencies of the different modes that can propagate in the
tubes may be calculated by solving the wave equations (in cylindrical co-
ordinates) with suitable boundary conditions. The solutions generally involve
Bessel and Newmann functions, the cut off frequency (f2p) of the second axial
mode is given by (2)

_ 3-9.C
'f20 - ZmR
where R is the tube radius,

C the velocity of sound
and X the wavelength

At frequencies below the cut-off of this mode only plane waves in the
axial direction are possible in the tube.

Obviously the frequency of the waves being propagated should be lower than
the cut-off frequency. However other frequencies are involved because of the
shape of the wave packet.

The wave® packet signal may be described by the following function

F(t) = sin w,t 0 <t< nT
= 0 elsewhere
where w = angular frequency of the sinusoidal waveform
i = period of wave
n = number of cycles in wave packet

The frequency spectrum for this signal_is given by
F _ g% (sin X _ 51; Yy

X
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This spectrum contains many harmonics of frequency above the required cut-
off fre%uency. The magnitude of these harmoni¢s can_be reduced by changing the
shape of the wave packet most simply by filtering. For example, after 1/3
octave band filtering the wave packet is no longer square but has the appearance
shown in Figure 1 with considerably reduced higher harmonic content.

The advantages of filtering the wave packet are twofold. First, reducing
the high frequency content of the signal reduces dispersion effects that might
have occurred in the tube because of higher mode generation and differing
propagation velocities. This would have resulted in distortion of the wave
packet as it propagated along the tube. The second advantage of filtering is
related to the response of the loudspeakers - these can accommodate more easily
the filtered wave form because of the reduced frequency range.

Apparatus
The principle of the twin tube system involves launching sinusoidal wave

packets of intensity 90-100 dB re 2x10°° Nm~2 along rigid wall tubes.

The sample being tested is placed either at the end of one tube witn a rigid
plate backing or at the centre of the tube. The other tube remains empty and
is used as a reference tube for phase and intensity comparisons.

With the sample at the end of one tube the absorption coefficients of the
material with a rigid backing are determined from measurements of the ratio
(complex) of the intensity of the wave packet reflected from the sample to that
reflected from the end of the empty tube. When placed at the centre of the tube
the transmission and reflection coefficients of the sample may be found by
using similar differential measurements. These latter measurements may then be
used to calculate the value corresponding to the absorption coefficient of a
sample with a rigid backing.

In Figure 2 is shown a sketch of the twin tube apparatus illustrating the
manner in which the filtered sinusoidal tone burst is generated, amplified and
propagated from speakers at the ends of the two tubes. The incident and
reflected wave packets are detected by means of probe microphones located at
corresponding positions in both tubes. The detected signals are amplified and
then displayed on the screen of 4 dual trace storage C.R.0. from which all
measurements are made.

The frequency response of the speaker or the cut off frequency for the
higher modes will determine the upper frequency limit to be used. As the tubes
used were 100 mm in diameter the upper cut off frequency was about 2 KHz. In
order to produce the plane wave mode of the wave packet signal and restrict the
generation of higher modes it is necessary for the cone diameter of the speakers
to be approximately equal to the internal diameter of the tube. This introduces
a lower frequency limit because of the restricted frequency range of small

loud speakers.

The low frequency limit of the system is also related to the size of a
suitable wave packet and the distances between the probe microphones and the
ends of the tubes. That is, the length of wave packet has to be such that no
overlap of reflected and incident parts of the packet will occur at the probe
microphone. For the tubes used (20ft.long) this means that wave packets not
greater than 30 ms in length can be used and as a minimum of 5 or 6 periods
required in each packet the lower frequency limit is therefore about 200Hz.

Errors

All measurements made with the twin tube system are taken from a trace on a
C.R.0. screen. Before any measurements are made the ihtensity and phase of the
incident wave packet.are calibrated by observing their coincidence on the C.R.O.
The C.R.0. traces in Figure 3 display the incident and reflected wave

screen. i :
The upper trace is of the signal in the sample tube

packets in both tubes.
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showing firstly the incident and then the attenuated reflected wave packet.

The errors ‘involved in making intensity measurements ar® related to the
ratio of the C.R.0. trace thickness to the screen height. For phase measure-

ments the fractional error is the ratio of the trace thickness to the screen
width.

The precision of the system in making intensity or phase measurements falls
within 2-4%. The error in determining the absorption coefficient of a sample
with rigid backing is therefore about 2-4%. However in calculating this absorp-
tion coefficient using values obtained from the transmission measurements the
magnitude of the errors is usually much greater beacuse of extra computations

and measurements required. These were conservatively estimated at between
5 and 10%.

The general accuracy of the measurements obtained may be estimated by
comparing the results obtained using the twin tube apparatus with those obtained
using the conventional standing wave tube.

Results

Thirty samples with widely varying absorption characteristics were tested
using the twin tube apparatus. For each sample the absorption coefficient(with
a rigid plate backing) was determined using the two methods outlined - with the
sample positioned against the end plate and with the sample positioned in the
middle of the tube. Each of the samples was also tested using the conventional
standing wave impedance tube in two different laboratories.

The results of the testing showed that there was good agreement in the
values obtained by all three methods at most frequencies. A major discrepancy
was the values of absorption obtained between the twin tube results and the
standing wave tube results at high frequencies for some samples. This is
illustrated in Figure 4. No acceptable explanation for this phenomenon has yet
been proposed but it may be related to acoustic coupling between speaker and
microphone in the standing wave tube. Figure 4,5, illustrate some of the
typical absorption results obtained.

Conclusion

Apart from the ease of operation and accuracy of the twin tube system
there are the obvious drawbacks associated with the doubling of equipment and the
difficulty in matching the speakers when a two tube system is used. On the othes
hand it seems possible that the system might be automated by using a swept
frequency oscillator synchronised with a third octave band filter set. The
changing frequency of the oscillator could be used to regulate the tone burst
generator and thus to control the size of the wave packet. The dgtected
signals could then be processed digitally or using analogue techniques to
provide measurements of absorption coefficient over a frequency range.

The twin tube apparatus suffers the same restrictions on frequency range
as does the standing wave tube mainly due to tube diameter. The frequency
range could therefore be extended by the use of tubes of different diameters.
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AN EXPONENTIAL HORN LOUDSPEAKER

P. L. Rossiter

Department of Materials Engineering
Monash University

Clayton, Victoria

The basic equations describing the behaviour of finite exponential horn
loudspeakers are examined. From this study a compact 4-way horn system -
covering the frequency range 25Hz-20KHz has been designed around relatively
inexpensive drivers in an attempt to optimize size, cost and performance
requirements.

The low frequency horn is designed to radiate into the 'conical' area
expansion of a trihedral room corner to provide a large final mouth area.
This horn is decoupled from a smaller horn having a cutoff frequency of 120Hz
by an acoustical low-pass filter. An electrical cross-over at 400Hz is then
used to divide the drive signal between the bass unit and a smaller horn having

a cutoff frequency of 270Hz. A commercial horn tweeter is used at frequencies
above 7KHz.

The results of experimental steady-state and tone-burst tests are given
and show that the design objectives have been satisfied.

GLOSSARY OF TERMS

density of air

CMs mechanical compliance of suspension
velocity of sound CMB mechanical compliance of air in box
flare rate CMl mechanical compliance of air space
throat area in front of driver
—T RAB acoustic resistance of box
diaphragm area rMS mechanlc.:al responsiveness of

suspension

complex acoustical throat impedance . . .
- + 9% rMB mechanical responsiveness of air

RAT AT in box
complex acoustical mouth impedance Ty mechanical responsiveness of throat
complex mechanical throat mobility fT force at throat

1

- £ o force at cone

Ll UT volume velocity at throat
mass of diaphragm and voice coil Uc volume velocity at cone
acoustic mass of air load on rear side UB volume velocity in box
wf laphragm due o bax CAB acoustical compliance of air in box

particle velocity at throat

particle velocity at cone
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voice coil resistance magnetic flux in voice coil air gap

resistance of signal generator length of voice coil

length of horn

radius of mouth (or equivalent radius
if mouth is not circular)

voice coil inductance

o= W

voltage of signal generator

& &7 e

INTRODUCTION.

There is currently a wide range of materials suitable for use as loudspeaker cones including
polymer foams, dense polymers, metals and the more traditional doped paper. However the dynamic
behaviour of these materials is determined by their mass, rigidity and damping and the acoustical
output of the loudspeaker will generally deviate from the electrical input and could be quite
different if such factors as cone breakup modes and resonances were not well controlled. In the
case of a direct radiator loudspeaker there is a mis-match between the high impedance electro-
mechanical circuit and the low impedance air mass of a room aggravating the problem of controlling
the cone motion. Furthermore, because of the exacting nature of the hearing process, amplitude
irreqgularities, harmonic and phase distortion are highly undesirable in a good quality system.
Consequently desplte a host of empirical and semi-quantitative rules for loudspeaker design,
production of a good loudspeaker still demands an intensive program of testing and development

and such units tend to be expensive.

An alternative approach to the problem of sound reproduction is the use of a light membrane
driven uniformly over its surface by electrostatic or electromagnetic means. Such units are
capable of very good free field amplitude and phase response but the problems of fragility and
good acoustic accommodation have led to the continued pursuit of an "ideal cone".

The requirements of a cone driver are eased considerably if the abrupt impedance mismatch
between the cone and air is avoided. -

: Correct acoustical coupling may be realised by loading the loudspeaker with some form of
horn which effectively transforms the high particle velocities over a small area near the cone
to low particle velocities over a larger area near the mouth of the horn, i.e. an acoustical

transformer.

The impedance at low frequencies presented to a loudspeaker driver by a horn of fixed mouth
and throat areas is governed by the rate of area increase (flare rate) and mathematical law

A low flare rate near the throat of the horn as found in the hyperbolic

governing the flare.
a sound wave in such

horn for ‘example is necessary for good low frequency performance. However,
a horn travels a relatively long distance before the pressure falls giving a higher value of
non-linear distortion (resulting from the non-linear pressure-volume air characteristic) than a
conical horn for example. An exponential area increase gives a reasonable compromise between
these requirements. Comparisons between different horns are available in the literature (1-4)

and this paper will now only consider the exponential horn.

THE EXPONENTIAIL HORN

The area S at any point distance x from the throat of the horn is given by
S = Sqp eM™ ceenee (1)

frequency dependence of the throat

where Sp is the throat area and m the flare constant. The
texts (1,2) and the results will only

impedance of a range of horns is considered in the standard
be summarized here.

If the horn is a number of wavelengths long and if the mouth circumference is larger than
A then the horn behaves as though it were infinitely long. The resistive and reactive components
of the throat impedance then vary smoothly with frequency as shown in figure 1. Note that below
a certain cutoff frequency f. the resistive component Rpp is zero and no energy is transmitted.

The cutoff frequency f. is given by _me
c=Zr ceeees (2)



As the length and mouth area of the horn are reduced a series of peaks and troughs occur

in Rpap and Xpap as shown for example in figures 8-10. As the dimensions are reduced further
the horn finally acts as a cylindrical tube with resonances occurring at wavelengths which are
half-integral multiples of the tube length.

For a finite exponential horn the acoustical throat impedance is given by

S,, ZAM[Cos (bi+6)1 + jpc sin b

7 - pc M (3)
AT = S n : n ceeeee
T 3j SM ZAM sin bl+pc cos (bl+0) ‘
where 6 = tan™! 2 with a = @3 b = ¥/4k? - m?; k = 21and where Zpy is the acoustical impedance

seen by the moutR of the horn. The horn is usually assumed to be radiating into a free field and

Zpm is taken to be that seen by a flat diaphragm of area Sy mounted in an infinite baffle and is
given by

pc J3 (2kR) jwp
ZAM = iR2 1- kR + 2mRYK3 K; (2kR) ceeee. (4)

where R is the radius of the mouth and J; and K; are ordinary and modified Bessel functions of
the first kind using the notation of Watson (5). In a small room Zpay will probably differ from
that given by equation 4 because of the effects of room eigentones but this expression is
employed to keep the problem tractable. The resistive and reactive components of Zpy may be
calculated numerically from equations 3 and 4 or by using an analogue method (6) and the
amplitude and phase response of the horn calculated. For high quality music reproduction

the horn requirements may be summarized briefly as:

(i) mouth circumference large compared to A so that the horn resonances are damped by Rpp.
(ii) 1length greater than %-to minimize the effects of the impedance mismatch at the mouth.

(iii) f. should be as high as possible in horns having a small throat area to avoid non-
linear distortion.

It is usually inconvenient to build large horns with a circular cross-section and so
rectangular cross-sections are usually employed. However, standing waves may be established
between parallel or near-parallel walls if the lateral dimensions become comparable to the
wavelength. These appear as absorption dips in the frequency response at wavelengths which
are half integral multiples of the lateral dimensions and should be avoided. Another problem
with bass horns is their great length (typically 6m for a 30Hz cutoff). Unless they are built
into the listening area (7-9) they are usually folded for convenience. This has a negligible
effect at frequencies where the diameter is a small fraction of the wavelength but at higher
frequencies reflections may occur at bends if the inner and outer path lengths differ by an
amount greater than A/2. Consequently bends should take place near the throat where the
diameter is small. If this is not possible then the horn may be divided into a number of
parallel units to keep the cross-sections small as in the Klipsch design (10) for example.

Wavefront expansion at the mouth of an exponential horn may be restricted by a baffle or
trihedral room corner. This is equivalent to extending the exponential horn into a conical
horn but because a conical horn propajates spherical waves it does little towards effectively
lengthening an exponential horn which propagates plane waves. The real advantage of this
termination is that it restricts the solid angle into which the horn radiates permitting a
reduction of the mouth area by a factor of four for a room corner as compared to an infinite
baffle mounting. Most folded bass horns use a number of conical sections to approximate an
exponential area increase and so operation will lie between that expected of pure conical and
exponential horns. Another property of a horn which may be useful is its directionality.

This will be determined by the phase and group velocities across various incremental areas
and these depend upon the flare rate, the cross-sectional shape, the size of the mouth opening
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and the frequency. The mouth of a horn largely determines its directional characteristics
when the wavelength exceeds the mouth diameter and at higher frequencies the flare rate becomes
predominant. The directional property may be used to provide a uniform sound distribution over

a chosen listening area.

THE HORN-DRIVER COMBINATION

The elements of a horn loudspeaker are shown in figure 2 and the corresponding equivalent
circuit in the mobility representation shown in figure 3. All terms are defined in the glossary

at the beginning of this paper.

To facilitate analysis of this circuit let us assume initially that L is purely resistive
When the reactances of Myp and Cyqg in parallel with Cyp are equal and “nT
opposite a resonance occurs at the frequency W, given by

1

C

C
_ M MS ~MB
By = C e caeees (5)

MD MB

This is just the free air fundamental cone resonance shifted by the additional compliance of
the air space behind the driver. The resonance is damped by the parallel combination of ryg,

ryg and the Q is given by

c, . +C
r MS MB
Q = rw M = — e e (6)
D cee
© % ‘s s

where r is the value of this parallel combination. The value of r is usually determined by
Ynr and Q is usually quite low and hence the diaphragm resistance controlled.

At frequencies below wy the equivalent circuit reduces to that shown in figure 4.
Consequently, if ryp is constant and the value of Q is kept low (<1), the response of the
loudspeaker will be uniform down to very low frequencies where it will fall off at a rate
approaching 6db per octave, i.e. the loudspeaker will continue to operate well below the
calculated cone resonance). In practice zp, is a complex function of frequency near the horn
cutoff and the operation of the loudspeaker in this frequency range will depend upon the horn

characteristics. In fact the large reactive component of the throat impedance near f_ causes

the response to fall sharply.

Beranek (2) shows that zyp may be represented as a resistance in series with a negative
mass reactance and so the effects of this reactance may be offset by the correct compliant
loading of the driver and the conditions of resistive loading maintained at frequencies down

to f..

Because of many conflicting requirements it is necessary to use more than one horn
loudspeaker to cover the whole audio spectrum. However, because of the different horn
lengths associated with different frequency ranges, unless the drivers are coplanar different
propagation delays will be introduced. When using folded horns coplanar mounting of the
drivers is not possible and it is so necessary to keep the difference in acoustic path lengths
in horns covering adjacent frequency bands as small as possible. Indications (11) are that
the minimum detectible time between acoustic events is V2.5 ms and so the path differences

should be not greater than ~V0.8m.

THE LOUDSPEAKER DESIGN

In the loudspeaker system to be described here four horns are used with cross-over
frequencies at 120 Hz, 400 Hz and 7 XHz and adjacent horns differ in acoustic path length
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by less than lm avoiding any propagation delay effects. The loudspeaker system is shown in
figure 5. Conventional cone drivers are used up to 7KHz because of their greater availability
and lower cost than specialized pressure drivers. The throat areas of the horns have been kept
approximately equal to the cone areas. While this results in a lower efficiency it was felt
that cone flexibility might introduce non-linearities if any greater pressure loading was used
and the efficiency of the system is still well above that associated with direct radiators.
Furthermore, tone burst tests indicate that the damping provided by the horns under these

conditions is quite sufficient. A commercial horn loaded tweeter is used for frequencies
above 7KHz.

The crossover at 120Hz is performed acoustically by decoupling the low frequency horn from
the rear of the bass driver with an acoustical low pass filter and loading the front of the
driver with the higher frequency horn. This arrangement is shown schematically in figure 6.

The equivalent acoustic circuit for this arrangement using the impedance analogy is shown in
figure 7. Inspection of this diagram shows that at high frequencies the volume velocity of the
rear throat Up is much less than that of the cone Ug because of the shunting effect of the air
compliance in the box. At these frequencies the throat impedance of the "front" horn is
appreciable and so the sound energy is radiated from that horn. At low frequencies UT’% Uc and
the throat impedance of the front horn is low and so the sound energy is radiated from the "rear"
horn. The crossover frequency is given approximately by

c STR

(J.)CO= v N )

where V is the Gblume of the box and Spp the throat area of the rear horn.

Because the low frequency horn is now restricted to frequencies below 120Hz there are no
problems associated with folding this horn and the only folds in the front horn occur near the
throat where the cross-sectional area is small. The compliances of the diaphragm suspension

and cavity provide the reactance necessary to balance out the horn throat reactance as described
in the previous section.

The 400Hz crossover is performed electrically and is low enough to prevent any standing
waves occurring across the front bass horn. Because of the rise in impedance of the midrange
horn in the vicinity of 400Hz the active crossover has the low-pass 3db point at 400Hz and the
high-pass 3db point at 450Hz to maintain a uniform response. Third order Butterworth filters
are used in an active crossover and separate power amplifiers drive the bass and midrange units.
This is done to maintain good electrical damping in the crossover region (12). A passive third
order Butterworth high-pass filter is used to drive the tweeter at frequencies above 7KHz. An
attenuation network is necessary because of the high efficiency of the tweeter but this also
provides good electrical damping. The natural rolloff in the mid-range response provides the
necessary low-pass function and is probably due to cone break-up effectively reducing Sp and
interference effects at the horn throat.

The design criteria for the system are as follows:

Rear bass horn: cutoff frequency 35Hz
mouth area 0.56m?
effective mouth area 2.2m?
throat area 2.3x1072m2

The calculated fundamental cone resonance (equation 5) of the bass driver mounted in the
box is 70Hz with a Q (equation 6) of 1.0.

Front bass horn: cutoff frequency 120Hz
mouth area 0.35m?
throat area 4.5x10-2m?

Acoustical Crossover: cutoff frequency 120Hz
air volume 4.7x10"2m3
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Bass Driver: Effective cone mass 1.5x10‘2Kg

Free air cone resonance 50Hz

Diameter 0.3m (12")

Type used Plessey-Rola 12UX
Midrange horn: Cutoff frequency 270Hz

Mouth area 6.0x10~2m?

Throat area 6.0x10-3m?

£5>fc (Approx. vertical dispersion angle 30°
(Approx. horizontal dispersion angle 90°

These criteria produce a horn essentially the same as that described by Greenbank (13)

Midrange Driver: Effective cone mass 1.8x1073Kg
Free air cone resonance 80Hz
Diameter 0.1lm (4")
Type used Foster FE103

Tweeter: Type used Foster FHT6

The calculated throat impedances for the horns constructed are shown in figures 8-10.
The impedance fluctuations give a calculated variation in the acoustic output not exceeding 13db.
The sinewave response of the individual horns and the composite curve for the complete system are
shown in figure 11. At the time of writing there was no reverberant chamber available for
measurem:nt of the overall frequency response. The response of the rear bass horn was taken as
the pressure at its mouth in an attempt to avoid the effects of standing waves in the measuring
room. That of the front bass horn was taken outdoors with the microphone lm on axis. These
tests were performed using a home-built capacitor microphone and preamplifier and IEC 53A
function generator. Point by point measurements were taken with all major peaks and troughs
recorded. The midrange horn and tweeter were tested in the anechoic chamber, Department of
Mechanical Engineering, Monash University. These tests used a BaK 4133 %" microphone, 2604
microphone preamplifier and RMS rectifier, 1022 B.F.0. and 2305 level recorder.

The frequency responses of the bass horns are as expected. The dip occurring at 500Hz
in the mid-range horn is due to reflections down the axis of the horn resulting from the impedance
mismatch at the horn mouth and that around 1500Hz is due to standing waves between the nearly
parallel top and bottom of the horn. The effects of these resonances were investigated using
tonebursts generated by the function generator and two worst-case results are shown in figure 12.
'The rapid rise and decay of the tonebursts indicates the good transient response at these
frequencies and highlights the good damping provided by horn loading (14).

The maximum sound pressure level obtained with a stereo pair of units just before the onset
of appreciable distortion was 115 db measured at 3m on axis in a well damped 5mx7mx3m room. This
level produced a reading of 125db at 0.3m for the midrange horn mouth. All measurements were
taken with a B&K S.P.L. meter on the linear scale using recorded orchestral music as the source.

The midrange horn and an electrostatic loudspeaker array have been compared on a direct A-B
basis using the same bass horn. Consistent identification of the sound source operating has
proved very difficult using a wide variety of music indicating subjectively the good transient
response and low distortion obtained by horn loading (15).
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SUMMARY - Using classical elasticity equations and Hamilton's principle, the
existing theories of torsional vibrations of bars viz., the
elementary theory, St. Venant's theory, Love's theory, Timoshenko
and Gere's theory, Reissner and Lo-Goulard's theory and Barr's
theory are briefly reviewed and a refined theory taking into account
the Poisson displacements is constructed. This theory removes the
discrepancies in the strain-displacement relations of the existing
theories and gives rise to a sixth order differential equation with
corresponding boundary conditions. The paper proposes a method of
solving the differential equation for a given boundary condition.

1, Introduction

Coulomb (1) developed the elementary theory of torsion of bars with circular cross-section,
under the assumption that the cross-sections remain plane and rotate without any distortion during
twist. Navier (1) applied this elementary theory to bars with non-circular cross-sections and
arrived at erroneous results with respect to angle of twist and maximum shearing stress. St.
Venant (1) used a semi-inverse method and obtained correct solutions of the problem of torsion
for prismatical bars with non-circular cross-section. Poisson (2) 1s reported to be the first to
have applied the elementary theory of Coulomb to determine the torsional vibration
characteristics of bars with circular cross-section., For bars with non-circular cross-section,
the torsional stiffness term can be modified according to St. Venant's theory to obtain better
results, e.g., see the work of Rao, Belgaumkar and Carnegie (3).

Love (2) considered the effect of longitudinal inertia in the torsional vibration of bars
with non-circular cross-section. Timoshenko (4) considered the effect of normal strain in the
torsion problem which was later extended by Gere (5) for dynamic problems.

Reissner (6) extended the torsion problem to include nonuniform twist and Lo and Goulard (7)
generalized this to vibration problems. Barr (8) included the effect of longitudinal inertia in
Lo and Goulard's work.

In this paper, we propose a new theory considering the Poisson strains for urniform twist.

2, Nomenclature

A = area of cross-section of the bar
b = breadth of the bar
B, = C3i6
= 2 A
B, = EI,, +Y“GC, + 2YGCy
Bg = YZGCZ
C = C1 = Guf [Goyy - 2)2 + (4,, + y)%1da
C, = Af[Usdy)2 + (edz)?]2a
Cy3 = Af[(my - z)/3dy + (3,, + y)/sdz]dA
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C, = LSIUddy),, + (fodz),y]%dA

Cs = Aflz/9dy - y/edz]dA

d = SlEe?, dx ; dg = o/LEa2,ydx
Do = ng

D, = <cI¢¢ - 2¢Cgy

Dy = Cz;vz

E = modulus of elasticity

°flGez,xdx ;3 8 = OILGude

g =
G = modulus of rigidity of the material
Ip = polar moment of inertia of cross-section
Iy = af¢2dA
1 = length of the tod 3 L = f(yb,, + 26,y)dA, K = F(67,y + 02,,)dA
M = amplitude of 6
P = frequency
r = flcez dx
o 'xt
t = time
T = kinetic energy
Uys Uy, U,= displacements along x,y and z directions
U = strain energy
X = axial coordinate
Ys2 = cross—-sectional coordinates
6 = angle of twist
[} = warping function
€44 = components of strain tensor
14 components of stress tensor
z = mass density
v = Poisson ratio
o = unit twist

subscripts x,y and t after a comma denote partial derivatives.

3. Revision of Existing Theories

The theories mentioned earlier in the Introductioﬁ\are given in Table 1., Starting from an
appropriate state, the strain energy and kinetic energy are calculated and variational principle
is used in deriving the differential equation of motion and the corresponding boundary conditions
for the bar. This table shows the derivation of equations in an unified manner and also reveals
that the assumed state in Timoshenko-Gere's theory does not satisfy the strain-displacement

relations according to Poisson equations.

4, Refined Theory for Torsional Vibrations

To remove the discrepancy in the theories which is mentioned in section 3, the following
state is assumed for the bar,

Uy = ¢etx
uy = -z0 - ve,xxf¢dy
u, = y6 - v0,y Sédz 1)

The corresponding velocities are

Ugre = $Ouxe
Uy, = —(20,¢ + VO,yy/0dy)

U,ye = ¥6,. - ve,xxtf¢dz
The componénts of strain for the state given in equation (1) are

(2)
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e = 40k Exy = 1200y = 228, = V0,4 S0dy]
Eyy = ~V0,yx eyz = =v(8,,)/2[(Sedy),, + (f¢dz),y]
€gg = ~V60 0y €ix = 1/2[($y, + ¥)0,x VO, S ddz] (3)

The corresponding stresses are

Tex = E90,5x Tyy ™ G[(¢,y - 2)0,5 = VO, xS dy]
Tyy - o Tyz = —\)e DxxG[(f¢dY)Dz ¥ (f¢dz)!y]
Tgy = 0 Tux = GL(d,, +¥)0,, - VO, ey 0d2] %)

The strain energy and kinetic energy of the system are then obtainedas

= L 2 L 2 L 2 2
20 = f EL;40 1zl T o/ €684, dx + STVIGCo87,  dx

L L 2
= ofU2V6C40,50,  dx + rviec,e?,  dx
L 2 L 2 L
2T = ML 0%, pdx + fleazve’, ppdx + (F1200C50, 0006, pdx

+ of1t1¢¢92'xtdx - (5)

t2
Applying Hamilton's principle, viz., t{ (U-T)dt is stationary for a conservative dynamical system

taken between two arbitrary intervals of times, and taking the variations, we arrive at the
following differential equation and the corresponding boundary conditioms:

2 2 2
v°GC,0, — (EI¢¢ + VI6Cy + 2V6C3) 0, ppny ~ CoEV 0, ey
+ 0168, + (CIyy = 209C5) 0,5yt = nge,ﬁt =0
{1 - (ELyq + v26C,)6, . + C1G8,x + V2GCo8,ynpny = 2V6C30,5px

2 1
- C2TV B, ry = EVC50, ., + ;1¢¢e,xtt]se}°
+ {[ET,, + v26C4)0, 0 - v2GC,0 300k + VEC30 13y + CoTv26, 00y
+ ;vcse,tt]ae,x}% + {[\,2cc29,xxx = ch3e,x]ae,xx}g =0 (6)
with v = 0, the above equations (6) agree with Timoshenko-Gere's theory given in Table 1.

5. Solution for Free Toréional Vibrations

For free vibrations, 6 is assumed as

6 = Osinpt M
Then the differential euqation (6) becomes

2 2 2
V6C20, ok = (EIyy + VGG, + 2VGC5 - Cprv p2)e,xxxx

2
+ (€16 - clygp” +2zv C5p2) 0,  +tl 2 0 =0 (8)

P
Equation (8) can be written also as

BgO s xxxxxx = (B4 - D4P2)eoxxxx + (B, - szz)e,xx + Dopze =0 (8a)
Solution of equation (8a) can be written as 6 = Mebx and hence
Bgb® - (B, - D,p2)b* + (By - Dpb? + Dgp? = 0 (9)

Equation (9), is cubic in b2 and let the three roots be bzl, b22. b23. These three roots in turn
will give six roots of b, viz, bll' bigs b21, b22, b31, b3p. These roots may be real or complex

and are functions of p2. The complete solution of equation (8a) then becomes

B = Mllebllx + Mlzeb12x + M21eb21x + MzzebZZx + M31eb31x + M3zebszx (10)

For the case of fixed-fixed boundary conditions, 6 = 6, = e,xx = 0.at x = 0 and 1 and hence we get
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M1 1 1 1 1 1 ]
by byy by1 byy b3y LZY)

2 2 2

b1 b1 b3 b3 b3 b

byql b1 bl b

11 1 baql byl

. J12 L2l 2z Ja1 sz

byl 1 ‘ -0
By ok b

bjye P11l b cb12 byye 2l byge P221 by P31l g, P32l

b,,1 b,,1 b,,1 b,,1 ba 1 b,,1

2 P11 2 by 2 by 2 by 2 b33 2 b3y

ble ble bze bze b3e b3e

2, Ifp is

Equation (11) can be reduced to a 5 x 5 determinant whose elements are functions of p<,
one of' the natural frequenciesequation (11) will be identically gatisfied. But since the natural
frequency is not known, to start with, an approximate value of p“ can be assumed and the determin-
ant of equation (11) can be evaluated. An interpolation procedure can be adopted by increasing
the values of p2 at regular intervals until the determinant changes its sign and the appropriate
root is found then by the Regula falsi method., Similar to equation (11), the corresponding
determinant equations can be set up for other boundary conditions as well.

6. Conclusions

Based on a unified approach, with the help of classical elasticity equations and Hamilton's
principle, the existing theories for torsional vibrations of bars are reviewed. A refined theory
taking into account the Poisson displacements is constructed and a procedure for the solution is

proposed. The actual numerical calculations are under progress and will be reported subsequently,

7. References

1. Timoshenko, S., and Goodier, J.N., 'Theory of Elasticity', McGraw-Hill Book Company, 1951.
2. Love,_A{E.H.,,'A Treatise on Mathematical Theory of Elasticity', Dover Publications, 1944,

3. Rao, J.S., Belgaumkar, B.M., and Carnegie, W., 'Torsional Vibration Characteristics of a
Cantilever beam of Rectangular Cross-section with Unif orm Taper,' Bull., Mech. Engng. Educ.,

Vol. 9, 1970, pp. 61-67.

4, Timoshenko, S., 'Theory of Bending, Torsion and Buckling of Thin-Walled Members of Open Cross-
section', Journal of Franklin Inst., Vol. 239, 1945, p. 201, 249, 343.

5. Gere, J.M., 'Torsional Vibrations of Beams of Thin-walled Open Section', J. of Applied Mech.,
Vol. 21, No. 3, 1954, p. 381. p

6. Reissner, E., 'On nonuniform Torsion of Cylindrical Rods', J. of Math. Phys., Vol. 31, 1952,
p. 214,

7. Lo, H., and Goulard, M., 'Torsion with warping restraint from Hamilton's Principle', Proc. of
2nd Midwestern Conf. on Solid Mech., 1955, p. 68.

8. Barr, A.D.S., 'Torsional waves in Uniform rods of non-circular section', J. Mech. Engg. Sci.,
Vol. 4, No, 2, 1962, p. 127, '

174



S/

Table 1., Various Theories of Torsional Vibrations of Bars
Author State Resulting differential equations Resulting boundary Differential
No. Assump- conditions equn., of
tions warping
function
1 Elementary u, =0 v L
Theory for uy = -z0 pre - GIPS,xx =0 [GIpe,xéejo =0 no warping
circular rods u, = yb
2 St. Venant's ugy = 96,4 .
Theory ug = -26 glpe - Cy0,xx = 0
u, = y8 (longitudinal inertia is ignored) [cle.xae]g =0 v2¢ = 0
3 Love's theory Uy = 08,y 9. . 2
uy =-26 (LI, = Typd3)8 = C10,py = O [(cT448,x + €10,,)66]k gv% - r¢ = 0
uz = ¥6 =0
4 Timoshenko and uy = ¢6,,
Gere's Theory uy = -28 . 2 4 2 L 2
u) =y SLE + (-Cy9y + EI;40.08 = 0 [ET440,086, 15 = 0 -gV% + d¢ = 0
€.~ 96,
Exx= -vexx L
yy XX
€,2= ~VExx [(Clax—EI¢¢Si)OGO]o =0
. e . 2 ,
5 Reissner and u, = ¢o tI_ O ( 6 —GIPax -GL3y4 6 o} [(cI Byy + GLa)dO]L —gRV2¢ + dg¢=0
Lo/Goulard's ug = -z6 P + F =0 °
Theory u, = yb - L_
Z . - =
S Lo of [a] [ota, (er-Er,,ed) | | lo] [EIge%xSalg =0
E;® =VE
XX
€27~ ~VExx (longitudinal inertia is ignored)
6  Barr' (51 [ -croe? - |
arr's Theory . (cl p © ] 8 =GId;  -GLd, 6 0
+ = ’ s
v 2
o ;IMJ (B | OMx (CR-ELuey) | | o 0
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SUMMARY - Transient nonlinear response of beam columns has been studied
analytically in this paper. Such a study enables us to understand
the response of load bearing columns to blast loads. The present
work deals with the transient response taking into account the
effects of axial force due to the mid-plane stretching and the
applied compressive force. Galerkin's technique has been employed
to solve the equation of motion choosing the normal modes of linear
vibration of beam columns as comparison functions. A fourth order
Runge-Kutta method is employed to solve the coupled ordinary non-
linear differential equations in time-dependent generalised
coordinates.

Results are obtained for beam columns with simply supported and
built-in end conditions. :The load on the beam is uniformly
distributed and the pulse is assumed to be of rectangular shape.
Response is obtained for various ratios of axial force to critical
buckling load and for differential magnitudes of pressures. Non-
linear responses are compared with the corresponding linear
solutions. The effect of nonlinearity plotted as a function of
linear deflection/thickness ratio for various axial force ratio
reveals that the effect of nonlinearity is strongly dependent on the
end conditions and alsp on the magnitude of compressive force for a
given deflection to thickness ratio. In general the effect of mid-
plane stretching on lateral deflection increases as flexural
rigidity decreases. The nonlinearity is of hardening type.
Convergence characteristics of Galerkin's method and stability of
numerical integration procedure are also established.

1, Introduction

One often comes across beam columns which undergo large transient lateral displacements (as
for example, load-beaming columns subjected to blast loads). The present work deals with
transient response of such elements, taking into account the effects of axial force due to mid-

plane stretching and the applied compressive force.

Earlier works in this field are restricted to linear, small amplitude vibrations of beam
colums (1). Effects of midplane stretching due to large amplitudes have been studied only for

simple beams undergoing free and steady vibrations (2,3).

In the present work, response is obtained by Galerkin's method followed by numerical inte-
gration. Normal modes of linear vibration of beam columns are chosen as comparison functioms.
fourth-order Runge-Kutta method is applied to solve the equations in time-dependent generalised
coordinates. Comparisons are made with the response obtained disregarding the effect of midplane
stretching to establish the 'nonlinearity effect' as a function of amplitude ratio. Beams with

simply supported and fixed ends are studied.
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2. Equations of Motion and Method of Solution

The equation of motion for the lateral vibration of a beam column, including the effect of
. midplane stretching, but neglecting the effect of shear deformations and rotary inertia, can be

written as 4 2 'L Y a2 2
9 EA ] E) 9
E1%+P3&-r{o;(ﬁ)z'dx}tﬁ+m-ﬁ%=F(x,t) (&)

where E is Young's modulus, I - moment of inertia, P is the constant axial force, A is area of
cross section, L the length and F is the transverse external load., The third term on the left
hand side of Eq. 1 is due to the effect of midplane stretching., Of course Eq. 1 is to be

supplemented by proper boundary and initial conditionms,

Closed form analytical solution is possible when the beam is simply supported, with no axial
force (P = 0) and F(x,t) is sinusoidal in t, For this case solution can be obtained through

elliptic functions (4). Otherwise one has to resort to approximate analytical or numerical
procedure. '

To solve Eq. 1, Galerkin's method is applied in the present work.

For this purpose eigen
functions of free linear vibrations are chosen as comparison functions. 2

The equation for free linear vibrations can be written as,

Erg—:%+P%§§-+m%§§=o e..(22)

which can be written in non-dimensional form as

2 2
%E%-+ C.r. %E%-+ %3% =0 ... (20)

vithn=L;e=%;0a¢/8,

r = P/P.y, Py being the buckling load; m = beam mass per unit axial length,
and c = 72 for simply supported beam

¢ = 412 for built-in beam.
Solution of Eq. 2b is of the form

n(g,8) =Y () T (6)

«ee(3)
For a simply supported beam Eq, 3 takes the form
n(£,8) = Sin(nmE) . sin(wb) oee(4)
ne=1,2, == .
From Eqs. (4) and 2b, we get
wlpy = n4ﬂ4 - c.ruonZn2, «es (5)
For the case of a built-in-beam, writing Eq. 3 as

n(£,0) = Y(&)sin(wd) ees(6)

the following results can be obtained (1)

Y, (£) = Cosh p £ - Cos qpf - Q(Sinh pyE - Pn/dn Sin qué)
. Cosh py = cos qp

Sinh py - pn/dn Sin qp
where p, and qp are related to w, as
SZn = c2r2/4 + wi
p2n = 8q - c.r/2

qzn

and satisfy the transcendental equgtion 5
(a%, - p%p)
Cosh p, Cos g, + 0.5 2 gin q, sinh py. = 1.
Pn'qn
The response of the beam column is assumed to be of the form

N
yix,t) = I Y (x)T,(t)
n=1

sy + c.r/2
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where Y's are linear normal modes previously discussed and T,'s are to be determined. As usual
Eq. 6 is substituted in Eq. 1 and the resulting error is orthogonalised with respect to each of
the comparison functions Y. As a result we obtain ordinary non linear coupled differential
equations in Tp's. For N = 2, the two equations in T7 and T2 are obtained as

El 2. - EA
f1+ Ger o ) T1 - gpa {Bu (AT + AgaTiT?y + 241572Ty)
+ Byy (A11T21Ty + A22T3y + 2415T1T29)} =.61 * Q(t) ver (8)

- EI EA
Ty + Gz v?2) T - —7 {B1g (AL1T3) + AppT972) + 241,T21T)) + By

(A11T29Ty + AppT3, + 2415T172,)} = 6, * Q(t). e (9)

In Eqs. 8 and 9 the following notations are used:

Ayy = 2] Yi'(X)Yj'(x)dx

Byy = %f Y{'(x)Yj(x)dx

61 = Lf P(x)Y;(x)dx
where F(x,t) = P(x) * Q(t)

d
EOET TRELEE 9

Also orthogonality properties of normal modes are made use of in obtaining Eqs. 8 and 9
that is L
: of Yi(x)Yj(x)dx = 5ij

o] TG * L [Yy0)] dx = w; 265y

where L is the differential operator of Eq. 2a., For this reason, note that the linear terms are
not coupled in T3 and Tp. For N = 3, resulting equations are given in the Appendix.

3. Results and Discussions

A computer programme was written to generate comparison functions and to obtain non-linear
transient response. Eqs. 8 and 9 were numerically integrated by Gill's extension of fourth order
Runge-Kutta method for the purpose of comparison of 1ine§r response was also computed in the sams

program by Duhamel's integral.

Results are obtained for a steel beam (E = 30x106 psi, p = 0.289 1bs/in3) of length 14.5
inches and cross-section 1 in. width and 0.25 inch depth. Loading on the beam is uniformly
distributed over the whole length and the pressure pulse is rectangular of sufficient duration to
give maximum dynamic amplification (equal to 2.00) in linear vibration. Ratio of axial force P :
critical buckling load and the magnitude of pressure\are the parameters.

In figures 1 and 2, effect of nonlinearily (percentage reduction in maximum dynamic deflect:::
based on linear response) is shown as function of linear deflection/thickness ratio and axial
force ratio r. From these it is seen that the nonlinearity effect is strongly dependent on the
axial force, and increases as the axial force increases. From figure 2 it can be seen that non-
linearity effect is much higher for simply supported beam than for clamped beam. This is
consistent with earlier results obtained for free vibration and frequency response (2,6). From
the nature of dependence on axial force and end conditions, it may be inferred that the smaller
the bending rigidity, the higher the effect uf nonlinearity. These observations are more clearly
seen in Fig, 3, where 'dynamic beam stiffness' is plotted for linear and nonlinear cases.

It is of interest to note from Fig. 3, that the nonlinear stiffness curves for non-zero
compressive force intersect the linear stiffness curve for the simple beam (r = o). At such
points, compressive and tensile forces may be said to nullify one another.

Results were obtained employing first two and first three symmetric modes. The results are
seen to be in very good agreement (see Table 1), Excellent convergence is thereby indicated, eve.

for large amplitudes.

Figures 4 and 5 show the response in first cycle, with pressure intensities as parameter. Tiu
responses are typical of hardening type nonlinearity. For higher intensities of loading, and thus
for larger amplitudes, response time and deflection to load ratio aré smaller. The numerical
integration procedure was tasted for stability by varying the step size. No appreciable differenc:
was found in results over a wide range of step sizes.
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4, Concluding Remarks

As has been discussed, the effect of axial tension on transverse vibration is a function of
bending rigidity of the beam. In the study of beam columns, linear theory over-estimates the
response by a larger margin as compared to a beam having the same order of deflection. The errors
are of still greater consequence if one studies dynamic yielding, where one is likely to use a
wrong yield function by disregarding the axial force.

The study of nonlinear response of beam columns also helps one to estimate the magnitudes of
tensile force developed for a simple beam as a function of amplitude.

Apart from its central purpose, this paper has also demonstrated the utility and power of
Galerkin's method. Excellent convergence with two modes has been achieved even for cases which
cannot be classified as "weakly nonlinear".

References

1. Rondiak, R and M.H. Cobble, '"Displacement of a Vibrating Beam with Arbitrary Axial Load and
Arbitrary Axial Compression', Jnl. Sound and Vibration, Vol. 12, No. 4, 1970, pp. 411-420.

2. Evensen, D.A., "Nonlinear Vibration of Beams with Various Boundary Conditions", AIAAJ, Vo. 6,
1968, pp. 370-372,

3. Srinivasan, A.B., "Large Amplitude Free Vibrations of Beams and Plates', AIAAJ, Vol. 3, 1965,
pPP. 1951-1953,

4, Woinowsky Kreiger S., "Effects of Axial Force on Vibration of Hinged Bars", J. App. Mech.,
Vol. 17, 1950, pp.35-36.

5. Gill S., "A Process for Step-by-Step Integration of Differential Equations in an Automatic
Digital Computing Machine", Proc. .Cambridge Phil., Soc., Vol. 47, 1951, pp. 96-108.

6. Aravamudan, K.S., "Vibration of Beams with Time-Dependent Boundary Conditions", M.Tech. Thesis
Dept. of Aero. Engg., Indian Institute of Technology, Kanpur, 1971.

Appendix

For 3-mode approximation the equations in time-dependent generalized coordinates are

-, EI EA

T2)Ty + (A11B3) + 2A93Bp1) T21T3 + (AgpBay + 2A23Bs;) T25Ty

+ (AggBy; + 2A19B51) T2Ty + (AggByy + 2A13B3;) T23

* 2(A19B31 + Ap3Byy * AygByy) TiToTy = GHO(E) 8
Ty + (,%%2-2) Ty - ;LE% { A11312T31 + AgpBgaT32 + AgzByTs

+ (A11Bgy + 2A19B12) T21Tp + (A11B3p + 2A13B1) T21T4

+ (AgyBag + 2A93Byp) T2)Ty + (AgyByp + 2415B95) T2yTy (B)

+ (AgqB1g + 2A13B3p) T23Ty + (AgyBpp + 2A3B3p) T23T,

+ 2(A19B3y + AygByp + ApgByp) TyT,Ty = GHR(E)
Ty + (;‘%-,I; w?y) T, - ;E—‘Z— { Ap B aT) + AgByaTd, + Ag3Ba3T3,

+ (Ap1Bp3 + 2A12B13) T2 T, + (Ag B3z + 2A13B13) T23T3

+ (AyyByg + 2Ay3By3) T2,T + (AggBy3 + 2A12B23) T%9T

+ (Ag3Bya + 24)3B33) T23T; + (Ag3Bp3 + 2Ap3B3g) T23T)

+ 2(A19Bgy + Aj3B13 + A3Byy) TiToTy | = G5 * Q(b). (©)
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TABLE l-a
Simply Supported r = 0.6
Defl./thickness Max. NL Response (Inches)
Lin. NL - 2 Modes 3 Modes
0.15 0.131 0.032736 0.032739
0.30 0.218 0.054396 0.054401
0.45 0.279 0.069787 0.069795
0.60 0.327 0.081655 0.081665
Table 1-b
Built-in Beam r = 0.80
0.584 0.379 0.094695 0.94690
0.934 0.488 0.12206 0.12215
1.17 0.544 0.13597 0.13606
1.751 0.655 0.16382 0.16349
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SUMMARY

An account is given of a study of the effects of shear deformation and
rotatory inertia on the natural frequency of a uniform cantilever beam with a
tip mass and moment of inertia at the tip. Exact frequency equation has been
derived. Numerical results for the first three modes have been obtained for
several combinations of mass and mass moment of inertia of the tip mass and
rotatory inertia of the beam. The results are presented in the form of graphs
which indicate the effects are substantial for higher modes.

INTRODUCTION :

The problem of free vibration of uniform cantilever beams with a concentrated mass at the tip
has been studied extensively by several authors. The notable ones are due to Pipes [1],
Prescot (2] and Temple and Bickley [3]. Durvasula [4] analysed the above problem by including the
effect of mass moment of inertia of the tip mass. These problems may be considered as a simplified
version of a large aspect ratio wing carrying a heavy tip mass or fan blades of a turbofan jet
engine or a wind tunnel sting carrying a missile model. The analysis carried out by the above
authors does not take into account the effect of shear deformation and rotatory inertia of the beam.
It is well known that the classical, Euler-Bernoulli theory is inadequate for the study of higher
modes of tbe beams, as well as for the modes of beams for which the cross-sectional dimensions are
not small when compared to their length between the modal section. Rayleigh [S] introduced the
effect of rotatory inertia and Timoshenko (6] modified the theory to include the effect of trans-
verse shear deformation. Since, then it has been studied extensively by Searle [7], Kruszewski [8]
and Huang [9,10] by approximate methods. Caligo and Calabrase [11] used the method of initial
constraints to derive equation for frequency in a closed form for uniform beams with clamped or
free ends., Carr [12] employing the characteristic functions and energy approach obtained the
natural frequency for beams. Cammegie and Thomas [13] used a finite difference method to obtain
the response of the system. All these studies, however, have been made for a uniform beam without
a tip mass., In the investigation described here, the influence of transvesse shear and rotatory
inertia on the natural frequency of a uniform cantilever beam with a tip mass and inertia are pre-
sented. The exact frequency equation is derived in a closed form. Numerical results have been
obtained in terms of parameters for shear deformation, rotatory inertia, tip mass and mass moment
of inertia of the tip mass and are presented in a graphical and tabular forms.

Analysis for the vibrations of a finite beam on elastic foundation is in progress.
FORMULATION OF THE PROBLEM :

The differential equation that govern the total deflection W(x,t) and the bending slope ¢(x,t)
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of a beam vibrating freely are

2 2
W 9 )
ax X at?
and
2 2
97y ) “y
EI —-~—+KGA (4—=-1y) = Ip— (2)
sz 9x atz

where l::I is the bending rigidity of the beam, K is shear coefficient, A is area of cross section
and p is the mass density of the beam,

Shear Slope; ¢(x,t) = % -y (3)
Bending moment; M(x,t) = -EI -g—-;% , (4
Shear force; Q(x,t) = K G A (—g-:% - 9) (5)-

Eliminating W or-y from equations (1) and (2), one obtains the following two uncoupled
equations in W and ¢ )

4 2 4 2 4
) 3 W I
131—-";i+"pA~-'21-(,>1+§--I-p)-----———a s+ 2i=0 (6)
ax at GK " 3x2 3¢2 KG 3¢
~N
4 2 4 2 4
3
EI?;%,-*pAE—-Z‘k-(pI+E~—I-p)——w—2+-I—p—-a—%-=0 N
ax at GK '~ gx2 3¢2 KG 5
When the nondimensional parameter £ is introduced, defined by
£ = x/L, dg = (1/L) dx (8)
equations (6) and (7) can be rewritten as o
4 2 4 2 4 )
9
rileong-Han ) LI N (9)
Y- at? 12 6K g2 52 KG o ¢l
4 2 4 2 4 ' :
EL, ,2% L, By ¥ Lo 2. (10)
1 agt 2 L G K 3g2 3t> KG 5t o
Assuming the motion to simple harmonic, W(E,t) and y(£,t) can be written in the form
W(E,t) = W(E) exp (ipt) ’
’ (11)
V(E,t) = Y(&) exp (ipt)
Subétitution of equation (11) in equations (1), (2), (6) and (7) leads to
e 2 d%y 2 2.2 1 dW
s == (1 =D T s) p+r=o==0 (12)
d 2 L dg
£
2
dw 2 2, % _, (13)
_g..z_ + b s“W-1 daE
13
v 2.2 2 dW 2 2 2 2 »
—tb e +s)—--2--b(1-brs)W-O (14)
dg dg

184



4

d 2
.r...%+b2(r2+sz)9-%-b2(l-b2r252)w=0 (15)
dg dg

h
vhere 2. paLt p2
E I (16)
2 = 1/A 12 an
s2 = E I/K G A 12 (18)

. Tk.),e dimensionless parameter b is directly related to the frequency of vibration p. The
dimensionless parameters r and s are measures of the effects of rotatory inertia and shear defor- -
mation, Solutions of equations (14) and (15) are

W(E) = C, cosh af + C, sinh af + C3 cos BE + C4 sin BE (19)
¥(E )= C} sinh af + C} cosh af + Cy sin BE + Cj cos B (20)
where

Q
"

Lo(p2ee? - s2)1? « 42112 L p2(x2 4 52)71/2
d (21

™
|

= 1? [{[bz(r2 - 52) ]2 + 4b2}1/2 % b2(r2 + 52)11/2
2

The constants in equations (19) and (20) are not independent, but related by the equation
(12) or (13) as follows,

a? + b2 2 a2 + b2 52

€= —-—-——L - C, C= — Cy (22a)
82 - b2 s? s2 b2 - g2

cy = — 4, C= — Cy (22b)

It should be noted that the solutions in equations (19) and (20) are valid only under the
conditions

b2 (2 - s971% + 4?2 > 0 (238)
and
(D22 - 5212 + 42}/ 2 b2z + s > 0 (23b)
The boundary conditions are
W) =0 ; ¢(0) =0, : (249)
M _Le=02s B (24b)
3 n
and |
d _BL 2 (24¢)
ag TP ¢

Making use of the boundary conditions, the frequency equation can be written as
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2 (a® - az) o
-2+ —— sinh asi an | Z8.
o8 a sin B + (BC + t!n) cosh a cos B
2 2 2 .
+ azn (n-a) [b° s° 8(a® + 8%) {-f sinh o« cos 8 - n cosh & sin g}

+ 0 b2 (az + nB) {z cosh o sin B - n sinh « cos B}

4 2
+ 6b s” 6 {-2nz + 2ng cosh a cos B - sinh a sin B
2 2
" -1} =0
where 1 (25)
2 M
6 = B/mL = ——
/m , 6 oL "
2
a2 + szb2 s2 b2 - 82

NUMERICAL EXAMPLE :

f‘requencies have been completed for the first three medes from the frequency equation (25).
A ratio of E/G = 8/3 and a shape factor K = 2/3 have been assumed. Under these assumptions,
s = 2r and the variables a, 8 , n and ; become function of the parameter r.

a and B can now be written as

o = 1? {(or* b4 + w2)1/2 | 5p2 (23172
2 @27

B =i ((ord b4 + )12, 5p2 ;231/2

vz

Equation (25) is solved to obtain the first three roots for all combinations of the values of
§, 6, and r listed below :

0.02, 0,04, 0.06, 0,08, 1,0

r=
§ =0,25, 0,5, 1,0, 2,0 , 3,0, 5.0
and 6 = 0,004,0,008,0,01, 0,012,0,04
Method of Regula-Falsi is used to obtain the resulss on the IBM 7044 digital computer. The
Whereever,

results are presented in the form of graphs (Figs.1l to 3) for the first three modes,
the curves get close to each other, they are omitted for the sake of clarity.

DISCUSSION AND CONCLUSION :

From the graphs it can be seen that the roots decrease with increasing values of 6 and é.
This is to be expected, as an increase in § means that the extermal mass is more while an increase
in 6 means an increase in the inertia properties and hence the frequencies should indicate a
Further, the graphs show the effect of increase in the value of r. It is seen
that the first mode values are not very much affected (curve is almost flat), However, for higher

modes the frequencies decrease very rapidly with increase in r (see Figs.2 and 3), At higher
values of 6, the curves tend to coalase with an increase in 6, which corresponds to the case of

a fixed-fixed beam,

decreasing trend,
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Tables 1 and 2 show the variation of frequency with § fpr a given value of 6 and r, It is
seen that for a given value of 0 and y ,the frequencies decrease very rapidly in the lower range

of & and do not change much in the higher ranges thus exhibiting a symptotic behaviour. This
effect is pronounced for higher modes,
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Table 1. VARIATION OF FREQUENCY (b)* WITH &

FIRST MODE SECOND MODE THIRD MODE
§ ©o=,004, r=,02 6=,004, r=0,02 ©=,004, r= 0,02

0,50 1.41377 3.88095 6.18374
1,0 1.24403 3.82945 6.18362
2,0 1,07374 3.79732 6.18355
3.0 0.97908 3.78541 6,18352
5.0 0.86857 3.77538 6.18350

1
Table 2, VARIATION OF FREQUENCY (b)2 WITH §

s  FIRST MODE SECOND MODE THIRD MODE
6 = 0,04, r=0,02 6=0,04, r=002 6=0,04, r=0,02

0.5 1,37848 2.96757 5.08621
1.0 1,22487 2,96577 5.00551
2,0 1,06439 2,96451 4,95132
3.0 0,97335 2.96401 4,93042
5.0 0.86529 2,96358 4,91248
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SUMMARY -

Most of the modern building structures have to be analysed for horizontal
dynamic loads like earthquakes and wind. The analysis of these structures can
be done by different approaches which can be generally classified as purely
analytical and experimental-analytical.

In the pure analytical method assumptions are being made as to the
mechanical characteristics of the element from which the structural resisting
system is composed. These assumptions are used to build a mathematical model
(i.e. spring-mass system with defined degrees of freedom) which is used for
the determination of the static stiffness properties of the overall structure.
Stiffness properties are then used for the calculation of static deflections
and stresses and also for the calculation of natural frequencies and the
corresponding mode shapes which are required for the calculation of
deflections and stresses resulting from dynamic loads.

In the experimental-analytical model the results of the theoretical
analysis are checked against experimental results made on a simplified
laboratory size model.

It is the author's opinion that the main disadvantages of the two above
methods are as follows:- i

- in the purely analytical method the success of solution depends largely
on the assumptions made at the start and any wrong assumption cannot be
improved whatever the refined techniques of calculations used later.

= in the experimental-analytical method the simplified laboratory model,
generally made from a homogeneous material different from the one used
in the real building, cannot give reliable results.

The small amplitude resonance testing method consists in inducing small
amplitude vibrations to a real structure from which the true resonant
frequencies and mode shapes are determined. These are later used in
calculation of static stiffness properties of a mathematical model of the
structure in which the definition of the degrees of freedom and the distribution
of masses only are required. The computation of the latter model therefore is
much simpler than the one mentioned above.

The main contribution of the small amplitude resonance testing is
therefore in providing tool for checking the validity of assumptions for the
mechanical characteristics of structural elements. The author does not know
about any other available method in which such a check can be made on the whole
structural system.

The paper reviews the techniques of the small amplitude resonance testing,
together with the main equipme:. required. The formation of a suitable
analytical model for symmetric structures is discussed and numerical methods
for the solution for stiffness properties are presented.
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The method is then applied to two laboratory size structures which
are experimentally tested both for resonant frequencies and static
stiffness.

1. Introduction

The use of resonance testing to determine static characteristics has been applied in the
past decade to a variety of structures.

It consists mainly in processing the data from resonance testing using theory derived
from the modal analysis. To make the understanding of the paper more efficient, basic
principles of the modal analysis are concisely explained.

There are several methods of processing the data from resonance testing and general
classification of them with particular emphasis on the use in aircraft has been given by
Young and On (3) 4

Nielsen(l) used resonance testing to identify a five-storey symmetric reinforced concrete
building and his method of '"processing" is applied in the present paper. The author used
Nielsen's method in the past in investigation of reinforced concrete walls(#). Another method
of "processing" resonance data has been described by Berman and Fhannelly and their method

is also used in the present paper.

In what follows, the structure is assumed to be elastic and linear within the range of
investigated deformations. These assumptions allow the use of small deflection theory. The
experimental work has indeed proved that maximum deformations of the structures during
resonance testing were indeed very small. They were much smaller thard the deformations

required for static testing.

The investigated structures are analysed for horizontal loads only.

Notations are explained where they first appear.

2, Resonance Testing of Structures

There are several methods through which a structural system with constraints (subsequently
defined as system) can be brought into a vibratory motion. These methods can be classified

as forced and ambient.

In the forced method, vibrations of a vibration generator (subsequently defined as shaker)
are transmitted to the system, If the vibrations of the shaker are periodic and of constant
amplitude, then the resulting vibrations of the system are of the steady-state type, with the
same period of vibration, but with different amplitudes. In the resonance testing the
vibrations are in addition harmonic so that slow sweep over a range of frequencies allows
detection of resonances which occur at modal (natural) frequencies of the system. This method

is usually defined as forced-steady-state.
There are other forced methods such as deceleration of a shaker brought to a high

frequency - the run-down test, and the impulse method. It is the author's opinion that these
are much less suitable for the purpose, and therefore are not investigated here.

In the ambient method, wind induced vibrations of the system are recorded and decomposed
by means of Fourier Transform technique into harmonic vibrations. The resonances are detected

by comparing the relative amplitudes of particular harmonics.

In the present investigations the forced steady-state method has been used. The
equipment consisted of a shaker and accelerometer transducers, the description of which is

given below.

** Raised numbers in brackets in the text refer to literature references.
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Shaker: Electromagnetic with a permanent magnet field. The unit produces unidirectional
motion and has been tallored to develop up to 50 lbs. force in the frequency range from

0-400 Hz. Maximum amplitude of movement is * inch peak to peak, but it has never been fully
used. The vibratigns of the shaker were generated by a harmonic frequency generator controlled

by a frequency counter with five digits reading capacity. The output from the generator was
magnified by a D.C. amplifier.

Accelerometer: four-arm Wheatstone bridge consisting of semi-conductor strain gauges attached

to a cantilever arm. Resonant frequency maximum 450 Hz and range in some: =10 to + 10g and in
the others: -50g to +50g.

During tests, the shaker was suspended by means of thin steel wire from a rigid surface
so that it formed a low frequency, low stiffness independent system and was attached to the

tested system by an articulated, long and thin arm, capable of transmitting unidirectional
motion only.

3. Theoretical fundamentals of the use of resonance testing results for the computation of

static properties of the system

3.1 Modal Analysis
As mentioned earlier, modal analysis forms the theoretical fundamentals of the method.

For the purpose of performing modal analysis the following assumption is added to that
previously stated: the system is constrained and it possesses a finite number of degrees of
freedom. Unfortunately there is no systematical approach in the mathematical sense as to
the determination of the number and of the location of these degrees of freedom, apart from
the requirement that these degrees of freedom should fairly represent the motion of the system
under the considered system of forces (in the present case — horizontal forces).

These assumptions can be used to construct two representative matrices of the system.
These are the stiffness (or flexibility) matrices and the mass matrix. All matrices are
square of the order n x n, where n - the number of degrees of freedom.

The stiffness matrix {K} is symmetrical and in general case full, while in particular
cases it may be a band matrix. The meaning of a coefficient, kij, in the matrix (where i
and j specify respectively number of the row and number of the column) is the force at the
degree of freedom i and in the direction of that degree of freedom due to unit displacement

at and in the direction of degree of freedom j while all other degrees of freedom, including
i, are restrained against motion.

The flexibility matrix {F} is simply the inverse of the stiffness matrix and the meaning
of the coefficient, fij, is the displacement at and in the direction of the degree of freedom
i due to a unit force at and in the direction of the degree of freedom j.

The mass matrix {M}is a diagonal matrix of order n x n and the meaning of coefficient
mi% is the lumped mass at degree of freedom i. The lumping of the masses is done using
Simp

le geometrical consideration of the distribution of masses around the particular degree
of freedom.

If now (x) denotes vector of order n x 1, representing the displacements of the system,
the conservative equation of motion becomes:

M) + {KIx) = (0) @

where (0) is a zero vector and (X) is the vector of accelerations, i.e. second derivative
with respect to time of displacement vector.

2
Equation (1) is transformed into a system of homogeneous equations with respect to w
by the following substitution:

&) = (a)e vt 2

2
where (A) is n x 1 vector of amplitudes, j - imaginary number (j~ = -1), W = circular
frequency and t - time, e - the base of natural logarithm.
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That substitution yields:

) :
(v} + {KH@ = (0 3
The solution of equation (3) gives the modal matrix {D} of order n x n where each

column, i, is a natuxal vector (d,) of order n x 1 corresponding to mode i of wvibration and

a diagonal matrix w of order n'x n; where wi is the square of circular frequency of mode i.

The relationship between the {K} and {M} matrices and the modal solution can be written
as a modal equation of equilibrium:

{kHD} = {MHDMHw’} “)

The following orthogonality properties of the modes will be used subsequently:

{0"HuM}D} = {eMs} ' (5)

where the top suffix T denotes transposition and {GMS} is a diagonal matrix of generalized
masses.

_ T
eMs,, = (d; {mMr(d)) (6)
The off-diagonal elements of {GMS} are zero because of the orthogonality property of

modal vectors corresponding to different modes:

(d?) {M} (di) = 0 for any 1 # j

In mathematical sense, modal analysis is the solution of the characteristic value
problem for a conservative system.

3.2 Direct Solution for Stiffness and Flexibility .
In the so-called direct solution equation (4) can be solved for {K}CZ) to yield:
2 -
{x} = {0{dHv'}({eushH ™ (" Hm} Q)

-1 . .
where ({ }) ~ denotes the inverse of a square symmetric matrix.

If equation (7) is premultiplied by ({K})_l = {F} then the new aquation can be

solved for {F} .
{F} = {d}w?hH YleushH 1 p") @)

We notice that both equations (7) and (8) require inversion of diagonal matrices only.
Inversion of such matrices does not require the use of special algorithms; in the inverse of
a diagonal matrix the diagonality is fully preserved and it is sufficient to rewrite the
matrix by filling the diagonal with reciprocals of the elements.

3.3 Properties of Equations (7) and (8)

both equations can be solved for any number of modes, i.e. when {D} is a rectangular
matrix of order n x m, where n - as before, number of degrees of freedom, and
m - number of available modal vectors. Matrices {w2} and {GMS} are in this case of

the order m x m.

- in general case, equation (8) cannot be obtained by inversion of equation (7) and
vice-versa, the particular case when it is possible being when all n modes are available
and matrix {D} has been normalised with respect to {M} so that {GMS}= {1} (a unit matrix).

- for m < n equation (7) and (8) will yield different results. The question which of the
equations is more reliable when the data from the resonance testing is used, is

investigated in the present paper.
- also, for m < n the calculated {K} and {F} are singular, so that they cannot be

inverted.
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3.4 Nielsen's Approach(l)

The modal equation of equilibrium (4) for the case where {D} is of the order n x 1 can
be written as:

(a3 = vi{uia,) 9
where matrix {A,} is constructed from components of modal vector (d.) and is of the ord.r
nxp where p - number of unknown coefficients in {K} and (k) is vector of these p un
coefficients. The choice of number of coefficients in (k) and the construction of {A.} .
be done with special care. To do this the structure must be represented as a spring—ﬁag;
system with number of masses equal to the number of degrees of freedom and the number of
springs varies according to the model of the structure, i.e. "close coupled", "far-coupl-."
etc. In the present paper three of such models are investigated for structure No. 2.

Equation (1) cannot be solved directly as matrix {Ai} is not a square matrix.

There are two different approaches to the solution of equation (9) and both lead to
the same final equation.

1
Nielsen( ) used a statistical approach which consisted of rewriting equation (1) in
terms of an error vector (V).

(a3 - V@) = (10)

squaring both sides of equation (10) and differentiating with respect to (k), leads to
equation (11):

ATHA YW = WH{ATHMI,) | (11)

where {Ai}{A } is a square matrix but not necessarily non-singular, the inverse of which, if
possible) wiil yield results for (k).

Equation (11) can also be obtained if the concept of pseudoinverse matrix is used(é)

In publication_(6), pseudoinverse of a rectangular matrix {B} with real coefficients is
defined as ({B }{B})-1.

We notice that equation (11) can be obtained from equation (10) by premultiplying both
sides of the last one by {AT}, Using now the concept of pseudoinverse, the solution for
(k) is given by equation (12).

T -1 2,,T

= 12
(0 = {AHADT wilA M3 @) 2)
In the present paper this method is applied to Structure No. 2.

If several modes of the structure are available, equation (10) can be rewritten:

{a;} AU RICH)
(A, (0 = [ Wi}y a3
{a,} SAURICH

which again can be rewritten as:
{aaY (k) = (2) (14)

where {AA} is a rectangular matrix of the order (n x m) x p and vector (Z) is of the order
(n x m) x 1, where m - number of available modes of vibration.

Equation (14) is again solved using equation (12).

The influence of the number of modes upon the solution is also investigated in the
present paper.
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4. The Investigated Structures

Structure No. 1 is shown on Figure 1. It is a two-storey symmetric space frame with
square concrete rigid floors and I-steel columns. The columns were bolted to the floors
through anchor steel plates. At the base column were fixed through heavy beams to the
testing floor (5' thick reinforced concrete).

Two degrees of freedom were assumed for the horizontal motion of the structure.
Theoretical stiffness matrix has been calculated assuming full restraint (no rotation) at
column joints. Experimental flexibility matrix has been determined statically by applying
horizontal loads at the floor levels. The inverted theoretical stiffness and the experimental
flexibility matrices are presented below: units are in/lbs for flexibility and
1bs/in for stiffnesses.

Theoretical (Inverted) Experimental Theoretical Stiffness
-5 0.658 0.658 -5 1.66 1.89 303951.4 ~-1519757
{F} =10 {F} = 10 {k} =
0.658 1.316 2.07 3.60 -151975.7 1519757

Two translational modes of vibration were determined experimentally in one direction only.

Structure No. 2 is shown on Figure 2., It is a three-storey symmetric space steel frame.
Columns are continuous I-beam sections, while floors are made from interconnected channel steel
beams. At the bottom, columns were cast into a rigid reinforced concrete base, which was then
fixed to the testing floor. Three degrees of freedom were assumpey for the horizontal motion
of the structure. Theoretical stiffness matrix has been calculated by taking into
consideration the actual floor stiffnesses and experimental flexibility matrix has been

determined through static experiments.

Three translational modes of vibration have been determined experimentally in one
direction only.

The inverted theoretical stiffness matrix and the experimental flexibility matrices are
presented below:

Theoretical (Inverted) Experimental Theoretical Stiffness
0.719923 S [(864 1.16 1.26 343797 gy
- Epss - Ep o,
{F}= 10™°[0.887895 1.867783 ‘L (F}= 1072 [1.10 2.49 2.92| {K}=|-198494 316759 dc

0.903488 2.059768 3.089737 1.20 2.78 4.31 31794 -153127 125150

5. Presentation of the results

Experimentally determined and theoretically computed stiffness and flexibility matrices
follow the descriptions of the tested structures. In Figure 3 a comparison is made between
flexibilities obtained by using different methods of processing the data from the resonance
testing. Since comparison between coefficients of several flexibility matrices is difficult
an imaginary horizontal unit load vector is applied to the structure and deflections at each
degree of freedom are calculated subsequently. This leads in fact to summations of rows in
flexibility matrices and these are then compared.

For the sake of completeness of representation, full matrices are given in Table I.

6. Conclusions:

Structure 1 - assuming that the static experimental flexibility matrix is the most
reliable, the direct solution for flexibilities gives rowwise results which differ by no
more than 6.2%. If averages are considered, then that difference reduces to 1.4%. There is
no consistency in these variations, i.e. some are towards increase in stiffness (smaller
flexibility coefficients) and others towards decrease in stiffness. On the other hand
comparison of data in Figure 3 and Table I shows that direct solution for stiffnesses compares
well with theoretical solution only if all three modes of vibration are used. But the’
theoretical stiffness matrix when inverted has the average flexibility reduced by 25.5%,
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and so must be the solution for stiffness. If three different spring-mass models are
considered, then the best results are obtained through model No. 3, but only if the number of
used modes of vibration is equal to the number ¢f degrees of freedom.

If model No. 2 is compared with model No. 1 then the two give results which deviate in
opposite directions. While model No. 1 gives much stiffer structure, model No. 2 is more
flexible. The increase in stiffness in the case of model No. 1 becomes evident if the type

of the structure which the model can represent is taken into account: it is the so-called
shear structure with infinitely rigid floors.

For Structure No. 1 only direct solution is available using one mode and two modes. In
both cases the average results differ by 11.5% from the static experimental value, the
direction of the variation being uniform towards increase in stiffness. That increase in
stiffness can be perhaps explained by the fact that in resonance testing the amplitudes of
the structure were much smaller than in static experimental testing.

In general it can be concluded that the direct method of solution for flexibilities 4is the
most successful one. The author has not at present an explanation why the direct solution for
stiffness is less successful than the direct solution for flexibilities, But this is an
advantage for structural solution, where in most cases analysts are interested in deformations
of the structure for a given set of forces. Now the deformations are obtained by
multiplication of the flexibility matrices by force vector.

For more complex structures analytical models are extremely difficult to build, a fact
which favours again the use of the direct method.
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TABLE 1
VALUES OF STIFFNESS AND FLEXIBILITY MATRICES FOR STRUCTURES NO. 1 AND NO. 2
Units are 1b/in for stiffness matrices and in/1b for flexibility matrices: 1 in/1b = 5.71 N/mm.
STRUCTURE NO. 1 STRUCTURE NO. 2 1.1b/in = 0.175 mm/N.
Direct Solution Direct Solution
1. Two Modes 1. Three Modes
K= 176279.4 -90294.8 F=10'5 1.390169 1.751799 335336.4 -219910.6 50335.6 -5 .873458 1.198071 1.190156
-82805.3 71654.9 1.606495 3.419976 K= [-220603.9 330250.8 -155299.2|F=10"" [1.155743 2.513342 2.782004
59989.3 -171054.0 119390.6 1.216983 2.998946 4.225429,
2. One Mode
ke | 6900.67  10847.16] _ o-5[1.141777 1.918185 2; Iwo Modes,
10547.16  16120.54] 1.918185 3.222551 97005.05 48845.24 -65415.39] -5 .834311 1.241940 1.166892
K= | 47598.31- 27854.02 -25260.94| F=10"" [1.281925 2.370474 2.867580
STRUCTURE NO. 2 (Cont.) 67608.84 -27206.28 57618.83 1.259605 2.949806 4.260041
First Model
Fid 3 " : Second Model
(F1ex1b1]1g¥ r:::r;:?:f:eﬁgzlxgr?i)"’Versw" (Flexibility matrices obtained by inversion
of the stiffness matrix{
1. Three Modes 1. Three Modes
388380 .685852
-5 335599.7 993671
K= [242576 363018 ] F=10 E.685852 1.098094 J -5k
K= |-218038.3 336087.5 F=10 " [1.435726 3.049775
g -T2 12002 :£05952 1.0380%4 1928360 48979.1 -163661.3 114682.2 .624522 3.739112 5.51419
2. Two Modes 2. Two Modes
248379.9 5 0.755961 302398.2 -5 .887077
K=}-116098.2 170937.1 F=10 ~]0.755961 1.617299 K= |-182157.7 288723.6 F=10 .150641 2.432668
0 -54838.9 54839 0.755961 1.617299 3.440822 33490.1 -138204.2 104714.1 .234616 2.841959 4,309898
3. One Mode ( Third Model
Flexibility matrices obtained by inversion
359196.0 0.512619 < .
= |-164119.4 215325.5 £=10"°0.512619 1.121931 of the stiffness matrix)
0 -51206.1 51206.1 0.512619 1.121931 3.074824 1. Three Modes
329026.6 -5 .868031
= [-219303.8 336394.9 F=10 " |1.137706 2.400893
54060.1 -162740.5 116943.6 1.181980 2.815186 4.226364,
2. Two Modes
483962.0
FOR DETAILS OF MODELS SEE FIGURE NO. 3. k= -?ggg?gg _gggggég 154541.0

FIGURE 3

For each Matrix the first column includes the Value of the Row and the second column the Percentage
with respect to Static Experimental Matrix

Sum of Rows in Flexibility Matrices of Structure No. 1

Units are:
for flexibility in/1b. 1 in/1b = 5.71 N/mm.
for stiffness 1b/in. 1 1b/in = 0.175 mm/N.

EXPERIMENTA| Two Modes ¢ One Mode _g
MULT. BY 10-2 [ MULT, BY 10 MULT. BY 10

ROW 1 3.55 | 100 [3.141968 [ 88.5 [3.060962 |86.2
ROW 2 5.67 100 |5.026471 | 88.7 |5.140736 | 90.7
AVERAGE 100 88.6 88.5

STATIC DIRECT SOLUTION |DIRECT SOLUTION{

Sum of Rows in Flexibility Matrices of Structure No. 2

STATIC DIRECT SOLUTION[DIRECT SOLUTION]DIRECT SOLUTION ( FIRST MODEL FIRST MODEL FIRST MODEL|] SECOND MODEL
EXPERIMENTAL Three Modes Two Modes 5 One Mode g Three Modesg Two Mor]eg5 One Mode5 Three Modes
MULT. BY 10-5| MULT. BY 10°5 | MULT. BY 10" MULT. BY 10 MULT. BY 10 °|My 1. BY 10 MULT. BY 10~° [MULT, BY 10-5

ROW 1 3.284 1 100.0 | 3.261 99.3 (3.243 98.8/3.081 93.8 [2.0576 |62.7 |2.267883|69.1 |1.53786 (46.8 (4.053919 [123.4
RO 2 6.51 |100.0 | 6.451 99.1 |6.520 100.2(6.424 98.7 |2.88204 [44.3 (3.9906 |61.3 |2.75648 (42.3 (8.300895 |127.5
ROW 3 8.29 |100.0 |8.441 |(101.8 |8.47 102.2(8.581 103.2 [3.712315/44.8 |5.814082(70.1 (4.709374|56.8 | 10.877837(131.2
AVERAGE % 100.0 99.7 100.4 98.6 50.6 66.8 48.6 127.4

HIRD MODEL THEORETICAL
Three Modes FROM INVERTED
MULT. BY 107> |CALCULATED STIFFNESS

3.187717197.1 12.511183 76.5
6.353785/97.6 14.815432 74.0
8.223535/99.2 |6.052993 73.0

Models for Structure No. 2

[y - i A
g .

RO T W I T S R I

98.0 74.5 First Model Second Model Third Model
General Stiffness Matrix: General Stiffness Matrix: General Stiffness Matrix:
ky+k, $ ky +k2+k5 s}"'”etp k’l +k2+k5 S, n
K=[-k, kytky t""c K=[-k, kotkgtk, e K=k, kytkatky c
0 -k3 k3 -ks -k3 k3+k5 -k3 -k3 k3+k6+k5
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Noise, Shock & Vibration Conference, 1974 Monash University, Melbourne

OFFICE FLOOR VIBRATIONS — DESIGN CRITERIA AND TESTS

D. Mason
John Connell & Associates
Melbourne, Victoria

M. M. Mc Cormick
BHP Melbourne Research Laboratories
Clayton, Victoria

SUMMARY - The paper reviews available criteria for assessment of human percepti-
bility to occupant-induced vibrations in office building floors. The character-
istics of typical vibrations and methods for their calculation are investigated
and verified by several tests which are described. Design recommendations are

presented.

1. BACKGROUND AND SCOPE

In early 1972, John Connell and Associates (JCA), structural designers of the Collins Place
Development in Melbourne, sought advice from officers of BHP's Melbourne Research Laboratories (MRL)
on some aspects of the design of composite steel beam~concrete slab floor systems with particular
reference to vertical vibration induced by normal conditions of office occupancy and potential

annoyance to the occupants.

BHP's Head Office building employs a similar floor system to that projected for Collins Place,
and MRL had become involved in conjunction with designers Irwin, Johnston and Partners (IJP) in
solving a similar design problem some four years earlier.

Both buildings are similar in that the designers sought to provide large column-free work
areas in which flexible furnishing and partitioning arrangements are possible. This approach to
building planning is relatively new in Australia, and means that many sources of vibration damping
present in buildings constructed in the past may not necessarily be present in these buildings.

Further, in order to achieve this objective, longer span floor beams (12 to 13 m) are used
than has been common in the past (6 to 8 m). Finally, economic considerations require that the
floor system be as shallow and as light as possible which led in each building to the selection of
lightweight concrete floor slabs acting compositely with high strength steel beams.

As a result of these largely non-structural factors, the floor systems are longer, shallower,
lighter, more flexible and potentially less well damped than floors within the designers' previous
experiences, for which reason the designers in each case saw fit to consider in more than the usual
detail the possibility of floor vibrations and their likely effects upon occupants.

This paper describes the criteria which were considered in the designs, several tests which
were undertaken to verify a number of design assumptions, the solutions which were derived, and
subsequent performance of the floors in BHP House. In the light of this experience, a design

method is recommended.

Only transient vertical vibrations caused by normal occupancy and usage are considered.
Steady state vibration caused by plant operation is usually isolated at its source and is not con-
sidered here. Lateral vibration caused by wind forces was also considered by the designers in each
case but a discussion of that subject is outside the scope of this paper.
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2. THE DESIGN PROBLEM

There are two aspects to the design problem, namely:

(i) the prediction of relevant characteristics of vibration likely to be induced, and
(ii) determination of an acceptable level of vibration.

With regard to the first, there are numerous methods available for calculating structural re-
sponse to a given disturbance. These include some fairly comprehensive computer programs which are
available commercially. However, a design office seeks simple, economical and reliable checks to
ascertain whether or not a problem is likely to exist before considering recourse to such programs.
Further, reliable computer analyses tend to find at least three significant degrees of freedom in
a typical building floor, and the response patterns obtained are difficult to relate to available
human sensitivity criteria. Finally, the damping characteristic of the floor is of fundamental im-
portance, and this is difficult to predict analytically. Therefore, primary attention has been
directed to simple methods which can be related to available sensitivity criteria. However, several
computer analyses were made and are referred to later.

With regard to the second aspect, there is a paucity of useable information available, despite
the fact that mechanisms of human response to vibration are now being researched (e.g. 5) and
various measures of human response to steady state vibration have been available for some years (6,
9) . Reference 9 in particular gives a good review of the state of knowledge in this area up to

1965. A brief review of the little information on human response to transient vibration that is
available is given below.

Reference 1 - Lenzen

Lenzen is believed to have been the first to attempt a solution to this problem. His solution
has been directed specifically towards a particular type of floor system which utilizes a light
weight concrete slab (of the order of 70 mm thick) supported compositely by closely spaced (approx-
imately 1 to 1% m) light steel trusses with spans up to about 8 m. The total depth of the floors
is such that most satisfy the span/depth ratio recommendations of the U.S. Specification for steel
building design (15). The SAA Steel Structures Code (14) contains no such provision. The floors
of interest in this paper use heavier slabs (100 to 140 mm thick) compositely supported by heavier
rolled steel beams at typical 3 to 4 m spacings over spans of 12 to 13 m. Total floor system depth

is about the same as for Lenzen's trussed floors, but approach the limits recommended in Reference
15 for span/depth ratio.

Lenzen studied a number of both in-situ and full scale model floors, and the response of occu-
pants to varicus types of disturbance creating transient vertical vibration. He found that

(i) damping was themost significant factor influencing human response.
(ii) when damping exceeded about 5%*, the occupant felt only an initial impact.
(iii) when damping was less than about 3%, the occupant responded as though to a steady state

vibration.

(iv) when damping was between 3% and 5%, human response was reasonably well described by ref-
erence to a vibration percegtibility chart.

(v) the usual formula £ = (n/2L<)V/(EI/m) gave reasonable estimates of the natural frequency
f hz with which the floors responded. 1In this formula, L is the span, EI the flexural
rigidity and m the mass/unit length of a single simply supported beam.

Lenzen's vibration perceptibility chart derived on the basis of his observations simply modi-
fies an earlier chart by Reiher and Meister (see Ref. 9) by multiplying the amplitude scale by a

factor of 10. This is shown in Figure 1, and requires that damping be between 3% and 5% approxi-
mately.

He also found that a typical vibration amplitude could be approximately ascertained as the
equivalent of the static deflection under a 1.35 kN point load. This load was to be modified to
(0.0151.2/D) kN for longer span floors without partitions, where L and D are the span (m) and depth
(m) respectively. The closely spaced truss and slab floor shows significant two-way action, and
Lenzen's earlier work suggested that no more than 10 trusses be assumed to act together when cal-
culating the deflection. Later work (7) gives a more rigorous method of calculating stiffness. It
was initially believed that the 10-truss assumption was the basis for the 10-fold amplification of
the amplitude scale referred to earlier, but this belief has subsequently (7) been found to be in-
correct.

Thus the second aspect of the design problem has been almost inseparably keyed to the first in
Lenzen's approach because of its inherent empiricism.

*Throughout this paper, all figures for damping are quoted as % of critical damping,
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Lenzen's approach has been critically reviewed by Chang (8, 10), who suggests that its validity
for other types of floor system is doubtful. Nevertheless, it has been adapted by Khan (2) and
applied to a wide variety of floors, using deflection under a 1.35 kN point load as an estimate of
likely vibration amplitude. It is claimed thatuse of this procedure has not resulted in any unsat-
isfactory flr rs in the U.S., and the range of floor characteristics considered by Khan are shown

in Figure 1.
Finally, it is worth noting that Lenzen shrewdly made no recommendation for limiting amplitude
and frequency. It has been left entirely to the designer to ascertain an acceptable limit.

Lenzen's approach only gives the designer a description of the type of vibrations likely to be en-
countered. A further review of the problem is given by Lenzen in Reference 11.

Reference 12 - Soretz and Holzbein

The authors of Reference 12 quote a further reference which claims that disturbing vibration is
avoided when a floor deflects no more than 0.7 mm under a 1 kN point load. (Approximately 1 mm
under 1.35 kN as used by Lenzen and Khan.) They also point out the need for further research.
1 mm limit is plotted on Figure 1 for comparison with other criteria.

The

Reference 4 - 1.S.0.

The recommendations ofthis document are intended to apply to all types of vibration although
the present authors feel they are more directly applicable to continued steady state vibration. Th~=
document recommends maximum values of r.m.s. acceleration continued for various periods to give
several levels of occupant comfort and work efficiency. The stated threshhold levels for reduced
comfort with exposure times of 1 minute and 1 hour are shown in Figure 1. Although it is difficult
to relate these exposure timesto typical building floor vibrations of idterest here (they may be
accumulated times of a series of individual events), it is seen that a reasonable comparison may be
drawn with Lenzen's criteria, without the need to make any assumption as to the source and magnitude

of the disturbance.

Reference 9 - Steffens - Authors' modifications

Lenzen's approach and its reasonable comparison with the ISO recommendation prompted the pre-
sent authors to apply a similar approach to Dieckmann's criteria for steady state vibration.
Steffens (12) summarized Dieckmann's criteria and part of a German standard DIN 4025. The author's
adaption amounts to increasing Dieckmann's value of K by a factor of 10. It is shown in Figure 1,
and it is suggested that for transient vibration K = 1 corresponds to a threshold level, K = 1 to 3

to just perceptible, K = 3 to 10 to clearly perceptible, K = 10 to 30 to strongly perceptible, but

not annoying, work unlikely to be affected. Again, .a rough but not unreasonable comparison can be
drawn with the other criteria plotted in Figure 1.

Summary

The four sets of criteria which have been reviewed are all approximately comparable on a qual-
itative basis. A rigorous quantitative comparison is not possible because of the subjective nature
of the descriptions of zones of perceptibility and the individual interpretations which can be
placed upon these descriptions. The apparent accord between these criteria does not, however, nec-
essarily vouchsafe their successful application. IJP, JCA and the authors were aware of a number
of problems which were again reported by Lay (13) on his return from a visit to the U.S. He ob-
served that information relating to in situ performance could not be obtained and stated that
"Clearly, some of the proposals(being developed for perceptibility criteria and methods of perform-
ance assessment) would be highly controversial and potentially discreditable to some (floor)

systems".

There are three possible explanations for the circumstances surrounding Lay's observation:

(1) Lack of damping in some floors. According to Lenzen's observations, if damping is less
than about 3%, the original Reiher/Meister sensitivity scale would be applicable and such floors,
if plotting near the upper edge of the shaded area in Figure 1, would then be classified as having
annoying or disturbing vibration characteristics. )

(ii) use of over-optimistic estimatesof stiffness to calculate approximate vibration ampli-
tudes, possibly due to misapplication of Lenzen's recommendations outside their range of validity.
This is the basis of Chang's (8, 10) criticism of Lenzen's approach. It is discussed further here

in a later section.

(iii) use of incorrect equivalent static load for estimation of typical vibration amplitudes,
or a similar problem with other (unknown) developments.
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These and other matters are probed in the work described in the following sections.

3. THE MODELS

In each case, full scalemodels of sections of the floor had been built. Each model consisted

of a pair of beams supporting a compositely attached concrete slab which overhung the beams on each
side.

The BHP model used 530UB82 Universal Beams in mild steel castellated to a depth of 730 mm.
Beam spacing was 3.05 m and span was 12.6 m. The slab used a Grade 20 lightweight concrete with
65 mm depth over permanent steel formwork with 55 mm deep ribs. The slab overhung the edges of the
beams by 850 mm. No attempt was made to simulate end fixity conditions.

The Collins Place model used 530UB82 Universal Beams in mild steel with 430 mm circular web
openings for carrying mechanical services. -Beam spacing was 4.3 m and spans were 11.7 m and 13.1 m
- a feature which, in retrospect, caused unnecessary complication when interpreting test results.
The slab was 125 mm thick in lightweight Grade 20 concrete, and overhung the edges of the beams by
1.83 m. Although mild steel beams were used in the model, high strength steel beams are to be used
in the structure. This model attempted to simulate end fixity conditions. :

4. THE BHP MODEL TESTS

) The calculated stiffness and natural frequency of the model were verified by static and dynam-
1? tests. All tests have been reported elsewhere by Foden (17). Typical results are plotted in
Figure 1. Unfortunately, the instrumentation was fairly crude, using a slow response pen recorder

which severely attenuated amplitude signals, with the result that natural frequency was the only
dynamic parameter reliably measured.

In addition to static load and mass dropping tests, vibrations were also created by people
walking, running and "heel dropping" (sudden transfer of body weight from toes to heels) and the
subjective response of anumber of observers obtained. Light pedestrian traffic produced slightly
perceptible vibrations, although strongly perceptible vibration could be created by a number of
people running in step. Although difficult to judge because of the absence of reliable amplitude
signals, the results tended to support Lenzen's observation that (with damping estimated at about
1%) the Reiher Meister steady state vibration criteria would be applicable. Nevertheless, the
Figure 1 plot indicated that the response of the floor was typical of that in the U.S. The design-
ers IJP adopted the design without modification on the basis that it was known from design logic
and from their overseas experience and data that the in-situ floors would be stiffer and better
damped than was the model. Therefore, the Figure 1 plot should not become worse and the presence

of more damping should render it valid. The desirability of undertaking future in-situ tests was
noted.

5. COLLINS PLACE MODEL TESTS

The tests initially undertaken here were very similar to those on the BHP model some four years
earlier. However, instrumentation was much improved and gave satisfactory measurements of ampli-
tude, frequency and damping. Typical results are plotted in Figure 1. Subjective observations of
vibration due to various types of pedestrian traffic were similar to those obtained from the BHP
model tests. Interpretation of results was made difficult due to a "beating" effect between the
two unequal span beams with similar but non-identical frequencies.

An attempt was then made to simulate better the in-service conditions. The free edges of the
slab were propped to approximate in-situ connections to adjacent panels of floor, and the model
was furnished to some extent with underfelt and office furniture. No partitions were used, and the
extent and type of furnishing was generally far lighter than would be achieved finally. The furn-
ishing together with occupants standing/sitting on the furniture reduced subjective human sensitiv-
ity a little but had no significant measurable effect. The effect of then propping the slab was
measurably beneficial, andtypical results are plotted in Figure 1. Subjectively, vibrations due to
pedestrian traffic were still perceptible to all observers. Some further similar tests were also
conducted using a mechanical impactor/vibrator built at MRL. The objective of using this machine
was to create distrubances which could be reproduced exactly on other floors, and later on Collins
Place floors at various stages of construction.

In general, the results of all tests were then not sufficiently conclusive to enable a firm
design decision to be made. The designers JCA withheld their final decision to proceed with the
design until after assessment of test results from BHP House which had recently been completed. 1In
this respect JCA were more fortunate than IJP had been four years earlier in that local experience

was now available. In the ahsence of data from BHP House, JCA would have adopted reasoning similar
to that used by IJP.
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6. TESTS IN BHP HOUSE

BHP House had recently been completed and was awaiting occupation. Floors were carpeted,
office partitions were in place, and some furniture had been installed.

At a subjective level, the response offloors to walking, running, jumping and heel dropping
was judged to be acceptable, similar to that typically experienced in the home but marginally more
perceptible than is common in office buildings.

Tests were also conducted using the mechanical impactor and typical results are plotted in
Figure 1. A steady state vibration was also induced with resonance being established at two fre-
quencies, about 6 hz and 10 hz. Single impact free response was at a frequency of 10 hz which was
considered to be the relevant (natural) frequency of the floor. The lower frequency is believed to
be due to vibration of the slab between the beams. The increase in frequency from model (6 hz) to
in situ (10 hz) conditions is attributed to increased stiffness, All tests indicated quite accept-
able performance and supported the designers' reasoning in arriving at their decision as described

earlier.

At the time this paper was written, BHPF House had been occupied for about one year and while
some occupants say that vibration under normal office use is perceptible, no complaints have yet
been received in regard to this type of vibration.

In regard to the assessment of the Collins Place floors, the performance of floors in BHP
House, particularly theimprovement in damping characteristics, satisfied JCA that their design

would be similarly adequate.
Y

7. OTHER DATA

In an endeavour to ascertain the extent to which the performance of the two floor systems may be
typical of Australian practice, information from public construction authorities was sought with
little success. The S.A. Public Buildings Department kindly provided some data (3) and calculated
characteristics of two composite steel beam-concrete slab floors from a school and a hospital are
shown in Figure 1. The extent of damping in each floor is unknown, although both are considered to
perform satisfactorily. It is seen that the predicted response of these floors is more perceptible

than that of most others plotted.

8. GENERAL OBSERVATIONS AND ANALYSES OF TEST RESULTS

(i) In all tests which were undertaken, it was found that impact from a 23 kg mass dropped
through 300 mm created vibrations which were reasonably typical of those produced by moderately
heavy pedestrian use. The use of a 138 kg mass (1.35 kN force, after Lenzen) applied statically
produced results which were lower than but comparable with the 23 kg impact, although there was
considerable variation which is attributed to variations in the dynamic magnification factor applied

_ to the 23 kg impact.

When amplitudes are predicted using Lenzen's 0.015L2/D kN in place of 1.35 kN point load

(ii)
and plotted on Figure 1, the results bear little correlation with observations. It is considered

that this empirical adjustment is not applicable to beam-slab floors of the type considered here,
and should not be used.

(iii) Performance of model floors can be predicted analytically with a reasonable degree of
accuracy, as described in the next section. Although exact details of the response, (as typified
by the beating effect observed on the Collins Place model) were predicted by a finite element com-
puter analysis, a simple slide-rule analysis gave results from which much the same conclusions
could be drawn. The extent of damping could not be predicted analytically. The simple analysis on
which all results plotted in Figure 1 (except points 11 and 12) are based, used the formula for fre-
quency given earlier, and ignored any two-way action in the floor system. That is, all calculations
were made for a single, simply supported beam. There was good correlation between predicFed ?“d
observed performance. The results from the impact type loading tend to give a better subjective
measure of vibration performance than do results for the 1.35 kN point load. Thus, on Figure 1,
points 6 and 8 are considered to be most relevant, (points 2 and 4 have doubtful validity because
of the low damping in these cases and vibration was far more perceptible than is indicated by

Figure 1 for these two).

(iv) Subjectively, vibrations created by identical disturbances in BHP House are less perceptT
ible than those on the Collins Place propped-edge model, yet Figure 1 indicates the converse. This
difference is attributed to differences in the damping in each floor, BHP House having 10% or more,
Collins Place model with propped edges having between 2% and 4%. It is expected that damping will

be further increased in the full in-situ condition in Collins Place.
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(v) There is no apparent correlation between vibra

li@itation as recommended in Reference 15. The traditional recommended live load deflection limit-
ations (14, }5) appear to beequally irrelevant to this problem. In the next section it is shown
that the ratioc of span to beam spacing can have a significant influence.

tion performance and span/depth ratio

9. DESIGN RECOMMENDATIONS

LY

The following recommendations are made on the basis of the authors' observations and results.

(i) Natural frequency:

Calculate natural frequency for a single beam from

=_T /EI
s 2 m

2L

yhere the terms and the equation are as given earlier. Include all possible sources of stiffness
in the calculation, and make most realistic estimate possible for m in order to increase estimate
of £.

(ii) Vibration amplitude (simply supported beams) :

Calculate amplitude from

PL3

M
A =¥ * Zeer

where P = 0.2 kN

M = dynamic magnification factor
m . i
= (1 + Ef) with a minimum value of 2.0

N = no. of effective beams contributing to stiffness

L 3%

e B St
=35 V2 (5

S = beam spacing
t = slab thickness
n = modular ratio

o = ratio of arithmetic mean of torsional stiffnesses per unit width to geometric mean
of bending stiffnesses per unit width taken parallel andtransverse to the beam axis

EI = bending stiffness as used in frequency calculation.

The dynamic magnification factor is an upper bound estimate of the exact formulation given by
2 i 20%
M= |(1 - cos2ﬂft0) + (21Tfto - 51n2ﬁfto)

where tg is the time during which the 20 kg mass drops through 300 mm, i.e. tg5 = 0.25 sec. For
most practical floors, the value of M is between 6 and 15.

The effective number, N, of beams contributing to the stiffness has been determined from the
theory of orthotropic plates (16) assuming an infinitely leng plate transverse to the beam axis,
simply supported at the span ends. The question of end fixity effects on amplitude has not been
investigated by the authors. The significance of the beam span to spacing ratio is clear. Values
of the ratio o are commonly less than 0.1, and may be assumed to be zero for all practical purposes
except in the case of unusually thick slabs. Values of N are typically 1.0 to 1.5 for the widely
spaced beam and slab floors used in BHP House and Collins Place, but may be as high as about 8 for
closely spaced truss and slab systems common in the U.S. - the L/S ratio effect.

It seems reasonable tosuggest that this disparity, or lack of appreciation of it, could be
the source of trouble that has resulted in some criticism of Lenzen's work when it is applied to
other floor systems.
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(iii) ©Perceptibility:

Floors in which damping exceeds about 3% should prove acceptable when Af is less than 2mm/sec,
(line E in Figure 1) although vibration caused by normal use may be perceptible to the occupants.
For damping considerably in excess of 3% (say about 10% as in BHP House) a higher limit than
2 mm/sec should be possible, but in the absence of data on unsatisfactory floor performance, such
a limit cannot be established.

Floors in which damping is less than about 3% are likely to have potentially objectionable
vibrations, even when Af < 2 mm/sec, and consideration should then be given to supplementing the
naturally available damping, preferably to a minimum of 5%. Lenzen (1) gives guidance on selection

of damping devices.

Floors as conventionally constructed with the usual degree of furnishing and partitioning tend
to provide sufficient natural damping. BHP House is relatively lightly furnished and partitioned

and provided adequate damping.
(iv) Application:

Application of this design criterion to the floors of BHP House and Collins Place result in the
points numbered 11 and 12 respectively in Figure 1. Note that in each case, the calculated frequen-
cies of 6 hz and 4.5 hz respectively are used.

10. CONCLUSIONS

The paper has reviewed available information on human perceptibility t@ transient floor vibra-
tion, and methods of assessing likely levels of vibration. The design recommendations are similar
to those advanced by Lenzen and the authors found nothing which would refute his work except as
qualified herein. In particular it is essential when applying it outside the range of its original
validity, to make a proper assessment of likely vibration amplitudes.

The development of more positive design recommendations seems to await data on unacceptable
floors, and more qualitative data on damping sources and effects on people. Future tests at var-

ious stages of construction in Collins Place are aimed at providing the latter. The authors sup-
port Lenzen's observation that damping is probably the most relevant parameter.

It is expected that floors in Collins Place will give satisfactory performance.
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13. POSTSCRIPT

Since this paper was written, two further references have been found. These are:

18. Yokel, F.Y., Somes, N.F.,
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U.S. Dept. Commerce Nat, Bur. Stds., NBS Tech. Note 706, Aug. 72.
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Reference 18 describes a proposed standard test method which consists of dropping a leather
bag containing sand and lead shot and having a mass of 11,34 kg through a distance of 914 mm. It
also suggests a standard method of instrumentation very similar to that finally adopted in the
work described here, using a linear variable differential transformer mounted from a fixed refer-
ence, whose output is displayed on a recording oscilloscope. The proposed standard excitation is
also similar to a method used in the earliest tests by the authors which was discontinued when it
was found to produce vibrations less typical of in-service conditions than did the method finally
adopted. However, in terms of the present authors' recommended formula for amplitude calculationms,
the two different impacts result in essentially identical calculated amplitudes for floors with
natural frequencies in the 6 to 10 hz range.
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Reference 19 is of particular interest in that it is the earliest published reference of
direct relevance to the present problem which has so far been found by the authors. The prime con-
clusions were (i) that the original Reiher-Meister sensitivity scale is far too severe to describc
human reaction to transient floor vibration and (ii) floors with higher levels of damping of trans-
ient vibrations were less likely to be prone to unsatisfactory performance than were floors with
lower levels of damping. The present authors' work supports both of these conclusions. Reference
19 also states that the person who causes the vibration by walking is likely to feel more uncomfort-
able (than a bystander) on a lightly damped floor than on a heavily damped floor, because of an ab-
sence of comparable transience. In retrospect, the present authors cannot support this statement
from within the limits of their experiences and a number of researchers believe that the reverse
situation usually prevails. However, this statement together with differences in methods of pro-
ducing impacts between Reference 18 and this report leads to the hypothesis that apparent incon-
sistencies could be explained in terms of the floor coverings which exist between the source of
vibration, the floor, and the perceivor of the vibration. That is, the comparatively "hard" impact
used by the authors on a "soft" floor covering could produce a similar response to the Reference 18
"soft" impact on a "hard" floor covering. In a similar vein, the Reference 19 final statement could
be explained by having the person walking on a hard floor while bystanders are comparatively better
cushioned, e.g. seated on well padded chairs.

Finally, Reference 19 showed a plot of "vibrations that have elicited no comment from unsuspec-
ting subjects during repeated exposure". This was given in the 10 to 50 hz frequency range and
when extrapolated to the 1to 10 hz range, closely follows line D2 in Figure 1 herein. This line
could then be regarded as the lower limit to human perception of the vibrations of interest here,
although the extent of damping in the CEBS tests is not given in Reference 19, It is possible that
further tests may show that the authors' recommended limit (Fig. 1, line E) could be liberalized
slightly to follow line D3 or perhaps Cl. However, the liberalization would affect only the com-
paratively unusual floors with natural frequencies below about 5 hz. .
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SUMMARY

In the present investigation, the response of a floating bridge
under moving loads is studied. The floating bridge is modelled as a
continuous beam with concentrated masses supported by elastic sup-
ports. The effects due to both damping and the added mass of supports

are neglected.

A dimensionless overall transfer matrix is fi¥st constructed.
Then the relation between the conc‘itions at two exterior ends of the
bridge can now be described by ankquation using this over-all trans-
fer matrix. By substituting the prescribed boundary conditions into
this equation, one obtains a frequency equation, the roots of which
can be found numerically. The results for several cases are present-
ed. It is found that t.:e natural frequencies are affected by three
parameters, namely o, the ratio of buoyancy resistance to tlestiff-
ness of beam; B , the ratio of the mass of the supports to that of
the beam and n, the number of spans.

The method is extended to analyse forced vibration of floating
bridges. Two cases are studied in detail. One is the response of
a floating bridge under a constant force with uniform velocity and
the other is that under a pulsating force with uniform velocity.
The method of modal analysis is employed to obtain the DLF (dynamical
load factor) for each case. In the first case, the maximum DLF is
generally found to be decreasing when o is increased with @ and the
velocity of load kept constant. Also, the maximum DLF is found to
be increasing when the velocity becomes slower. In the second case,
the maximum DLF is computed. It is found to be increasing when n
is decreased and decreasing when the velocity is increased. Under
certain conditions, the maximum DLF can reach the value as high as

847

INTRODUCTION

A floating bridge is most commonly used for military purpose. In the
design of a floating bridge, the dynamical considerations such as the most
dangerous vehicle speed and the range of dynamic responses under the moving

vehicle are essential.

Timoshenko(q) solved the problem(g§ a beam under a pulsating force mov-
ing with uniform velocity. Sir Inglis investigated the vibration of
railway bridges subjected to a transversing force with non-uniform velocity.
Both investigations were limited to the simply supp?rged §tructure. With
regard to continuous beams, Ayre, Ford and Jacobsen 3 ,(Z1L studied a problem
of transverse vibration of a multiple-spans beam under the action of a mov-
ing constant uniform force. They derived the exact solutioh for bending
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stresses and deflections of continuous beam.

: Experiments were performed to
verify the theoratical results.

In this paper, a floating bridge is modelled as a continuous beam with
concentrated masses supported by elastic supports in which the elastic
coefficients k are the buoyant resistance of masses. Both the effects of
damping, shear deformation, and rotatory inertia and the effect of added
mass due to water are assumed to be negligible. The method of transfer
matrix is adopted to calculate the natural frequencies and the method of
modal analysis is applied to calculate its response to moving loads.

A n-span:. floating bridge supported by n+1 floating pontoons is shown
in Fig. 1. In order to determine the natural frequencies of the bridge, a
transfer matrix is firstly developed. On the assumption that the effects
of damping, shearing deformation and rotatory inertia of the bridge can be
neglected, a dimensionless equation of free vibration may be written as

L 2
2 x &L a5t )
with y(x) = Y/L, x = X/L
: 7Y = f/fo, a = A/Ao (2)
e = E/EO i= I/Io LF
t =7/T, T = (fAoL*/E,I,)%

where 7 is the time, X is coordinate along the beam, Y is the delfection
and fo, Agy, Egy, Io are the density, cross-sectional area, Young's modulus
and second moment of area of a reference span, respectively. We note that Y,
a, e and 1 are constants for each span.

The solution of eguation (1) may be written as

Vp(x,t) = £.(1)8 (x) (3)
with fr(t) = Bq sinw,t , Bp cos Wt (4)
and ¢r(x) = AL sin AX 4 A, COSA X 4
A.3 sin A x+A_, cosh A x (5)
th mode

where @Wr is the dimensionless natural circular frequency of_the r
and. is related to the natural circular frequency, @p s q&,=curT, and the
frequency constant A, is defined as

Ar = (7ads_fei)? (6)

th mode shape. The constants Ar1’ Ar2’ Ar3 and Arh are

@_(x) describes the r

determined by boundary conditions. f.(t) indicates that the time function
is harmonic with natural frequency wr. The constants Bpnq and B,y are deter-
mined by inttial condition. The relations between dimensionless forces and
deformations may be written as

m = -ei

q = -ei

Y W
xlixx. N

(7)

with m = M/M,, 4 = Q/Qy, My=EoIly/L, Q0=EOIO/L2. M and Q are the bending
moment and sBear force, respectively.
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Consider the jth span of beam, a dimensionless field matrix [F] . may

bg developed by following the procedure described in ref (5). It relates the
displacement g%hslope ¥ (=-2y/ %), moment m and shear force q at the right

end R of (j-1 support to those at the left end L of jth support with the
equation
L R
{Z}j =[F], {2}5-4 (8)
where {Z] denotes the column matrix with four elements Z4= -V, 22=¢', Z,=m,
Zh=q, and 3
- , -3 3 .
[F]; = o CuA  C3/(A%ei) Cy/(A7ei)
AC c c./(Aaei) Ci/( A%ei) |
2 . 2 f 4 3 (9)
ATeiC; AeiC, Cy C,/A
Jeic, Aeic CoA c
AeiC), eiCy 5 1 3
with C, = % (cos A1l + cosh Al)
C, = %4 (-sinAl + sinh Al)
C3 = % (-cosAl + cosh Al) (10)
Cu =% (sin Al + sinh A1)
1 = length of span/L .

Consider the balance of forces at jth floating support with mass M.
which is assumed constant. A dimensionless point matrix [P] . which
relates {Z]% to {Z}% maybe written as J

[P]). = 1 0 0 0
J
0 1 0 0 (11)
0 0 i 0
eigA o O 0 1

4
where o = KL’/EqI, and @ is the ratio of Mj to the mass of beam.

Defining

[r],

we may write
{z}B = (v {z}5 (13)

where [U) = [P [T), [T) ., .- [T], relates the deflection, slope,

moment and shear force at the first support to those at the last supoport.
We note that the elements in U are function of @ .

[F]j 1Py (12)

Determination of Natural Freauencies

The natural freguencies carn be determined by applying the boundary con-
ditions to Eq. (13). For a floating bridge, the moment and shear force at
both ends are zero, i.e.

L L R _ R _
mg = Qg =My =9, = © (183

Substituting the boundary conditions (14) into Eg. (13), we have

L L = 9
Ugq(=¥)g + Usp ¥ = ° (15)

21



Upg (=05 + Upp ¥g = ©
The condition that a non-trival solution exists gives the determinant
Uz Usz
= 0 (16)
Uy Uso
which is called freguency equation. The roots of Eq. (16) can be obtained

by the method of trial and error for each, specific value of o and B . L
Corresponding to each root of Eg. (16), ¢% can be expressed in terms of Yo

by applying Eq. (15). Then the deflection, slope, moment and shear force
at any section of any span (say jth span) can be calculated by the follow-

ing equation

L
{z};=[8)5[r) 0 - (7], (2} 5 (17)
L -y L
wh Z =
ere {2} S0y, (-y)/u,
[e]
(o] (0]
4
and [B]J. [ D, D Dy D, )
)?el A?el A?el A?el
D, D, D, D
A?ei B i?el Z?ei a?ei
Dy Dy D3 Dy
- X x X X
D, D D D
2 1 (A 3 JJ.

~

with D, = cosAx, D, = sinAx, Dz = coshAx and D, = sinh A x.
Since the lower modes are more important in engineering applications,
we have calculated the first three frequency constants from Eq. (16) for
various values of o and @ . The results for two-equal-span bridge and
three-equal-span bridge are shown in Table 1 and Table 2, respectively.
To study the effect of_number of spans, n, on the natural frequencies we
have also calculated A§ for«= 10 with various B . The results are listed
in Table 3. We find thzt the natural frequencies decrease as n increases.

Response of Floating Bridges to Moving Loads

In this section, the responses of floating bridges to moving loads are
investigated. The moving loads are classified into two types:
(a) constant concentrated load; (b) pulsating force. The method of modal
analysis is used in our analysis. The dynamic load factors (DLF)_ for any
rth mode are derived and the numerical results for max (DLF)1, abe cal-

culated in detail.

For convenience of analysis, consider a dimensionless force F(t) moving
across the span of the floating bridge at a dimensionless uniform velocity
c as shown in Fig. 4, where F(t) = F'( 7 )L2/Eplp = Fof(t) and ¢ = UT/L. The
modal equation .of motion may be written as 9-
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Table

1:

Table 2:
The Frequency Constants, Ar' for a I'wo-spa: Floating The Frequency Constants, A, for a Three-span Floating
Bridge Bridge. ¥
order order
of mode o ofrmgde o
(5 oth @ oth -
0.0 50.0 100.0 150.0 200.0 0.0 50.0 100.0 150.0  200.0
0.0 1 4,730 5.602 6.182 6.615 6.960 0.0 1 4,730 5.565 6.119 6.528 6.849
2 7.85% 8.063 8.275 8.483 8.682 2 7.853 8.138 &.240% 8,653  8.884
3 10,996 11.090 11.186 11.282 11.378 3 10.995 11.074 11.156 11.240 11.321
0.01 1 4,625  5.445  6.045 6.475 6.813 0.1 1 4.0LO0 4,729 5.215 5.593 5,904
2 7.710  7.916  8.093 8.353 8.495 2 6.627 6.811  6.988 7.157 7.320
3 10.749 10.832 10.917 11.002 11.088 3 10.059 10.078 10.098 10.118 10.139
0.05 1 4,303 5,074 5.609 6.020 6.355 0.5 1 3,144 3,642 3,999  L.284 4,522
2 7.329  7.456  7.592  7.786  7.967 2 5.245  5.367 5.481  5.589  5.692
3 10.121 10.176 10.231 10.288 10,345 3 9.611 9.613 9.615 9.617  9.619
041 1 4,031 4,729 5.226 5.613 5.931 . 1 /0 1 2.728 3.152 3,455 3.696 3.898
2 7.068  7.151  7.2L2  7.341 7446 2 4,585 L.689 4,786  L4.878  L.965
3 9.691  9.729  9.767 9.807  9.847 3 9.523 9,524 9.525 9,526  9.526
0.5 1 3.162  3.642 3,996  L4.281  4.521 5.0 1 1.881 2,170 2.376  2.539  2.675
2 A.547 64559 A.572 6.587 6.R02 2 3.188  3.259 3.326  3.389  3.449
3 8.667 8.677 8.686 8.696 8.706 3 9.446  9.L45  9.446 9,446 9.4L6
1.0 1 2.761 3.162  3.457 3,695  3.921 10.0 1 1.588 1.833 2,006 2.143  2.259
2 6.427  6.431  6.435  6.440  6.44L 2 2.695 2,755 2.812 2.866 2.916
3 8,344 8.349 8.352 8.357 8.361 3 9.436 9.436 9.436 9.435 9.435
5.0 1 1.923 2.195 2,392 2,550 2.684 50.0 1 1.066 1.229 1.346 1,438 1,516
2 6.314  6.315 6,315 6.315  6.315 2 1.811 1.851  1.889  1.925 1.959
3 7.970  7.970  7.961 7.970  7.972 3 9.438 9,422 9,400 9.438  9.419
10.0 1 1.627 1.857 2.023 2,157 2.269 100.0 1 0.897 1.035 1.133 1.210 1.275
2 6.299 6.259 6.300 6.299 6.300 2 1.524 1.558 1,590 1.620  1.648
3 7.916 7.915 7.916 7.916 7.915 3 9.508 9.370 9.387 9.520 9.348
50.0 1 1.094  1.248  1.360 1.449  1.525
2 6.287 6.287 6.287 6.288 6.289
3 7.867 7.872 7.867 7.867 7.862
100.0 1 0.921 1.050 1.144 1.219 1.283
2 6.286 6.286 6.287 6.287 6.286
3 7.826  7.855 7.856  7.863  7.858
Table 3: A3 for o= 10 30
2,00
2.8 R 4
26¥ —
n(5 0.05 0.10 0.50 1.00 10.00 _ \\\Kﬁ%oos
o 24 o \\\ s
| il -]
2 | 18.8466  17.6703 10.7160  8.1481 2,8261 82.2 { &
& Lo
3 | 18.9263 17.5948 10.6416  8.0013  2,7107 % .02 \
= 20 \
4 | 18.7916  17.4534  10.3839  7.7269  2.5942 &
5 | 18.5991 17.3121 10.0948  7.4925  2,4898 p=10
6 | 18.3854  17.0881 9.8123  7.250i  2.3962 “50 20 20 60 80 100
7 | 18.1651 16.9163 9.5480  7.0393  2.3179 «
8 | 17.9452  16.6445 9.3045  6,8292  2.2399 FIG. 5. MAX. (DLF), OF A SINGLE SPAN BRIDGE UNDER
A CONSTANT VELOCITY WITH UNIFORM  VELOCITY.
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LX) 2 l.
_ -
A e aln, = e o)/ [ [0 200, 00970 (18)
where Ar(t) is the modal amplitude and . indicates d/dt.
The modal-shape function, @ .y may be expressed as

rj
¢rj(x)=Hijcos ALX + szsin AX + HBJcosh Arx + thsinh ALx (19)
with
H, . =%(- ) (“)
7= > 7\2(e1)
(eiBA%-q), L
H, = r —3=1 ()L 25, ()t
5 V)Z_q4 + J-1 ——7?__~—_ -1 20
J 22T3(ei)j e, 27 (e1) e
H .2% - L (m)
33 ( Y)3-1 2).5(e1)
(el@A o). L L
H .= 3=1¢( y) -1 (Vﬁ - 1 (a)s_
Aq ZZr(el)j =i ?ﬁf 22;;,(ei)'j I

As each span of the bridge is unlform,

137f<mw

75 A
= Hﬂi(w1j* sz+ w53+ W4j+ W53+ w6j+ W7j+ w83+ ng+ w1oj ) ;(21)

with

Wy = H1§(V1+Zﬂrlj), Wy = H2§(22?lj -V,
Wsy = H3§(V3+2ﬂrl.), Wy = Hag(ZZ?lj - Vs)
WSj = 2H1JHZJ(V2 -1), w6j = 2H33H43(v4-1)
Wy = bHp Hy (VoVo=VgVg+1)

Wgy = 4H1jHaj(V6V8 ;v5v7-1)
ng = 4H1JH3.(V6V7+V5V8)

w 4H

105= 4oty 5 (V5Vg-Vglo

where V, =sin 2Arlj , V,=cos Zﬁrlj , V3=sinh22rlj 3 V4=cosh2hylj

=91 = . =si 1, 2=
V5 51nzrlj , Ve cos%rlJ ’ V7 51nhar 3 , V8 cosh/‘!i,,lj
The modal solution of Egq. (18) may be written as
Ap(t) = A g (PLF), (21)
where Arstis the deflection under the static load F, and maybe expressed as
2
Apgy = Fo/®r( jgalrj) (22)

and (DLF)r is the dynamic load factor of the rth

calculated by the integral,

mode. (DLF)r can be
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it
(LF), = @, [ 2(£1)9, (ot )sina,(t-tdas!
_ 2
or = §(R1r+R2r+R3r+R4r) (23)
where R1r’ RZr’ R3r and Rur for two cases are derived and listed as follows:
Case (a), constant load described with f(t)=1:
2H1r
Ryp = T:Ez (cosj}rt - coscurt)
r
2H2r
Ror = TGz (SIn ALt - & sin @ t)
i (24)
2H3r
RSr . (cosh.ﬂrt - cos q%t)
’I+Gr
2Hhr
Ry, = ;:EZ (51nh12rt - G, sin a%t)
r

with Gr=ﬂr/wr and 'Qr‘za'r‘c

Case (b), pulsating load described with f(t) = cos ﬂpt:
1 1
Ri.= Hyp. ;:Ez(cos K@t - cosa%t) + ;:E?(COS N4t - cos a}t)
r r
1 . . 1 . ' .
Ry,.= Hz, TjEZ(Sln K,@.t-K_sin u}t)+ ;:§2(51n N.@.t - Nr51na%t)
r r
R H ] (cosh P.wt) + ] (coshQ w t- cos w_t) (25)
31 31 2 rr 2 rr r
1+Pr 1+Q
R, = H 1 (sinh P t - P.sinwt) - —ln(sinh Q. @t - Q.5in@ t)
Lr Ly 1+P2 rr r T 1+Q2 rr r r
r

w.th

Ke= (/@) + Gy N = (/@) - G,

PI‘= F(flp/wr) + Gl" ’ Qr- = 1/"_{ (%/wr) - Gr

Thus the deflection at any span for any case can be written as:

n F

. = 2 . 6)
v5(x,t) 5 - (DLF) B 5 (%) (2
" @y j§‘l Irj

For the engineering applications, the max(DLF‘)1 is the most important.

The time t_ .. when the max(DLF)r occurs can be obtained by the equation

d -

d%(DLF)r’ =0 (27)
Then the max(DLF)r is given by

max(DLF), = g( G, , j%/a%, Crmax) (28)

The results for some cases are shown in Fig. (2)~(5).
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Conclusion

The natural frequencies of floating bridge are affected by three
parameters of @, and n. When a constant force moves with uniform velocity
the max (DLFS is found to be generally decreasing as o increase when
and the velocity of load are kept constant. Also, the max(DLF), is found
to be increasing when the velocity becomes slower. When a pulsating force
moves with uniform velocity, the max(DLF), is found to be increasing when
n is decreased and decreasing when the veiocity is increased. For the case,

o= 2, B= 0,05, & /w, = 0.05, {lp/w, = 0.875, the max(DLF), reaches up-to
8'7‘

We believe that our approach can be applied tc analyse the responses
of a floating bridge with any number offipans to dynamic ioads.

Perhaps the effect of damping of bridge and the effect of added masses
and rotatory inertias of floating supports also play important roles.

The analysis including these effects should be performed in further in-
vestigation,
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SUMMARY - Many gas-powered devices operate in such a way that the exhaust is a non-
steady jet. This operation has been simulated by a simple pulse jet generator in
which a rotating valve interrupts a flow of air. The valve porting was chosen to
Produce an exhaust cycle similar to that of the pneumatic impact drill and the
noise produced by the generator is similar to that of a drill exhaust.

The noise field around the pulsed jet has been measured in free field
conditions. Results are presented showing sound levels, spectra,,end directivity

patterns for a range of supply pressures.

INTRODUCTION

In many gas-powered devices the working fluid is released periodically producing an
intermittent or pulsed exhaust. Internal combustion engines are an obvious example but the
situation applies to a wide range of equipment, e.g. air motors, pneumatic impact tools and
control valves in automated production machines. In most cases the gas is released suddenly from
a pressure well above ambient and excessive noise is produced. Although extensive theoretical
and experimental studies have been made of the noise from steady jets it appears that little
attention has been given to pulsed jets other than through engine exhaust investigations. "An
understanding of the nature of noise production in a pulsed jet or at least a knowledge of the
effect of important parameters is desirable as a basis for design of exhaust silencing schemes.

The work reported here formed part of a project concerned with reduction of pneumatic rock
drill noise. Initial test results agreed with the findings of Beiers (1) that the exhaust is the
major noise contributor in these machines - suppressing the exhaust noise by fitting a long
exhaust hose produces a 10 dB reduction in sound pressure level (Figure 1l). Nevertheless,
detailed analysis of exhaust noise on an actual drill is subject to interference from other noise
sources such as piston impact and control valve operation. These and all other periodic
processes in the drill occur at either the same frequency as the exhaust pulses or at a harmonic
or sub-harmonic of that frequency. Changing the drill operating conditions to vary exhaust
parameters also varies the contribution of the other "background" sources, thus making
interpretation of experimental results uncertain. To simplify the study of exhaust noise an
exhaust simulator free of extraneous noise sources was built.

EXHAUST SIMULATOR

The simulated exhaust is produced by periodically releasing high pressure air through a
rotary valve (Figure 2). The cylindrical valve spindle is belt-driven from a variable speed
motor giving a pulse frequency range of 0 to 120 Hz. The inlet and outlet ports are circular,

19 mm dia., and the transfer passage through the spindle is 19 mm square in cross-section. Air
is supplied from a 600 kPa line via a 25 mm industrial pressure regulator and 5 m of 19 mm bore
flexible nylon-reinforced P.V.C. tubing. A strain gauge type pressure transducer is fitted in an
adaptor immediately upstream of the valve. Care was taken in the design and manufacture of
adaptor and fittings to ensure smooth flow to the valve.

The opening phase of the simulator cycle is similar to the exhaust process in a drill; air is
suddenly released and the pressure upstream of the valve falls (Figure 3a). However, in its
closing phase the simulator action differs from the drill exhaust. In the drill, the exhaust
port remains open and the air supply is cut off. 1In the simulator, the valve closes and the air
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Figure 1. Comparison of Spectra

(a) Unsilenced rock drill.
(b) Rock drill fitted with exhaust hose.
(c) Simulator.

supply is maintained. It is possible to reproduce the drill pressure changes more closely by
using two valve in series but this was considered unnecessary in a first investigation.

In operation the simulator sounds like a rock drill running without impact. This subjective
assessment is supported by comparison of spectra (Figure 1). It is also apparent subjectively
that sound level is dependent on air supply pressure and detailed examination of this dependence
was made.

EXPERIMENTAL INVESTIGATION

Overall sound pressure levels, narrow band (6%) spectra and directivity patterns were
determined at pulse frequency 100 Hz for 12 supply pressures in the range 35 to 500 kPa. The
measurements were made in an anechoic chamber with working enclosure 3.2 m x 2.2 m x 2.4 m and
lower limiting ("cut-off") frequency 135 Hz. To obtain directivity patterns, 77 microphone
positions were used, all in the horizontal plane containing the jet axis. Simulator and
microphone were mounted on vibration isolators.

In order to assess possible interference by upstream noise generation, e.g. from the regulator,
provision was made for fitting a silencer before the valve. The silencer used was an absorption
lined expansion chamber, details of which are shown in Figure 2. The silencer could be replaced
by an equal length of 19 mm bore straight pipe.

The air pressure values quoted in the results are the values measured at the supply point to
the 5 m flexible hose. During the "closed" portion of the valve dycle the pressure at valve
entry recovered to supply pressure, except possibly for the lowest pressure (35 kPa). The values
given can therefore be taken as the pressure immediately upstream of the valve at the point of
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Figure 2, Diagrammatic Arrangement

valve opening. Mass flow is approximately linear with pressure and is 0.011 kg sec-1 per 100 kPa.

General Character of Pulsed Jet Noise

Typical spectra for the pulsed jet are shown in Figure 4 and a spectrum for a steady jet
(simulator not rotating) is included also. The noise produced by the pulsed jet shows two
distinctive characteristics. At low frequencies the noise is composed of discrete tones at the
pulse frequency and its harmonics, up to about the tenth. At high frequencies (2000 to 20000 Hz)
there is broad-band noise similar to that of a steady jet. The low frequency components
(fundamental and second order) and the high frequency noise have approximately equal sound
pressure levels but on A scale weighting the high frequency noise is more significant.

The upstream pipe configuration (silencer or straight pipe) had almost no effect on overall,
100 Hz, 200 Hz and high frequency level (Table I and Figure 4). The pressure waveform at valve
inlet, however, was changed markedly due to reflections of the pulses caused by valve opening and
tlosing. With the silencer fitted, pressure oscillations in the frequency range 300 - 800 Hz
occurred (Figure 3(b)) and sound levels in this range were affected. There is some evidence of
correlation between pressure waveform components and SPL components.

v v

100 kPa 100 kPa
T T
PRESSURE PRESSURE
L—O-1 sec—J 01 sec
TIME TIME
(a) (b)
Figure 3. Pressure Traces. (410 kPa)

(a) Without silencer.
(b) With silencer.

220



_,1 ..ﬂ..,. ) n
B i o N
L W 0 T
—F+ - - 1
85 A BEE IEER
UM
H T T
T 71! _Tlll
it !
il !
_AA W |
1
|
i
L § L ! 8
— e
e e
— ~ — i
e —v
1 T ™1
NERRRN “, T
| ER I [EER |
T AR ERER
] f T
(1 B "
| 15 1 -
i -
wr Hl ; BRI S
{ H : B S
T i
_ AR :
1 I L s ! 1
1 [ 1 ” IERREEN ! | L
L1 [T ] i SN i N RRRERERE
Sy = = o e
ity puam—— .. - i —
= ==sssT e 7 = g . =
aaemtan RuREBaE. 3Bmmn — ———
T - 1 Bl ~ —
, , IBRRADEE: ~ERESERN i _ i
B EEREEES: SRERNNE T 1 T
it . 41 Lol L8R
ik 1 HENENE - Eit NHEE: S e
i T Iih Seshriees ; 3 ~1 N
| T =& T T o]
" 1 Ll — : P REE=S B
| I RN L > A
I RIEE T TTTE O >
» ! 1 T T Tl ,::.m
1 . | 1
N ! I I I 1 I T f [
N # I | | | ! i il
| LTI T 1
. IIIE i T EENEEE L,
x il R - llr-ulu-ﬂa - -, —" H..u.." e ;‘,\:!mm
= S, R e - e et e =
- 1 | T T
3| 1] It
, T :
T :
B —f 1]
T i
1 4 i 1
1 +
T
_ }
tH
T f
1 3
M ! e ,w |
' T {1 R E\
N
i e L0 2 =2
TE s = T — 1
T T ! F —————+ ~<ot 1
1t ! L R
., T ,f
T T [
T ENRNBNKARN
IBREREERT~ W [
Nl Bezarf |
ENEBYER - | H-H- 7/ H -
’ T ~
HHI: 1l ] TJ' T ™~ T
< | T T o ol ||
wﬁm T -
2 T WY
o aT Pl i
Tt o 711 o LT
L e R —Q b

ANIEZ 2¢0000° €p)

STIATT RINSSTEJ ANNOS

221

Typical Spectra

Figure 4.

upstream silencer fitted, supply pressure 420 kPa

upstream silencer fitted, supply pressure 210 kPa
straight pipe fitted, supply pressure 420 kPa

(a)
-(b)

steady <iet (rotar stationery) supply pressure 315 kPa.

(c)
(4d)



TABLE I : MEASURED SOUND PRESSURE LEVELS

In dB re 20 uN m-2
Measuring position E3, Figure 6. 1.6 m from exit, 28° to jet axis

Background 55 dB Linear (valve running, no air flow)

(a) With silencer upstream
(b) Without silencer (equal length of straight pipe)

+ SPL
Air
Supply Linear Narrow Band Only (6%)
Pressure
kPa 100 Hz 200 Hz 300 Hz
(a) (b) (a) (b) (a) (b) (a) (b)
35 95 91 80 79 86 82 79 69
69 100 98 84 83 92 88 84 70
104 104 101 88 87 95 92 87 72
138 107 104 20 89 97 94 89 73
172 109 106 92 91 100 97 90 75
207 111 108 94 93 101 98 1\ 92 77
242 112 110 95 94 102 100 93 8l
276 112 112 97 95 103 101 95 83
310 115 114 98 97 105 103 96 87
345 1lle 115 929 98 105 104 97 88
380 117 116 100 100 106 105 99 20
414 118 117 101 102 108 106 100 20

Effect of Supply Pressure

Variation in SPL with air supply pressure is shown in Figure 5. The overall level falls with
decreasing pressure, following a straight line relation down to about 125 kPa. This pressure
corresponds to a pressure ration ambient/supply of 0.45, which is approaching the critical
Figure 5 also shows the variation of low frequency components (100, 200 and
300 Hz) with pressure. Again an approximate straight line relation exists down to 125 kPa but
the behaviour becomes more irregular with the higher harmonics. The broad-band noise shows much
the same spectral shape for all supply pressures and a "representative" level was assessed by eye
for the range 3000 to 10000 kHz. The variation with pressure (Figure 5) was similar to that of
the low frequency components. Hence all significant noise components show a trend of 3 dB
reduction for 75 kPa reduction in supply pressure down to 125 kPa.

pressure ratio.

Directivity Patterns

The distribution of overall SPL around the jet was determined for the 12 supply pressures.
For one supply pressure (310 kPa) spectra were taken at all measuring positions and the
distribution determined for all frequency components.

The overall SPL directivity patterns for the various supply pressures are shown in Figure 6.
At low pressures radiation is essentially spherical, a monopole source characteristic. As supply
pressure is increased there is a gradual change to a lobed pattern typical of steady jet noise.
Directivity patterns for the various frequency components at supply pressure 310 kPa are given in
Figure 7. At low frequencies radiation is spherical gradually changing to the lobed shape as
frequency is increased. Thus, at low supply pressures and low frequencies the pulsed jet acts as
a simple source. At high supply pressures and high frequencies the directivity behaviour is

similar to that of steady jet noise.
_CONCLUSION
The noise produced by a pulsed jet is composed of high frequency broad-band noise and low

frequency discrete tones at the pulse frequency and its harmonics. Measured sound pressure
levels of the broad-band noise and the low harmonics are approximately equal. The high frequency
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is therefore more significant on an A-scale weighted basis.

120 - -
—
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/
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te .
g 80 g " e Overall Linear
[ P . L + 200 Hz
35 , = a 3-10 kHz
8~ b & = o 100 Hz
X 300 Hz
® 300 Hz without silencer
60 1 | 1 1 L | ugstream. | )
0 100 200 300 400

SUPPLY PRESSURE (kPa)

Figure 5. Effect of Air Supply Pressure.
With silencer upstream except as shown.
Full lines are at 3 dB per 75 kPa.

All sound levels - overall, low frequency and high frequency - are dependent on supply
pressure. Over the pressure range 125 to 400 kPa, sound level decreases about 3 dB for a 75 kPa
reduction of supply pressure. Directivity patterns show point source behaviour for low
frequency tones and low supply pressures, gradually changing to a lobed pattern a high
frequencies and pressures.

To minimise noise production from a pulsed jet the lowest possible pressure at point of
exhaust is required. Further reduction would require attenuation of high frequencies first and
then the fundamental and low order pulse frequencies.
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Figure 6. Directivity Patterns for Various Supply Pressures
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ON THE CORRELATION TECHNIQUE IN THE SUBSONIC JET

N. W. M. Ko

Department of Mechanical Engineering
University of Hong Kong

Hong Kong

SUMMARY

Using the technique of digital cross-spectral analysis and the fast Fourier
transform, measurements of both the covariance and correlation coefficient inside
circular subsonic jets have been obtained. Detailed comparison shows the effect
of varying turbulence intensity and the interference of the upstfeam hot wire
wake on the correlation coefficient. Thus, it indicates the advantage in obtain-

ing the covariance.

The highly correlated field indicated by the covariance measurements
substantiates the work reported by the author and other workers. The field bore
some relationship to the noise sources within the noise producing region of the

Jet.

INTRODUCTION

In understanding the statistical properties of the velocity of pressure fluctuations of
subsonic jet, correlation technique is important. The velocity correlation coefficient
measurements in the mixing region (1, 2, 3) and in the potential cone (L4, 5) were aiming at this
goal. The longitudinal cross correlation coefficients obtained inside the mixing region (2, 3)
establish the non-frozen pattern of turbulence in the mixing regicon. These measurements further
yield the fact that the eddies inside the high turbulent region are convecting downstream. This
velocity of convection of the eddies varies with positions and not necessarily be the same as
the local mean velocity. The above authors also observed that different frequency components
convect downstream at different velocities. The radial and longitudinal cross correlation
meagurements inside the potential cone (4, 5) indicate a highly correlated field inside the
cone. This field is found to be related to the noise source in the mixing region. Further
indication from the correlation measurements suggests that the noise sources may be due to
vortices which are situated in the mixing region. The exact location of the vortices has not

been determined.

Nearly all the correlation measurements presented by different workers were correlation
coefficients. In the mixing region, the turbulence intensity level was nearly constant with
spatial distance in the axial position. In this respect, the longitudinal correlation
coefficient was almost equivalent to the covariance or the actual relationship between the
signals investigated. However, for the radial correlation coefficient, the equivalence was not

true because of the large radial variation in the turbulence intensity.

In the potential cone, though the mean velocity is uniform, the fluctuating components vary
with the axial and radial positions. By the same argument equivalence between the coefficient
and covariance is also not necessarily true. Thus, it is highly desirable to comsider the
covariance for exact information.

The other factor which may affect the interpretation of the cpefficient is the effect of
upstream hot wire wake on the downstream wire (6). The higher turbulence intensity sensed by
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the downstream wire can even/be recorded at 9 x 10® wire diameter downstream. Using a wire

diameter of 5 um, the distance involved can be as high as 4.5 cm. This effect is more severe
when the local turbulence intensity is low in compared with the wake intensity, such as in the
potential cone. In the mixing region the local intensity is high, the wake effect may not be

noticeable. In this respect the consideration of covariance may eliminate the uncertainty due
to this effect.

With the above limitations in mind, attempts were made by the author in obtaining the
covariance inside the potential cone (7). Unfortunately, the available analogue correlators,
using analog stores, were not suitable in determining accurately a small correlated signal
within a large masking or uncorrelated signal. It is due to the fact that the correlator has
a maximum limit in its input and the small correlated output signal, was in the range of the
electronic noise and the drift of the correlator. Accurate results could not be obtained.

With the advent of the fast and efficient digital computer calculation of two-point corre-
lations (8, 9) the present study of the correlation covariance technique is feasible. The
study was undertaken to determine the correlation covariance or function inside the Jet.

Direct comparison between the covariance and coefficient was attempted to establish the import-
ance of the covariance measurements. From the covariance measurements, establishment of a
regular field inside the potential cone and the mixing region was attempted.

DEFINITION

The cross covariance involves the correlation of signals from two spatially separated
positions. One signal is delayed by a time 1. If ul(r,t) denotes the signal received at one
position at time t and up(r + Ar,t + T) denotes the signal received at another position
distance Ar from the first and at time t + T, their cross covariance, Cy., may be defined as

T

o

_lim 1

Crr e T j uy (r;t) us(r + Ar;t + T)dt. (1)

The cross correlation coefficient is the normalised covariance and may be defined as

at , (2)

_lim 1 T. up(r;t) uslr + Arst + 1),
Rrt = oo T I

° (Pt} (2(r + brst + 1)}

where the over-bar indicates averaging over a period of time sufficiently long to obtain
stationary values.

For the axial components of the signals of two hot wires separated in the axial direction,
that is, uyx(0,0,03t) and uy(Ax,0,0;t + T), Cxy and Ryp represent the longitudinal cross
covariance and coefficient respectively. For the axial components separated in the radial
direction, that is, ux(o,0,03t) and ux(o, Ay,o;t # 1), Cyr and Ryt represent the radial cross
covariance and coefficient respectively. It has to be remembered that the coefficient is
obtained by dividing the covariance by the two r.mi.s. values of the two hot wire signals.

From the definition, although a cross correlation coefficient of unity is usually taken to
mean perfect correlation between the two signals cénsidered, and zero is usuwally taken to mean
imperfect correlation, the coefficient does not nedessarily given a true picture of the degree
of correlation between the signals. By referring to the definition of the. coefficient, if the
two signels give a constant covariance for different separations, the normelised value of the
coefficient does not necessarily yield a constant value for the covariance, because it depends

upon the value of (uxe(r;t))% and (ux2(r + Ars;t + T))%. The value of (ux2(r;t))? is fixed as

the reference value at & particular position, but the value of (uxl(r + Br;t + 1))% may vary,

depending on the position of the moving wire. If (ag2(r + Ar;t + 7))? increases, even with
constant covariance, the coefficient will not have a constant value for different separations.
This effect definitely shows up when there is a small correlating signgl %n 8 large masking
signel. Thus, interpretation of the correlation measurements can be difficult.
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COMPUTATION METHOD

With the development of the fast Fourier transform it is more efficient to estimate the
cross spectra and then fast Fourier retransform to give the correlation functions. Since the
estimation of the cross spectra and the correlation function are standard programmes in the
Institute of Sound and Vibration Research, Southampton, a brief outline of the equations
envolved is described. Briefly, the discrete Fourier transforms of two discrete time series
with unit time spacing and of K sets, xx(Jj), yyx(J) are Xy(f) and Yi(f) respectively, i.e.,

N-1

1 -i2nfj
X() =5 I x(y) exp (FEEL
J=0
1 W1 -ionf]
Ye(f) =5 I w3 exp (59
J=0
where j=0, 1, 2 ..., N-1 and k = 0, 1, 2 ... K-1. Both equations are for the frequencies f =

0,1, 2 ..., N-1. As Xg(f) and Yy (f) are complex, they can be written in the form
() = Xgep(£) + 1 Xy ()

Then the estimate of cross-power spectrum is

N K-1
Gy(f) =5 T x(f) vye*(£).
k=0
.where the ¥ denotes the complex conjugate.

The retransform into the correlation function is based on the following (9) :

oyl t) =—;— Jo [Gxy(£) + Gyx(£)] cos enfras +§ f: [Gyy(£) = Gyx(£)] sin omfraf.

EXPERIMENTAL ARRANGEMENT

The experiments were carried out within a 5 cm diameter jet. The nozzle which generated
the jet, has an area contraction ratio of 9:1. There was a Burgess type silencer after the
gate valve and the settling chamber was the core of silencer. The Reynolds number was above a
value of 10°. The mean exit velocity was 70 m/s.

The hot wire anemometer used was a constant temperature type with linearised output (7).
The wire itself, having an operating resistance of 15 ohms, had a diameter of 5 x 107® m and
a length of 2 mm. At the end of the wire were the copper plated portions, which had a diameter
of 0.025 mm. The distance between the two supports of the wire was U4 mm.

The analysis of the data was carried out on the I.S.V.R. myriad computer in Southampton.
A total of 20,000 samples from each of the two hot wires were acquired simultaneously by an
analogue-digital converters at a rate of 20,000 samples/second/channel. After passing through
identical high-pass and low-pass filters set to 20 Hz and 10 KHz, they were recorded on-line
on the magnetic discs for later processing. This on-line recording into the computer
eliminated the inherent error of the magnetic tape recorder. Before the transformation the
two signals were deliberately multiplied by a factor of 10 such that the correlated parts of
the signals were well above the noise of the computer. The two digitised files were divided
into segments, Fourier analysed and ensemble averaged to give the two power spectra and the

cross spectra. The spectra were smoothed using a Barlett filter. The frequency resolution
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vas of 78.125 Hz and approximately 620 statistical degrees of freedom. The spectra were then
fast Fourier transform to give the cross correlation covariance. The actual time for the
analysis and plotting took about 10 min.

RESULTS

The boundaries of the potential cone, the mixing region and the entrainment region are
shown in Fig. 1. The inner boundary with the cone, where the uniform nozzle exit mean
velocity, Up, exists, is defined by the mean velocity ratio U/T, = 0.999.

The turbulence intensity inside the jet is shown in Fig. 2. It is plotted with the non-
dimensional radial distance, n = .‘l';xlllg s Wwhere D is the diameter of the nozzle. Within the
potential cone the intensity varies with both the axial and radial direction, but less than 3%
of the mean exit velocity. The variation in intensity is fairly gentle. In the mixing region
the turbulence is higher, with a maximum of about 14%. However, at the radial position of
maximum intensity y/D = 0.5 the level is more or less constant with axial position. Instead
of constant level the radial variation of intensity is very high, from 3% to 1L¥.

Effect of the variation of turbulence level on the maximum longitudinal cross correlation
coefficients, (Ryt)pax, is shown on Fig. 3. The fixed wire was situated at x/D = 2, y/D = 0.2.
The definition of coefficient used here is the quotient of the maximum cross covariance and the
standard deviations of the two signals. Depending on the non-zero mean value of the fluctuating
components, it is not necessarily equal to the usual definition of coefficient shown in Section
2 (10). The longitudinal cross correlation coefficient curve shown on Fig.” 3 decreases as the
increase in the turbulence intensity level. This coefficient curve gives quite a different
picture from the curve of the maximum cross correlation covariance, (Cy;)pax, which is also
shown. Instead of constant decrease from Ax/D = 0.1 the maximm cross covariance (Cyt)maxs
increases with axial separation of the two wires. It reaches the highest value at a separation
of Ax/D = 1 and then decreases only slightly. According to the coefficients, the peak is
definitely not shown. Even up to the separation of Ax/D = 2.7, that is, the downstream wire
was at x/D = 4.7, and y/D = 0.2, the maximum cross covariance is only marginally lower than
the values at smaller separations. This indicates the unreliability of the coefficient
measurements and suggests near perfect correlation even at such a large separation.

Entrainment region

y/D
L Mixing region

I.S.
| \' -5 n=-.06

Maximum Convection
Velocity

T

Potential cone

x/D

©® Maximum longitudinal cross covariance
Figure represents value of maximum covariance

Fig. 1 Profile of Subsonic Circular Jet
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Effect of the upstream hot wire wake on the longitudinal cross correlation coefficient
can also be seen on Fig. 3. Depending on the position of the downstream wire with respect to
the upstream wire, the intensity measured by the former can vary. This effect of the wake is
clearly shown at the axial separation of x/D = 0.1. Because of ‘this, the correlation coeffic-
ient has a very low value of 0.66, while the covariance is only very marginally lower than the
values at other separations. :

Better example in showing the effect of spatial variation in intensity level on the
coefficient can be found in the radial cross correlation measurements of the axial velocity
components (Fig. U). Because of the larger variation in the radial direction, the extent on
the coefficient is much more severe. From the maximum radial cross covariance curve, extreme-
1y good correlation exists even when the separation is Ay/D = 0.35. From the coefficient
results the degree of correlation is negligible at the same separation.

Similar to the longitudinal cross correlation coefficient measurements, the coefficient
results shown on Fig. 4 do not indicate clearly the pesk at the separation Ay/D = 0.25. The
significance of this peak will be discussed later.

.The above evidence clearly indicates the difficulty in interpretating the coefficient
results and emphasise the fact that covariance is the necessary information for correct inter-
pretation. Without this precaution a completely different picture may be obtained. : 5

A5 7

AL b
A3 p

x/D

.5

.75
1.5

12 ¢

-« ™

Jl F

)4/T,

——

Entrainment Region

. Potential Cone-

Turbulent Intensity (u®
P N

Fig. 2 Radial Distribution of Turbulent Intensity
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LONGITUDINAL CROSS CORRELATION COVARIANCE

The maximum longitudinal correlation covariances, (CxT)max’ obtained inside the potential
cone and mixing region are shown in Fig. 5. The fixed wire was situated at x/D = 2 and
different y/D and the moving wire was situated with a radial separation of Ay/D = 0 and
different axial separations Ax/D. Fig. 5 is presented in logarithmic form because of the large
covariance obtained over small separations inside the mixing region. From the results the
covariance can be separated into two distinct regions. The first region is the ones obtained
inside or very near the potential cone (y/D < 0.3) and the second is the ones obtained within
the mixing region (0.4 < y/D € 0.7). Over the whole potential cone, constant maximum covar-
ience is more or less achieved. In addition, the highest maximum covariance occurs when the

wires were at the radial position of y/D = 0.2.

In the first region, y/D < 0.3, more or less constant maximum covariance is achieved.
This constancy occurs not only when the moving wire was in the potential cone, also when it was
in the mixing region. This means that a highly correlated field exists in the potential cone

and part of the mixing region which is adjacent to it.

Closer look at the three covariance curves within and at the boundary of the boundary cone
show pesks on the curves.. For y/D = 0, the peak is roughly at Ax/D = 2.0; y/D = 0.1, at Ax/D #
1.2; y/D = 0.2, at Ax/D = 0.8; and y/D = 0.3, at Ax/D = 0.3. The signi;icance of the pesks

will be discussed later.

In the second region, 0.4 € y/D € 0.7, in the mixing region, the maximum cross covariance
decreases very rapidly with axial separation. However, the high correlation at small separa-
tions is due to the characteristics of eddies (11, 12). At larger separation, where the
correlation of the velocity fluctuations of the eddies is not dominant, the levels of the
maximum cross correlation covariance, (CxT)maxa are of the same value as the ones observed
inside the potential cone. The separation at which this occurs is at Ax/D = 1.2. This means
that the same field is responsible for the good correlation inside the jet, except at y/D £

0.7.

> eqB3 PO+ x

10-1L

Maximum Longitudinal Cross Correlation Covariance (CxT)maX

" " "

0 o .8 1.2 1.6 2.0 2.4 2.8
Ax/D

Fig. 5 Maximum Longitudinal Cross Correlation Covariance
with Axial Separation
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RADIAL CROSS CORRELATION COVARIANCE

The maximum radial cross correlation covariance, (C )max’ of two single wires are shown
on Fig. 6. The fixed wire was situated at x/D = 2, y/D = 0 and the moving wire was at
different axial and radial positions. There are peaks on the covariance curves when the wire
was at different axial separations. The best correlation occurs when the moving wire was at
x/D = 3, y/D = 0.25, then at x/D = 3.5, y/D = 0.2 and x/D = 2.5, y/D = 0.25. The correlation
at x/D = 2 is not as good as the last three positions which are further downstream. Generally,
Fig. 6 shows good correlation inside the potential cone and the part of mixing region which is
near the cone (y/D < 0.5) and not much correlation for y/D > 0.5.

By replotting the curves on Fig. 6, the contours of the maximum radial cross correlation
covariance are shown on Fig. 1. It has to be remembered that the fixed wire was situated at
x/D = 2, y/D = 0 and Fig. 1 shows the correlation of the fluctuations at different positions
with respect to this fixed wire. The picture shown on Fig. 1 is extremely interesting. The
shapes of the equi-contour lines look like an ellipse and the highest level of covariance

occurs between 2.5 € x/D € 3.5. The major axis of the ellipse is roughly along the constant
n line instead of along constant y/D line.

The peaks of the longitudinal cross correlation covariance curves from Fig. 5 are also
shown on Fig. 1. Although the peak covariance levels do not exactly agree with the levels
obtained by the radial covariance measurements, they roughly fall into the contours shown.

The reason for the difference in levels and positions may be due to the difference in the
correlation method. As has been pointed out, the longitudinal measurements were obtained with

the fixed wire at x/D = 2 and different y/D, while the radial ones with the fixed wire at one
particular position, x/D = 2, y/D = 0.
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The region of highest degree of correlation occurs between the axial positions, 2.5 <
x/D € 3.5 and it is nearer to the boundary of the cone than to the highest turbulence region,
n = 0. This suggests that as far as the axial velocity fluctuations is concerned, the field
imposed in the potential cone is due to sources in the mixing region. These sources may not
be at the highest turbulent region nor the highest shear region, n = 0 (12), but near the
inner boundary, around n = -0.087. Further, they tend to convect downstream along the constant
N line or along the line of constant mean velocity.

From the convection velocity measurements (L4, T7), the convection velocity at n = -0.087
is 0.77 of the nozzle exit velocity. At the axis, the convection velocity obtained is only
0.6k of the exit velocity. This means that the sources travel at s faster velocity than the
field induced in the potential cone. It may be due to this higher convection velocity at the
sources that the pesk of the maximum covariances is situated at the axial position of 2.5 €
x/D £ 3.5 while the fixed wire was at x/D = 2.

The reason for this higher convection velocity of the sources is not known. As far as
the mean velocity is concerned, the local mean velocity at the radial position n = -0.087 is
very nearly the same as the nozzle exit velocity, U,. It thus seems that the mean velocity is
not responsible for the difference in the convection velocity.

The further complication is the method in obtaining the convection velocity. Usually,
the convection velocities were obtained along constant y/D lines but not along constant n lines.
In this respect, the velocity thus obtained may not represent the truelconvection velocity of
the vortice which seems to convect along the constant n lines.

The above contours yield the approximate position of the sources. It is because the
effects of the local mean velocity on the convection velocity of the sources, and on the
propagation of the field into the cone are not yet known. With the understanding of the
above effects and coupled with more contour maps with the fixed wire at different positions,
the exact location of the sources may be found. However, the usefulness of the above mapplng
of the covariance in the determination of sources can never be doubted. :

CONCLUSION

In this paper the correlation technique in subsonic jet has been discussed in details.
Due to the variation of intensity with spatial separation the coefficient is not the desirable
factor in the understanding of the field. Further, the effect of hot wire wake may also
affect the values of coefficient obtained. Detailed comparison between the coefficient and
covariance has shown the misleading information the coefficient may supply in these fields of

varying intensity.

The covariance measurements, obtained by the digital technique, have shown the significance
of the covariance in the proper interpretation of the field inside the jet. It has found that
the highly correlated field inside the potential cone has its origin in the mixing region.

The estimation of the position of the sources is in the part of the mixing region which is

nearer to the potential cone, but not at the highest turbulent region and shear region.
Though more information is required before the exact location can be found, the above technique

offers an useful tool in this respect.
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SUMMARY - Noise levels in working hydraulic control systems are often high
enough to be uncomfortable, and, in the future, possibly illegal.
The reasons for noise development, the sources of noise, and the
remedial actions taken to reduce noise, are reviewed and presented in
a consolidated form derived from many listed references.

Suppression of high noise levels in a 1000 ton doubf; acting hydrau-
lic drawing press is described. The problem was quite severe,
involving a commissioned 250 HP 3000 psi hydraulic system, whose main
pressure generator is a seven piston axial pump. The main noise »
generation sources were located. Several designs of acoustic filter
were developed and tried before one was selected for installation in
the reservoir of the press hydraulic system, which was integral with
the press structure. Noise levels in the working press were reduced

to acceptable levels.

1. INTRODUCTION

Hydraulic control systems operating in the pressure range 1000 - 5000 psi are increasingly
being utilized in powered control situations. Aircraft controls, machine tool drives, industrial
presses, and an ever increasing range of mobile lifting, digging, and materials handling equip-
ment are major fields of application. Modérn hydraulic control system development has been led
by aircraft requirements in which maximization of power to weight and power to volume ratios has
been a critical influence. The result has been continuing trends towards increased working pres-
sure, increased pump drive speed, and increased oil flow velocity.

Each of these trends increases the potential for increased noise generation by the working
hydraulic system. In addition, the noise generated is likely to be increasingly offensive due to
increasing frequencies. Many working hydraulic systems generate noise levels beyond what is
today acceptable and even legal. Probably the intermittent nature of the use of hydraulic
systems has kept such systems marginally acceptable. On the other hand, high-pressure high-speed
hydraulic systems can be designed and operated with acceptable noise emission. This may involve
component design, system design, and inclusion in the system of muffling devices.

In the present paper, the origins of noise generation in hydraulic control systems is
reviewed and presented in a consolidated form. In addition, a successful control of noise
emigssion from a hydraulic press drive is outlined and discussed.

2. NOISE GENERATION

A hydraulic control system consists basically of :

1. A positive displacement pump driven by a prime.mover (electric motor, I,C. engine, air-
craft engine, etc.), which converts primary power to hydraulic power (pressure x flow-
rate of oil). The pump is normally driven at constant speed, but may be of variable
stroke and hence displacement.
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2. Valving to control pressure, flowrate, and flow direction.

3. An actuator (linear power cylinder, or rotary hydraulic motor) which receives oil and
provides linear or rotary motion to the load being controlled.

4., The plumbing to interconnect these primary components. This includes piping and
reservoir.

5. Auxiliary devices such as filters (which are essential) and accumulators (which may be
advisable) to optimize systems performance and life.

Fig. 1 (modified from Ref. 1 ) shows a basic hydraulic control system with recognized zones
of noise generation and transmission, with their relative ratings. Noise can be transmitted from
a source in three basic ways :

1. Airborne noise direct from the source;

2, Structure borne transmission of vibration from the source to excite another source.
Such transmission can be along any solid or liquid path.

3. Fluid borne transmission due to pressure pulsations, turbulent flows, cavitation, etc.

Table 1 shows detailed analyses of sources, causes, transmission paths, and common remedies
of noise in hydraulic control systems., The Table is a consolidation of information available in
the references noted, and is an attempt to categorize the noise problem.

The pump is potentially the main noise generator. Whether it be gear, vane, or multiple-
piston type, the pump accepts oil at low pressure and injects it in discrete overlapping quanta
at high frequency into a high pressure environment of restricted volume, The low compressibility
of o0il ensures that this operation induces a high frequency pressure fluctuation at the pump dis-
charge. A degree of cavitation is to be expected in the suction side of the pumping chamber as
the viscous oil charge is drawn in in a very short period of time. Both of these pressure change
effects are accompanied by noise which is transmitted directly, and also by the fluid, the
supporting structure, and the plumbing, to other system components.

3. NOISE REDUCTION

It is readily appreciated from Table 1 and its references, and from consideration of phenom-
ena agsociated with the high-frequency large pressure drop fluctuating flows in working hydraulic
systems, that noise generation in these systems is interactive and complex. However, reduction
of local noise generation can be expected to reduce system noise emission. Designers of modern
punps minimize flow restrictions into the suction side to minimize cavitation; reservoirs are
degigned to allow de-aeration of the return oil before it is re-admitted to pump suction; reserv-
oirs are placed so that positive head is applied to pump suction; some pumps are supercharged by
auxiliary pumps; pump discharge porting is designed to minimize pressure shock by rounding off
the sharp-edged cusp-like pump pressure ripple. Frequency of pressure fluctuations at the pump
can be reduced by using lower pump drive speeds. For many applications, the increase in system
bulk resulting from a decision to run the pump at lower speed is of no practical consequence.
There is also the possibility of utilizing the directional characteristic of noise emission, to
ensure that generated noise is directed away from personell in the vicinity of the working system.,

Noise transmission of amplification sources.
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Pressure control

: Directional control
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<O—C o
Reservoir I
(]
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Noise generating sources.
Fig.1 Sources of Hydraulic Control System Noise.
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TABLE 1(continued over page)

PHENOMENON CAUSE DESCRIPTION POSSIBLE _REMEDY REFERENCE
1.PUMP & MOTORS
1.1.Turbulence [1.1.1, Aeration caused by|Fluid in the reservoir "milky" or "frothy", however level |[Repair sources of leaks. Bleed the air from hydraulic 1,10
(Broadband air being leaked into in the reservoir is correct. system, Potential noise reduction of 2 - 4 db.
noise) [system.
1.1.2. Aeration caused by|Fluid in the reservoir "milky" or "frothy". Level of As above. Fill up reservoir to the correct level. Pot-|1,10,14
jhydraulic fluid leaking |[fluid in the reservoir is down. ential noise reduction 1 - 3 db.,
jout of the system (air
leaking in).
1.1.3, High air contents |As above. Maintain care when filling the system. Use hydraulic 1,10,14
in the hydraulic fluid. fluid with anti-foam additives. Potential noise
reduction of 2 - 4 db.
1.1.4, Aeration in a Leaking cooling coils causing water to leak into hydrauliqRepair the leak. Drain the system and refill with new 1,14
hydraulic system equip- [system. The fluid will have "milky" or "frothy" appear- |fluid, Bleed the lines. Potential noise reduction 2 -
ped with cooling system. |ance. Clear fluid in the reservoir. after period of rest [4 db.
will indicate air leak (1.1.1., 1.1,2., 1l.1.3.),
Persisting milky appearance indicates water in hydraulic
fluid.
1.1.5. High flow velocity [The flow passages too small, Manufacturer's responsibility. Flow velocity in delivery] 6,10,15
through the passages. lines < 4.5 m/sec.
1.1.6, Flow disturbance. |Internal geometry of the pump. Flow irregularity caused |Manufacturer's responsibility. 7,10,13,15
by shape of passages and sudden changes of flow direction
1,2.Cavitation |1.2.1. Low viscosity of [Rattling or clanking noise which disappears shortly after |Provyide heating to bring fluid to proper working temp. 1,2,3,6,
(High frequency |hydraulic fluid. start-up. "Frothy" appearance of fluid in the reservoir [(50 C) or run the system under no-load until sbove temp- | 10,14,15
noise of up to indicates system cavitation. erature is reached. Potential reduction of noise 10 -
20000 hz). 15 db.
1.2.2. Restriction in the [Rattling or clanking noise which appears during system Check fluid level. Check hydraulic lines for foreign 1,6,14
system. operation. Cavitation caused by restriction in system objects (rags, tools etc.). Potential noise reduction
immediately ahead of pump, manifested by erratic 10 - 15 db,
operation of actuators. '
1.2.3, Low fluid level in([Rattling or clanking noise. Clean the fluid, refill reservoir. Bleed the system be-| 1,14,16
the reservoir. fore start-up. Potential noise reduction 10 - 15 db.
1.2.4. Collapsing single |1. Single loud clank noise repeating at irregular inter- |Tighten all connections on suction side. Fill up 1,5,6,10
air bubbles. vals. Caused by faulty design of suction line or leaking|reservoir. Check position of suction line (mustbe below
suction line. Hydraulic oil contains up to 8% of air fluid level at all times). Clean oil filter, bleed oil
under normal conditions, which can be released as single [lines. Avoid air-boosted reservoirs. Potential noise
bubbles. reduction 4 - 8 db (peaks).
2. Pump rotated backwards after stopping, causing release |Install check valve on pump suction side. 10
of air from the oil on pressure side.
1.2.5. Entrained air. High frequency noise generated by hydraulic pump operat- |— Return and suction lines to enter reservoir below low- | 4,5,6,11,
ing under cavitation conditions. est level of fluid in the reservoir. 14,15,16
. — The flow path frem return to suction lines should be
as long as possible to fascilitate dissipation of air
bubbles.
~ Buffers should be installed between return and suction
lines. .
— Proper design of suction line (bell-mouth) and return
Lline (diffuser) entries.
Install bubble separator.
I~ Size of suction line to be maximum possible.
|- Provide positive head on pump suction.
|- Use adequate air breather opening.
1.2.6. System operating |[Flow velocity, local static pressure fluid temperature, [~ Avoild sudden changes in passage size. 6,14
conditions, geometric configuration of the system, hydraulic oil |- Avoid sharp flow direction changes (use bends instead
specification, of 90" elbows).
|- Flow velocity in suction lines < 1.5 m/sec.
|- Flow velocity in return lines < 2.5 m/sec.
- Check direction of pump rotationm.
L.3.Bydraulic |1.3.1. High energy Sharp rise in system pressure caused by sudden reversal [Equip actuators with cushioning devices. Use decelerat-}6
shock. reversal. of load. ing valves or shock absorbers.
1.3.2. Pumping action Sudden pressure rise when pumping chamber open to Change of pump valve plate timing (manufacturer's 2,16
(piston pumps). discharge line. responsibility).
1.3.3. Fluid hammer Caused by rapid closing or opening valve or other flow- |- Modify the valve or flow-controlling component to have |1,3,4,5,6,
effect. controlling component. The occurence of fluid hammer wil] smooth action within allowable time. 10
depend on fluid properties, aeration, and system operat- |[— Add capacitance to the system.
ing characteristics. I~ Use dashpots.
[~ Use cam timed valves or pilot operated valves.
- Match dynamically components.
[~ Use cushioned actuators or decelerating valves.
1.3.4. Sticking component,|The hydraulic shock occurs when sticking part suddenly [~ Clean the filter and offending component. 1
overcomes constricting force. |~ Check the hydraulic fluid type (viscosity, density).
— Flush system thoroughly,
Possible noise reduction 10 - 20 db (peaks).
1.4.Flow/ 1.4.1. Turbulence. See 1.1. I~ Insert flexible hose in sharp bend areas and at the 1
pressure ripple pump. Possible noise reduction 2 - 3 db.
(£luidborne
sound) [1.4.2. Discontinuity of [Caused by discreet character of pumping action which is [— Use odd number of pumping elements. 1,2,3,6,7,
pumping action. inherent in positive displacement pumps. — Use damping materials in pump 2onstruction. 10,11,12,
The flow ripple is result of: — Select carefully system components. 13,14,16,
[— High rate of pressure change. [— Operate pump at recommended rotational speed (lower if |17
— Unsatisfactory flow passages. practicable). Possible noise reduction of 7 - 12 db,
— Timing of valve plate (piston pumps). — Do not exceed recommended pump pressure.
|~ Speed of rotation. — Use acoustic mufflers or desurgers.
— Operating pressure. — Use proper viscosity fluid,
— Pumping mechanism geometry. — Bleed the system before start-up.
— Compressibility of fluid (air contents).
— Hydraulic fluid temperature and viscosity.
— Back flow from discharge port into pumping chamber
(see 1.3.2.).
— Fill-up of pumping chambers during suction.
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1,5.Vibration
(sirborne sound

1.6.0ther.

2. VALVES
2.1.Turbulence

(broadband
noise)

2.2.Cavitation

(high frequency]

noise of up to
20000 hz)

2.3.Hydraulic
shock

2.4.V1b

J1.4.3. System impedance.

1.4.4. Standing waves.

1.5.1. Mechanical.

1.5.2. Hydraulically
induced vibrations.

2.1.1. Aeration.

through the passages.

2.1.3. Flow disturbance.

2.2.1. Low viscosity of
hydraulic fluid.

system.

2.2.3. Pressure drop
across valve seat.

2.3.1. Valve sticking.

2.3.2. Fluid hammer
effect.

2.3.3. Standing waves.

2.4.1.

cal,

2.1.2. High flow velocity]|

2,2.2. Restriction in the

Pressure fluctuations caused by circuit resistance to
unsteady flow (flow ripple). The pressure fluctuations

Caused by local restrictions, reflecting pulsating flow.

Capacitance (filter, accumulator, enlarged passage etc.)

may increase pulsations if situated close to pumps.

Possible causes of mechanical vibrations are:

— Misalignment. v

— Dynamic unbalance of el. motor and pump.

— Type and condition of bearings.

— Transmission of vibrations from pump-el. motor assembly

— Mechanical vibrations due to moving parts (rotation,
sliding etc.).

= Fluctuating shaft RPM.

— Type of pump mounting.

— Type of coupling.

— Resonance of internal components.

— Vibration of external components (shafts, body covers
etc.).

— Worn or damaged parts.

— Faulty pump assembly (

o ve cl and

(narrow band noise).

loose bolts etc.).
low stiffness

Possible causes of hydraulically induced vibrations are:

— Exchange of energy between fluid and its container.

— Transmission of fluid pulsations to receivers
(reservoir, filter, accumulator etc.) carried along
delivery lines.

— Vibration of pumping elements (swash plate, gears,
venes) due to fluctuating load.

— Distortion of pump case (airborne sound).

— Shaft torqne fluctuating due to internal loading.

Pump noise level will depend also on maximum horse-power
transmitted, and rotational speed.
Increased horse-power:
SPL db = 17 log (hp ratio)
Increased rotational speed:
SPL db = 20 : 50 log (speed ratio)

See 1.1.1. - 1.1.4.

See 1.1.5. liquid eddies and turbulent flow through
valves passages causing valve chatter. High velocity of
flow through valve passages may cause local cavitation
(see 2.2.). Sound pressure level proportional to 7 - 8
| power of the flow velocity through the valve.

See 1.1.6., Transient noise caused by sudden switching.

See 1.2.1. Rattling or clanking noise disappearing after
start-up.

 See 1,2.2. Rattling or clanking noise which appears dur-
ing system operation.

Pressure drop across valve seat causes local cavitation
The air bubbles can cause severe vibration of the moving
part.

See 1.3.4. Hydraulic shock caused when sticking part
suddenly overcomes constricting force (possible SPL peaks
of 10 - 20 db).

See 1.3.1. Caused by rapid closing or opening valve or
other f1 1ling p t. The of fluid
hammer will depend on fluid properties, aeration, and
system operating characteristics.

See 1.4.4.

2.4.2, Hydraulically
induced vibrationms.

cal vibration may be caused by:

= of 1 8.

— Excessive wear.

— Excessive clearances.

— Low stiffness of the components.

— Transmission of vibration from other sources (pump,
motor, reservoir etc.).

See 1.5.2. Possible causes of hydraulically induced
vibrations are:

1. Transmission of fluid pulsations from the pump.

2. Distortion of valve bodies under pressure (airborne
sound).

3. Turbulent flow through valve body.

4. Jet action.

5. Cavitation (causing valve chatter).

6. Resonance.

7. Hydrodynamic oscillatory behaviour.
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will depend on dynamic characteristics of the load citcuilJ

|- Reduce resistance to flow by proper design of flow
passages.

|- Analyse circuit components dowmstream from the pump.
possible noise reduction 5 - 8 db.

|- Determine lengths of tubing such that no standing wave
can set at whole range of the pump frequencies.

— Use shaft couplings with rubber or plastic interfacing
|~ Balance el. motor and pump (manufacturer's respons-
ibility ).

|~ Check bearings.

Possible reduction of 1 - 2 db.

|— Use rigid mounting plate and isolate from the rest of
the system.

[~ Replace or repair worn or damaged components.

[— Reduce clearances.

— Stiffen the components.

— Improve quality of finish.

ion.

— Use resilient mounting.

— Isolate pump using flexible hoses.

— Use damping material in pump construction.

— Diminish structural response to noise energy.
— Use pressure desurger or acoustic mufflers.
— Use bigger capacity pump operating at lower rotstional
speed.

— Replace orifices with check valves.

— Proper design of flow passages.

— Avoid sharp changes of shape, direction or size of
fluid passages.

— Avoid using undamped direct acting valves (inherently
unstable).

— Slow down operation of the valve to avoid fluid hsmmer
effect (chokes).

— Prevent unstable operation of valve by careful
selection of circuit components.

— Reduce valve clearances.

— Control valve response time.

— Keep hydraulic fluid at correct temperature (s0°¢).

— Clean the system.
— Clean the hydraulic filter.
— Check the system for foreign objects,

— Avoid using undamped direct acting valves.

— Reduce velocity of flow through the valve.

— Avoid sudden changes in the shape, direction or size
of flow passages.

— Clean the hydraulic filter and components.
— Check the hydraulic fluid type.
— Flush the system thoroughly.

~— Slow down operation of valves by choking, or using
spools with throttling grooves.

— Add capacitance to the system to absorb the shock (or
use desurgers, accumulators).

— Time valve operation using cams or pilot operatiom.

— Use nested springs,

— Avoid lengths of tubing which will facilitate setting
of standing waves in the system.

— Stiffen valve components.

— Isolate the valve from other components (flexible
tubing).

— Reduce clearances.

— Provide dashpot or other form of internal damping.

— Use manifold mounted valves.

1. Use desurger or acoustic mufflers in pump delivery
lines.

2. stiffen valve components.

3. Avoid sudden changes in the shape, direction or size
of fluid passages.

4. Select correct size components.

5. Avoid using undamped direct acting valves.

6. Slow down operation of valves.

7. Place the pressure controlling valves next to the

pump.
8. Reduce valve clearances.

9. Change the angle of flow in the valve opening.
10.Reduce mass of the moving part.

— Use material with damping properties in pump construct-

2,10,15,16

10,12,15,
16

1,2,3,6,7,
8,10,11,13,
14,15,16

2,3,6,8,10,

18

hs.s.m.

1,3,5,6,
10,15,16,
19

6
1,6,10

1,6,10

3,5,16,19

3,4,5,6,16

10,12,15,
16
1,15




3. ACTUATORS
3.1.Turbulence
3.2.Cavitation
3.3.Hydraulic

shock

3.4.Vibrations

4. DELIVERY
LINES

4.1,Turbulence

4,2.Cavitation
4.3.Hydraulic
shock

4.4.Vibrations

4.5.Fluid borne
noise

5.SUCTION LINES

5.1.Cavitation

5.2.Vibration
6. RESERVOIR

6.1.Cavitation

6.2.Vibrations

See 1.1.1, - 1.1.4.

See 1.2.1. - 1.2.6.

3.3.1, High energy
reversal.

See 1.1.1. - 1.1.4.

See 1.2.1. - 1.2.6.

See 1.3.3. Fluid hammer

effect.

4.4.1, Mechanical
vibrations transmitted

See 1.3.1.

— Caused by aeration of hydraulic fluid (erratic action
of the piston).

— Side loading on the piston rod.

— Chatter of sealing elements.

— Transmission of mechanical vibrations from other system
components.

Turbulence caused by high velocity of fluid in hydraulic
lines.

Presence of restriction in the line, Flow noise

SPL = 60 log V,/V) (no cavitation) and SPL= 120 log v/
V) (cavitation). V;, V, - velocity of fluid before and
through restriction.

Caused by rapid opening or closing valve.

~— Vibration transmitted from pump structure.
— Vibration transmitted to reservoir.

from other P 8.

4,4,2, Hydraulically
induced vibrations.

4.5.1. Fluid borne noise
transmission,

See 1.2.1. - 1.2.6.

See 4.4,

See 1.2, Caused by
incorrect design of
reservoir.

6.2.1, Amplification of
noise.

6.2.2. Transmission of

~ribrations.

— Tubing hitting floor, panels etc.

— Standing waves in delivery lines.

— Flow/pressure pulsations transmitted from pump.

— Sharp changes in flow direction.

—~ High pressure drop (diameter of tubing too small).

— Resonance caused by presence of restrictions reflecting
pulsating flow.

Noticable increase in overall noise caused by thin, hot
hydraulic fluid.

Loud knocking noise caused by:
— Large air bubbles in the suction line.
— Pump motored backwards after being stopped.

Loud "thrumbing" noise caused by amplification of noise
transmitted from other parts of the system. Large
surface areas serve as noise emitters.

Loud mechanical noise caused by excessive transmission of
vibration throughout the system,

240

— Use cushioning.
— Use mechanical shock absorbers or dashpots.

— Bleed the actuators before start-up.

— Use floating seals.

— Use cushioning.

— Avoid side loading on piston rod.

— Bleed air from the circuit.

— Use deceleration valves.

— Do not operate actuator above rated capacity.

Select line sizes to 1limit maximum flow velocity to
following values:

suction lines < 4.5 m/sec

return lines < 1.5 m/sec

delivery lines < 2.5 m/sec

— Use desurger.
— Use flexible hoses.
— Slow down valve operation.

— Use flexible tubing.
— Isolate hydraulic lines from other components using

resilient mountings.

— Avoid length of tubing which could cause standing
waves (wave length = 22000/f).

— Alter transmission path.

— Detune the receiver (reservoir, tank etc.).

— Isolate using flexible tubing.

— Use desurgers, mufflers etc.

— Use formed tube bends instead of 90° elbows (bent
radii > 5 times tube diameter).

— Check hydraulic fluid temperature (50%).
— Increase reservoir capacity.
— Add cooling unit.

— Install check valve in suction line.

— Use large diameter suction line (fluid velocity < 1.5
m/sec).

— Use flexible tubing.

— Return lines exits should be placed below lowest level
of fluid in the reservoir.

— Use large bell mouth entry to suction line.

— Use bubble separator in reservoir.

— Check fluid level in the reservoir.

— Maintain correct fluid temperature.

— Check pump rotation.

— Check for vacuum leaks in suction lime.

}— Isolate pump/el. motor assembly, pipes etc. from
reservoir, Possible reduction of noise 2 - 4 db.
|- Eliminate unused areas while maintaining adequate
strength,

|- Use non-metalic parts at impact points.

|- Install heavier base plate for pump/el. motor assembly
|- Use quiet couplings and flexible hoses. Possible
noise reduction 6 - 9 db.

4,6

1,10,14,18

1,10,18

1,4,5,6,10,
15

1,2,3,15

1,2,3,6,10,
15,16

1,3,6,10,
14,15,16,
18

1,6,5,6,10
14

1,3,8

1,3,6,10,
15



fcm steady fluid flow can be reduced simply by reducins‘ law

ther area of system design which can lead to noise lm!. contr
a rigid pipe can sometimes suitably isolate a component from an exc:lt

' noise control is the location of an acoustic muffler in t
‘common suggestion, but there are few reported successful app!
ion 4 describes a successful muffler application to an indust:

\ A HYDRAULIC PRESS

were associated in an attempt to reduce the noise levels of the 1090 m doul
8 shown in Fig. 2. The press can operate in three modes :

‘the main ram, with the cushion inoperative,

. the main ram and cushion.

pumps are situated with the reservoir in the crown of the pres
e system power units and their main pavameters. The only diverg
relstively high speed of the main pump (about 50% higher thaa

Reservmr and
—" Power unit.

__Crown

» Cushion bolsterb
_—"(inside press base)

F"tg.2‘ 1000 Ton Double Acting Hydraulic Press
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1, Main Drive. BRUNINGHAUS PISTON PUMP, 740 CV-3000
~R3341, 7 pistons, variable displacement.
Theoretical max. displacement 29,35 in3/rev.
Rotational speed: Nominal - 970 RPM

Maximum - 1500 RPM
Delivery at max. RPM - 159 IGPM.
Max. delivery with self suction - 103 IGPM_2
Min. charge pressure = 45 1b.in
Max, pressure at max. flow - 3000 1b.in?
BROOK ELECTRIC MOTOR, 250 HP, 1440 RPM,
2, Cushion Drive. HYDRECO GEAR PUMP, 1711C2A1A(L)
Theoretical displacement 2,175 in3/§ev.
Max. operating pressure 3000 1b.in~
Delivery at 2940 RPM and
Max, pressure - 23,5 IGPM
Max, rotational speed - 4000 RPM
POPE ELECTRIC MOTOR, 50 HP, 2940 RPM,

[7 ’ ) Hydraulic power unit

3. Servo Drive. IMO SCREW PUMP, ACG6-70-2-N2F

Theoretical displacement - 18 :l.n:"/):ev2 m : -
Max., pressure - 224 1b.in~ - N Ea-
Delivery at 2940 RPM | Jack cylinder
and no pressure - 195 IGPM 1 e
Max. rotational speed - 3000 RPM /Mwh. bolater
4. Auxiliary Drive. VICKERS PISTON PUMP, PVB5-LSY-11-C-10. K K

Pressure compensated.
Max. rated delivery 3.3 IGP

g at 1440 RPM,

Max. pressure - 3000 1lb.in Qushion bolster
Max. rotational speed - 3600 RPM, L - Qhion
POPE ELECTRIC MOTOR, 20 HP, 1440 RPM, h

5, Main Pump Control, DOUBLE VANE PUMP, V2230-9-2-10C-20- »————? cylinders
S214, ‘

9 IGPM - at 1440 RPM (large cartridge).

2 IGPM - at 1440 RPM (small cartridge).

y 2 .
MM::i:‘fu‘: iiiiﬂi‘éﬁisﬁ;;ﬁ"fgoébﬁ%ﬁ.' Fig3 Simplified hydraulic circuit of Press.

150
)?’Mkrophone \ o/h Crane level
- \ -
Press ‘ol =~
» —_— <1 Y I
% SN 1 T

g
N - 70' o

Fig.4 Location of Press in workshop.

The press was assembled for pre-delivery trials in a workshop of dimensions shown in Fig. 4,
which also shows the location of the press in the shop.

Unusually high noise levels were apparent when the press was operated. While a high level
of noise during actual pressing is largely acceptable to operators as it is usually of short dur-
ation, the excessive noise during drawing was regarded as unacceptable.

It was judged that a narrow band frequency analysis was required to determine dominant
frequency components of the noise. A microphone was placed at ground level 35 ft in front of the
press, and aimed at the crown, which contained the hydraulic power sources. It was found that
this location was not critical, as the large and relatively empty galvanized iron workshop acted
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as a reverberation chamber. Measurements were made during lulls in surrounding activity, and

background noise levels for this state were established to allow estimation of noise levels due
solely to the press.

Measurements were made with the ram pressing against the cushion. Ram pressing speeds of
40, 46, and 52 in/min were investigated. Strokes were such that noise measurements could be made
over time intervals of 50 - 75 seconds.

Fig. 5 shows typical narrow band frequency characteristics. The most noticeable feature is
the presence of sound level peaks near 180 hz. Thus, the main pump was isolated as the main con-
tributor to noise emission during ram manoeuvring. A lower but consistent peak occurred at 50 hz,
and is attributable to the drive speed of the servo pump.

The obvious cure to the problem was to replace the main pump with a larger, lower speed unit
of similar power. A danger in increasing pump speed for economic reasons lies exposed. Because
of expense and delivery delays, pump replacement was not viable. Inability to eliminate the main

source of noise left only the option to suppress it by acoustic filtering, using a reactive
filter (muffler).

Using established principles, four types of mufflers were designed, built, and tested in the
hydraulic system. They were located in the pump discharge line, adjacent to the pump. The
effect of inserting the mufflers is shown on Fig. 5 and Table 2, The stand pipe unit required
tuning of the pipe lengths by ear. As shown in Table 2, the press was noisier with this muffler.
A narrow band analysis confirmed that main pump frequency noise was substantially reduced. How-
ever, the stand pipes themselves were vibrating and acting as noise sources. This could probably
be eliminated by using heavier pipes, possibly with bracing. .

The single chamber unit was the most successful. It reduced SPL by between 3 and 8 db, de-
pending on ram speed, and resulted in the press operating at an acceptable level of noise.:

The double chamber unit was less successful than the single chamber unit., It was felt that
interaction of the two chambers was not adequately involved in the simple theory used for the
design.

The perforated tube unit gave contradictory results. The SPL readings show it to be the
most effective. However it failed to eliminate a particularly offensive noise apparently due to
one of the multiples of pump frequency. '

Fig. 6 shows approximate attenuation curves for the four mufflers. It confirms the généfél
effectiveness of the single chamber unit, and, with its negative peaks, probably explains the
contradiction in the effectiveness of the perforated tube unit. '

The physical chamber size of the muffler used was approximately 10 in internal dia. x 22 in
long. Physical dimensions of all of the mufflers were limited by the size of the system
reservoilr, into which they, along with the pump, had to fit.

5. DISCUSSION

The muffler approach was certainly successful, in that it reduced operating noise levels of
the press from an unacceptable to an acceptable value. However each muffler design was-a one-
shot affair. It is not claimed that the muffler adopted was an optimum of the single chamber
form; nor that the effectiveness of each of the other three forms could not have been improved,
perhaps dramatically, if time and experience could be utilized.

The noise levels measured and given apply only to approximately 0.8 of maximum loading of
the press. They jump higher when full load pressing is being performed. Under these conditioms
a maximum SPL reading of 102 db was obtained when no muffler was used, and 96 db when the single
chamber unit was installed. The actual full load pressing time in the press cycle is small, and
it appears that operators are conditioned to accept these short periods of excessive noise.

The results given in the paper are representative of a much more substantial investigation
carried out by Wilkins (Ref. 20).

In the case discussed, noise became a severe problem because of the choice of a higher than
normal pump drive speed for the particular pump used. The pump operates satisfactorily at the
increased speed. However, its effectiveness as a noise generator is also increased. Pumps are
usually the most expensive item in a hydraulic system. If a particular pump is run at an increas-
ed speed, it delivers similarly increased flow rate and power. It is interesting to ponder on
the economic possibility of a smaller (and hence cheaper) pump running atwa high speed and comp-
lemented with a relatively cheap muffler compared with edoption of a slower, larger (and hence
more expensive) pump operating without a muffler.
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EFFECT on SYSTEM, db
EXPECTED
RAM SPEED, in/min
TYPE SHAPE ATTENUATION p pr )
CHARACTERISTIC
SPL 1L spL | 1L | spL 1L
No Muffler —_ - 86 -— 88 - 94 -
db
Stand Pipe l I ‘ { ? { 5 { ! f 87 -1 90 -2 93 1
0 180 720
h
n ¥4
db
Single | I
—— 83 3 85 3 86 8
1200 hz
T 1%
Double 1 T ] 87 | -2 g9 | -1 | 88 6
Chamber
' 1300 2700
hz
l 4] db
Perforated ta b e’ o 0 T
Tube I I 82 4 86 2 87 7
1
180 hz
TABLE 2

Mufflers and their Effects
SPL - Sound Pressure Level, db
IL - Insertion Loss, db

The various means of reducing noise emission from hydraulic control systems are well
documented. However, successful (or unsuccessful) applications of these techniques are not well
documented, and so confirmed experience is not widely available. The case studied in the present
paper, while by no means optimized in its suppression of noise, shows that noise reduction by
muffling is both practical and effective.
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VELOCITY FIELD OF AN UNHEATED, PULSATING AIR JET
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SUMMARY

Broad-band cross-correlations between the acoustic pressure at a field point
and the square of the instantaneous velocity at a point in the flow field of an
unheated, pulsed jet were used in an attempt to locate regions of significant
noise production. Results were found to be relatively insensitive to changes of
position in the flow field. Spectral correlations were also measured. These
reflect distinct features of the flow and are quite sensitive to changes of
position in the flow field. The spectral results show the existence of a contri-
bution to the total noise at the pulsating frequency and some higher harmonics,
as well as a significant broad-band contribution at higher frequencies. This is
in agreement with observed sound pressure level readings near the jet but when
carried further than in the present work, will yield the location of the source
within the flow of the various frequency components.

INTRODUCTION

The noise emitted by pulsating sources such as exhausts from reciprocating or impact type
air tools is being investigated in the Department of Mechanical Engineering at the University of
Queensland. One method of investigation already described by Hooker et al (2) gives information
concerning the spatial distribution of sound pressure level. The situation investigated consisted
of a rotating valve which simulated exhausts from pneumatic tools such as rock drills. Results
indicate that, although the exhaust is strongly pulsating, the noise perceived by the human ear is

not predominantly a pulsating one but, instead, it sounds like a steady jet with a small pulsating
contribution.

Since sound emitted from the exhaust and the velocity field of the exhaust jet are intimately
linked, a separate line of investigation was commenced. The objectives of this were to obtain
information about the velocity field and the contribution to the acoustic pressure at a field
point made by different regions of the jet using cross-correlations between the acoustic pressure
at a field point and the velocity components in the jet - a method pioneered by Lee (3) in a
steady jet.

THEORETICAL CONSIDERATIONS

For an unheated, turbulent air jet in which the viscous stresses are negligible compared with
inertial stresses and in which molecular heat conduction is negligible, an approximate form of
the instantaneous momentum equation which describes the acoustic pressure fluctuations generated
by the flow can be written as

a%p(x,t) 3%p(x,t) 9%(w,u,)
L —= —— = (1)
pn‘ﬁxiaxj

cy? o2 ox, 2
i

where c¢, is the time average of the speed of sound,- §, the ambient air density, and a repeated
index implies summation. This equation follows from Ligﬁthill (4). It is the classical wave
equation of the acoustic pressure, p(i,t), with a source distribution represented by the right
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hand side of Eq.(1l), the source strength per unit volume being Py Eaz(uiuJ )/Bxiaxj.

The solution of Eq.(1) in an unbounded medium is given by the Kirchhoff retarded potential
solution,

2
P} uiuj(z,t)
ayiayj

FE
= (2)

P
0

Po
p(z,vt‘) = Z?

where | | ¢ denotes evaluation at the retarded time given by (T-To )s T, Dbeing |x-y|/c 0
i =L

If the surface integral of usu, vanishes at infinity, Ig_—z| is much longer than a typical

wavelength and |x|>>|x-y| then Eq.(2) may be rewritten in the form due to Proudman (5),

(2,%) = :
DPLX, &t COZIE_! Jw

where u is the component of the instantaneous velocity in the x direction, x being the

92y 2
X

3t2

a’y (3)

To

position vector from the origin of the co-ordinate system to the point x, where p(g,t) is

measured (refer Fig. 1).

If p(x,y,t) denotes the acoustic pressure at X contributed by unit volume at y then

from Eq.(3) it follows that,
2 2
4 P (4)

4o, ?|x| at? |,
0

Using this result the contribution to the acoustic pressure at x from any unit volume at y
in the jet can be found by cross-correlating the acoustic pressure at™ x, p(x,t), as measured by
a microphone, with the quantity on the right hand side of Eq.(4) for which u, can be obtained
with hot wire anemometers at y. Such correlations can also be performed on a spectral basis
which would then yield the spectral contributions to the acoustic pressure made by different parts

of the jet.

Letting pl(:_c_,t) denote the acoustic pressure measured at x with a microphone then, as
shown by Lee (1971), Cplp(_}g_,z,'to) defined by Eq.(5) below is Py, times the acoustic intensity
at x due to unit volume at y end if Cp1p(_1_c_,z,“ro,f), defined by Eq.(6), is the spectral
contribution then its relation to Cplp(zc_,l','ro) is given by Eq.(7).

azu 2
C 1 (X,.V:T ) = pl(x t) P(X; t) = p1<x,t) X (5)
== = = 4 c ?|x - at?
0o 1= T
0
where denotes time averaging.
o 2, 2
0
Cplp(?ﬁ:zﬁo,f) = pM(x,t,f) p(x,¥,t,f) = p'(x,t,f) (1) (6)
4 c°2|x 9t2
= TO
CPIP(E’Z’TO) = r Cpxp(z,z,To;f)df . (7)

0

The results of Eq.(5) could be applied directly but “the double time differentiation of the
instantaneous velocity signal would make such an approach doubtful from the practical viewpoint
because of the very large noise-to-signal ratio which would result. It should be noted, however,
that if the noise resulting from the double differentiation is uncorrelated with the turbulence
and pressure signals, - a generally reasonable assumption - then the cross-correlations would be
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unaffected although correlation coefficients (cross-correlations normalized on the r.m.s. values
of p and p!) would be affected.

The need to double differentiate the velocity signal can be avoided if the signals are
statistically stationary. For this latter case,

2. 2

u 2 2
1 p.S 0 1 2 9
p(x,t) = — pHx )], = —cC 1, 2(xy,1,) (8)
ot arz - = X T e pla Bl
To
which can be substituted in Eq.(5) to yield,
Intensity at x due to 1 32
; = = e—— —— C 1 2 (X,¥,T,) (9)
unit volume at y e coa|£l 32 Plu L,9:Ty

.To find the contribution to acoustic intensity made by different parts of the jet then only
requires cross-correlation of pl(ﬁ,t) and ux2 and evaluation of the curvature of the result-

ant correlation curve at T, For qualitative results as desired in the present work, it is,
therefore, sufficient to plot the correlation curves Cpluxz(x’y’T) against T at various points
in the flow and by inspection compare the curvatures at the various points in the flow at T,.
This provides a very quick evaluation of the relative importance of different parts of the flow
in the production of noise.

Similarly, the practical aspects of obtaining spectral results can be improved significantly
through use of the Fourier transform of Eq.(9). The result is shown by Eq.(10) and the formal
details are contained in Lee (3).

Intensity at x due to . -
unit volume a¥ y = £*0 1, 2A(%y,T,,f) (10)
associated with frequency f ¢ ?|x| puy

where CPIUXZ(EJX!To’f) = Pl(Ezt’f)quz(f)lTo

Using the result of Eq.(6) would require double differentiation followed by narrow-band fil-
tering which is quite feasible, but the result of Eq.(10) avoids the need for such a procedure

and requires the correlation of filtered pressure and velocity squared signals only, followed by
a simple multiplication by frequency squared.

The present investigation applied aspects of the above results to an unheated, pulsed jet.

EXPERIMENTAL APPARATUS

The Department did not have an anechoic chamber at the time of the present investigations,
thus requiring all tests to be carried out in a laboratory. However, since time delayed cross-
correlations were used the effect of reflection on the end results is small. The pulsed jet was
produced by a rotating ball valve which discharged to atmosphere through a 0.75 in (1.91 cm) dia
throat. The acoustic pressure was measured using a B&K type 4145 one inch diameter condenser
microphone, placed at [x| = 6 £t (183 cm) and 40° horizontally from the jet axis, valve rotation
being in the vertical plane. The assumptions used to arrive at Eq.(3) are, therefore, not entire-
ly valid at frequencies below approx. 200 Hz but in view of the significant simplification per-
mitted by the result, no attempt was made to introduce appropriate corrections.

Velocity measurements were made with a linearized, constant temperature hot wire anemometer.
A single wire 5um dia x 0.75 mm long of tungsten was placed normal to the flow direection, thus
responding to the instantaneous velocity in the mean flow direction and was taken to be proport-
ional to wu_.

X

Practical details such as hot wire calibration, mass flow measurement, hot wire preparation
and mounting, and hot wire probe design to minimize vibration are documented fully in Harch (1).
Silencing of the air supply to the rotating valve was not used. ,The effect on the cross-corre-
lations of noise generated by valves and fittings should, however, be negligible, provided that
the flow is not affected by such acoustic disturbances.
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Signal processing equipmént consisted of special purpose wide-band amplifiers, a wide-band
multiplier to form uxz, a 14 channel Hewlett-Packard FM tape recorder operated at 60 in/sec for
record and playback, a Hewlett-Packard Model 3721A correlator, and two B&K type 2107 narrow-band

analysers.

EXPERIMENTAL RESULTS

In view of the vast amount of time consuming signal processing required to obtain results
outlined in the theoretical section, correlation measurements were limited to one x station and
vertical diametral velocity traverses at 3, 5, 7 and 9 exit diameters from the valve outlet.

Mean velocity measurements are shown in Fig. 2 which like the steady jet velocity profiles
have the typical bell shape. The maxima of these are replotted in Fig. 3 and compared with the
decay law for a steady jet. For the range of measurements the pulsed jet and steady jet trends

are identical.

Typical broad-band correlations are shown in Fig. 4 where Cp‘uXZ(EZX!T) has been normalized
using the r.m.s. value of ux2 at the centre line of the jet for the particular xl/D position
and the r.m.s. of the acoustic pressure signal. Thus, the relative contribution to the acoustic

intensity from different radial positions at a given x,/D can still be obtained by inspection.

Correlograms are shown for time delays up to 28 msec although only the shape at T=T,=5.25
msec is required. Unfortunately, the curvature at =T, does not vary significantly w1th radial
position and, therefore, indicates that broad-band correlations are insufficiently sensitive for
firm conclusions to be drawn. A trend towards greater curvature as the edge of the jet is i
approached can, however, be seen for all x,/D. It is also noteworthy that quite high correlation
coefficients exist at large T, but at the required retarded time of Ty, Values are in the range
0 to #0.2. The fact that correlation curves at diametrically opposed points are not identical is
an indication of the lack of axisymmetry in the jet - a result to be expected with the type of
valve used, but not readily detectable from the velocity results of Fig. 2. The very high
correlation coefficients at ™>T, are attributed to reflections from surrounding equipment, walls

celling and floor of the laboratory.

A typical plot of p u 2(%,5,7,1) is shown in Fig. 5 and as expected, the value of T at

the peak of the cross—correlatlon curve corresponds closely with the time taken for an acoustic
signal to be propagated at sonic velocity from Yy to x. A plot such as Fig. 5 is required for
each frequency of interest, at every radial posifion in the flow thus making it an extremely time
eonsumlng measurement. These data can then be combined as in Fig. 6 where the ordinate is

£ Cp‘u (E?EQTO’f) which from Eq.(10) is directly proportional to the acoustic intensity at x

due to turbulence in unit volume at y at frequency f.

Some uncertainty exists with these results because of the large spectral peaks at the pul-
sating frequency and the first few harmonics which could not be analysed accurately with the

available analysis equipment.

It is expected, however, that such components give rise to narrow spectral pesks as indicated
by the dashed lines in Fig. 6 where the points between the discrete frequencies are actually

measured values.

The results of Fig. 6 show quite clearly that even close to the jet exit a significant con-
tribution to the intensity is made by the high frequency components which are spread over a broad
band compared with the low frequency components which approach a pure tone. Although results
were obtained only at x /D = 3, it is reasonable to expect that the contribution of the high
frequency, broad-band type of noise to the total noise will increase with x /D. This is then in
agreement with the qualitative observations outlined in the beginning of the paper.

CONCLUSIONS

The feasibility of measuring the contribution to jet noise made by different parts of the
flow has been established. Broad-band measurements were found to lack sensitivity to changes of
position in the flow but spectral measurements overcame this problem. The latter showed that
even close to the jet exit, a significant high frequency, broad-band contribution to total noise
exists. Application of the measurement technique to other flow situations is now possible.
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IN THE DAMPING OF STRUCTURES
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SUMMARY -
Theoretical and experimental investigations have been performed on the
damping of structures by viscoelastic layers. Total loss factor and
the effect of the parameters in the constitutive law of the material
have been determined. This paper investigates the optimum distribu-
tion of the viscoelastic material placed on the structure and yield-
ing maximum structural damping. The transverse motion of a
heterogeneous beam (with and without damping) is given by the solution
of the unidimensional problem formulation. The eigen values in the
solution are given by a determinant A(n,x) of 8th order, in accordance
with the conditions at the boundary and junctions. The damped part x
of the beam which produces maximum damping is given by A'(n,x)=0,
solved on the computer. Theoretical and experimental reSults are
compared.

1. INTRODUCTION

We know that vibrations of structures used in mechanical and civil engineering can reach amp-
litudes which generate noise and which become annoying to humans. By changing the geometry of the
structure it is possible sometimes to reduce the vibration but in most cases this reduction is
insufficient. For this reason the use of viscoelastic material layers in structures has assumed
an important role during the last years. The methods used for the determination of the total loss
factor of structures with viscoelastic layers are still uncertain, and the selection and optimal
placement within the structure of viscoelastic layers is a process which has been the subject of
argument. For the case of simple viscoelastic layers, results have been given for bending mode
vibrations by Lienard [1] and Oberst [2]. Oberst gave further optimized results specifically for
amorphous high polymers [3]. These experimental results were found to be in good agreement with
the previous theoretical work of Ruzicka [4]. Later, more accurate theoretical investigations
have been reported, dealing with the problem of unsymmetrical three layer beams in transverse
vibration: position of the neutral axis with constrained viscoelastic layers, distribution of
shear stresses and vibration characteristics were studied for the purpose of maximizing damping.
We shall mention here only the works of Kerwin [5] [6] and Di Taranto [7] [8] which represent fine
contributions to the beam problem, and the study of Yu [9] [10] in the case of plates. By -giving
consideration to the boundary conditions, Mead and Markus [11] showed how the above results can be
applied to practical cases. 1In a different context, Jullien [12] investigated the influence of a
non linear constitutive law of viscoelastic material on the well known results of bending
vibrations of composite beams.

A survey of these studies shows that analytical spatial optimization has not been considered,
however, empirical solutions to this important problem are given. For instance, we know that
different waves in solid bodies are influenced differently by damping layers and if we are able to
identify these waves, we can arrange, according to the method of Heckl [13], viscoelastic material
so that the radiation of sound cam efficiently be reduced.Using’the same idea, it is possible to
cover only a part of the structure by viscoelastic material when we want to reduce the bending
vibrations of a girder which has a particular cross section; it is known that viscoelastic damping
materials are necessary on the base and on the flange but not on the web of the girder. We see
that, by intuitive arguments, we are able to solve some particular problems of distribution of the
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damping material on the structure. But we do not have the solution to the following general
problem of optimal distribution: given a vibrating structure, which domain is to be covered by
viscoelastic material for maximum damping? Expressed mathematically, it is required to find a
unique solution to a boundary value problem which is defined by different partial differential
operators. These operators are determined by the characteristics of the domain under considera-
tion. In other words, the boundary and joint conditions must be compatible, whatever the form of
the differential operators. Expressed in this general form, the problem is very difficult. For
simplicity, therefore, only the bending mode vibrations of a one -dimensional beam system will be

studied.
2. STATEMENT OF THE PROBLEM

Let us consider a beam (figure 1) simply supported at the ends, damped on a length (b-a) by a
viscoelastic constrained layer. The variables of such a damped sandwich beam are:
E, Young's modulus, h1 thickness, I1 transverse moment of inertia of the elastic constra-
int layer.
G complex shear modulus, h, thickness of the medial viscoelastic damping material.
E, Young's modulus, h, thicCkness, I., transverse moment of inertia, 1 total length of the

elastic layer of the beam,when O< x <a and b< x <I.

We know that the transverse motion W of the beam when the steady state is reached, is given
by a differential equation:

LOW) -mo 2 W=0 V)

in which m is the mass per unit length and w = 2IIf angular velocity of the natural frequency f.
but a complex sixth

L is a real fourth order differential operator when 0< x <a and b< x <1,
order linear differential operator when a< x <b. For reasons of compatibility of the real solu-
tions that we have to get finally to solve the physical problem,the eigen value equation
for the damped part (b - a) of the beam becomes a numerical fourth order equation. This
result has been given by Mead and Markus [14], who showed that it is in good agreement with

Di Taranto [7], for beam ends simply supported. Then the general solution of the vibrating
composite system contains eight independent constants of integration, which derive from the two
fourth order eigen value equations corresponding to the damped and undamped parts of the beam.
Eight joint and boundary conditions are necessary to get the general eigen value equation, which
is expressed as an eighth order determinant. The coefficients of this determinant are expressed
in terms of the characteristics of the three layer (two elastic and one viscoelastic) beam, and

of the natural frequency. Let us write:

F(n,a,b) =0 (2)

for the eigen value equation. The physical optimization problem becomes a variational problem,

solved by:

Fl dn + Fy db + F da =0 (3
In the case where a = 0, the problem becomes easier, because n is maximum for F' 0, indeed if
a is fixed, .
'
an_ _ b )
db =" F
n

is maximum for F! = 0. It follows that solutions are to be found for b and n of equation (4).

We see that the mathematical model, which we have chosen, leads without major difficulties to a
variational equation giving the response to the following optimization problem: which are the
abscissas a and b giving the maximum loss factor of a beam partially damped over a length (b-a)?
The algebraic development will show that we get complicated expression for the function F; however
there is no problem in getting numerical solutions to this function by computer.

3. THEORETICAL DEVELOPMENT

According to the figure 1, Wl, wz, W3, are respectively the general transverse motion for

0< x <a, a< x <b, b< x <1.
3.1. Computation of Wl: 0< x <a.

In this case, we know that the differential operator is a fourth order linear one, namely:
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The two boundary conditions W,(0) = W{(0)=0 fora simply supported beam must be satisfied. Thus the
solution W; for 0< x <a depen&s only on two constants A and B of integration:

Wl = A sh Al x + B sin 11 X (6)

3.2. Computation of W2 = a< x <b.

In this case, we must consider the damped sandwich beam with three layers. Details of comp-
utation are given in the references [11] and [14], and we recall here only the principle of the
method. If u, and u, are respectively the longitudinal displacements of the mid-planes of the
upper and lower elasgic layers, and if u is the longitudinal displacement component of any point
in the medial viscoelastic layer, geometrical considerations lead to a simple relation between h,,

» h 32 Us U;, Uy SO that consistent with the assumption of zero longitudinal direct stress in the
vgscoelastic layéer (which implies constant shear stress T across the thickness), we get:

h, +h bW u, - u
- T | 3 2 1 3
T= C;{K} + th ) S + hz ] @)

The total shear force S on the cross-section of the composite beam is composed of the shear forces
of the top and bottom elastic face-plates and the shear force in the viscoelastic layer acting l
uniformly between the mid-planes of the face-plates. Considering the equilibrium of the longit-

udinal forces, we find an additional relatlonshlp between vy and u, and the general equation of
equilibrium is:

4= 3
3 [p +D ]%o w, ] G a2 oW, . GA(E h,; + Ezh,) ) ®
X 1 3 bx4 hZ(D1+D3) bxz Elhl(D1+D3) ox
where D1 and D3 are the flexural elastic rigidities of the face-plates and
h, +h
1 3
d = h2 + —

is the distance between the mid-planes of the face-plates. Combining equation (8) and the
relation for longitudinal force

82u3
Eh, —5=-1
33 8x2
and using equation (7), we obtain the general equation of transverse motion WZ:
2°W oW

2 1 [o s bs]
- M = == - N
[ 4 D1 +133

where (E.h +E.h,) ’ EEhh
s e -~
2 1737173 1 3 3 3
and
N’:-éi E£?§E+;32?3
1737173

With harmonic excitation

2

9w
_—gS::—m—-—z +Feiwt
X 3t

we can take for W, (x,t) a separable form in x and t (ﬁé(x,t) = W, (x)T(t)). We get one differen-
tial equation of Second order in T, and, assuming that an identityj exists between the problem
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coefficients and those of the classical forced vibrations with elobal damping n, we may write:
put 2 ooy iwt
T+w (1l +in)=De

we get 2inally for4W2 : , (10)

In the case of the vibrating beam, we must get a real solution for W,. If we separate real and
imaginary parts of equation (10), we obtain two differential equations for Wz, one of sixth order,

and the other of fourth order, Putting

Azx

W2 - z A; e
n

We derive two -algebraic characteristic equations of different order. The compatibility conditioms
show that only the equation of lower order can apply, so that we retain:

4 2 m 2
~N'®2; - 53, [n2; - N'(n+p)] =0
Where (11)‘
LG Ephy *Eghy
h, TE,E,h b,

and the complex modulus G of the viscoelastic material having damping coefficient B is given by
G=G"'(1 + iB). Equation (11) gives two solutions:

(xz)‘2 > \/ 5 5 - R
- muy my 4my
()\'2)2 - iDl +D3$BN' i [ZD1+D3’BN"] + B Dl +D3 (’f\ + B) ‘ (12)

and the general solution W, is, according to the linear differential equation of fourth order
derived from equation (10)?

= i !
W2 C1 cosx2x+Czsm)\2x+D1ch)\;‘x+D2sh)\2x (13)

3.3. Computation of W3: b< x <1.

The boundary conditions for this part of the beam are W,(1l) = Wg(l) = 0, so that the general
solution depends only on two constants of "integration, E and F:

shy, 1 sinal (14)

- 1 ; Ssin -
W3-E[Shhlx -EFKIT chxlx] +F{51nx1x o ——i%i cosxlx]

3.4, Boundary and Joint Conditions:

Before considering general conditions, let us examine the particular case a = b, which gives
W, = 0. The additional four boundary conditions are: W, (1) = Wy(1) = W_(0) = Wi(0) = 0. We will
find without difficulty that this means A = E = 0 and sh A,= 0 according to the“well known eigen
value equation of a simply supported bending beam. Writing the joint condition Wl(a) = W, (a)>
BsinA, a = F sin A, a, we get B = F. This argument shows that we can simplify thé above ?esults
by taking E =A and F = B in the expression for W3, which gives six integrating constants A, B, CY

CZ’ Dl’ D2.

The continuity equations may be written by inspection: transverse motion, bending moment and

shear force must be the same on both sides of sections x = a and x = b. Thus:

Wi(a) = Wy(a) ; M, (a) = M (a) ; Sy (a) = Sy (a)
' W, 1 2
1 2
W,(b) = W,(b) ; M. (b) = b) ; Sy, (b) = Sy, (b (1s)
VVZ W. 2 3
3
The expressions of bending moment MF and shear force are different for 0< x <a, b< x <f%and
a< x <b, and are given by: i
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Mp (x) = EIWln(x) ; Swl(x) = - EIW]"(x) (16)

w
L 4, 2
D1 +D3 d W2 o) WZ mmz
M (x):- [ - M - (1 +i'r])W] (17)
sz N bx4 be Dl + D3 2
5 3
Sy (%) =_D1;D3 [° wg M bv;?. _DmﬁZD (1 +i-q)%¥£] (18)
2 X dx 1 3
MFW (x) = Ele'(x) § Sw3(x) =‘ - EI WB"(X) (19)
3

Equations (17) and (19) for the uncovered beam are the classical formulas derived from the basic
laws' of strength of materials. Equation (18) is obtained by application of the relation

Mp
" Tax

to equation (17). Equation (17) may be obtained in two different ways: either by integrating
twice equation (9) and taking account of the relationship between W, and W,, or by using the
definition of the total bending moment, which is the sum of the bendIng moments

S

py 22
D 2 D 2
’
1 sz 3 axz
of the face-plates and the bending moment in the medial viscoelastic layer M2 = - ftd.dx. This
can easily be shown from equation (7) and the relation
2
i W B
axz 3 h2E3h3 9x

We will get the same result by integrating (9). Equations (17) and (18) are not simple but they
are linear in terms of the constants A,B,Cl,C ’Dl’D . If we write the six equations (15) using
(16)(17) (18) and (19), we get six linear equagions %n terms of the six constants for which the
term of order zero is null. We know that the solution is indefinite only if the determinant of
the coefficients of the constants is equal to zero which is in agreement with the basic theory of
vibrations of elastic systems [15]. Writing the determinant for the six equations, we get the

expression of the general eigen value equation of the system.
3.5. Eigen Values.

The determinant described above is: F = 0, i.e.

-sh)\la -sin)\la cos)\za sin)\za ch)\'za sh}\'za

-sh)\lb+pch)\1b -sin)\lb+qcos)\1b cos)\zb sin)\zb ch)\'zb sh)\'zb

-sh)\la sin)\la Xcos)\za Xsinxza Ych)\'za Ysh)\'za o
-sh)\lb+pch)\1b sinxlb-qcosxlb Xcos)\zb Xsin)\zb Ych)\'zb Ysh)\'zb
_Ch)‘l +cos)\1a -Xsin)\za Xcos)\za Ysh)\'za Ych)\'za
-ch)\lb+psh)\1b cos)\lb+qsin)\1b -Xsin)\zb Xcos)\zb Ysh}\'zb Ych)\'zb
where p = sh Al 1/ch )\11
q = sin )\1 1/cos >\11

and )\1 is given by equation (5). Also

2
- Dy + Dy D, +D3 ¢ 292 (14 iy
NE, I, E,I; N NE;f
D, + D,
Y=X+2 M
NE,T,
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According to equation (12), A, and A} are functions of m, w, n, E., E,, h,, h , h,, G', so
; p 5 2 1 73 71 73 72
that A = 0 is a certain function

F(m, Ey, E3, hy, h3, h,, G's B, n, a, b, w) =0 (20)
This function is too complicated to allow an analytical expression to be derived for F and we must
resort to numerical solution by computer.

It is interesting to note that we can get the exact natural frequency of a partially damped
beam. This implies that when we want to use a damping material, we must know its damping
coefficient B at the natural frequency of the composite system, and not at the natural frequency
of the undamped system. The characteristic curve B(w) of a viscoelastic material shows that for
some narrow frequency bands B can change and this can be one reason why we may not get the expect-

ed damping.
3.6. Variational Problem.

We return now to the optimization problem: what should be the relationship between a and b to
maximize the total loss factor n_pf the composite beam? Equation (3) gives the answer tg, this
question. The derivative of a n~ order determinant A is the sum of n determinants of n~ order,
composed like A but in which a row is replaced by the derivative of the row. For example

ab a' b' a b
cd c d c' d'
We see that the transcription of equation (3), using the expression for the determinant, is very
complicated. However, in the particular case where a is fixed, equation (4) can be solved
numerically by computer and it is possible to find the value of b which yields the maximum n. It
is important to check if the theoretical solution is correct. For that, we will try to get solu-
tions, without numerical computation, for the particular case a = 0, i.e. for

]
for a second order determinant.

1 0 1 0 : 0 ; 0
cosxzb ﬁnxzb chxbb shxéb —shxlb+pchxlb -sh1xlb+qcosxlb
X 0 Y 0 0 0
A= Xcoéxzb » Xsinxzb Ychxéb Yshk%b -shh1b+pchxlb sh1x1b-qcosxlb
0 X 0 Y -1 -1
-XSMJZb Xcosxzb Yshwzb Ychwzb -chx1b+pshx1b cosx1b+qsmmlb

We must find

6

dar _

® L by
n=1

where A is the determinant A, in which the nth row is replaced by the derivative with respect to
b. It %s obvious that A = A, = A_. = 0 because the first and fifth rows are independent of b.
Moreover A4 = 0, because rows four“and six become identical. We therefore obtain

da
ab - f2 b
Verification.

Suppose we take b = 1, then a = 0, We expect to find that b is a solution, because we aré
sure to get the maximum loss factor n if the beam is fully covered; that means A, + A, = 0 for

b = 0. We will find easily tkat A, = 0 for b = 0, because the two last columns &re composed of
zeros except for the coefficient. We have only A (b = 0) to be determined. We don't give here
the computation in detail, but it is relatively edsy to find A, = 0, and the corresponding

maximum loss factor n which is given in a simple form in terms of Dl’ D3, m, w.

We thus see that in adopting the above mathematical fomulation the problem turns out to be
well conditioned. In the case a = 0, the problem reduces to that of finding the solution to
A3 + A6 = 0, that means to a solution for b, given D, D, h,, h ,h3, 8, G, w. In the asymptotic
céses, we have shown that algebraic formulation is canveaienlz ?

i) When a = b, we obtain the well-known eigen value equation of the transverse motion of a
simply supported beam.
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ii) When a = 0, the maximum loss factor is obtained when b = 1, that means the beam is fully
covered. We can prove also that n is maximum when the bending moments are maximum.

4. EXPERIMENTAL INVESTIGATION

We have undertaken a series of experiments to check the accuracy of the numerical solutionms.
The first problem was to find the parameters B and G of the viscoelastic material. We know that
B is dependent on the temperature and on the frequency. The frequency range we have investigated
corresponds to the usual frequencies of metal sheets used in mechanical engineering applicationms,
i.e. relatively low frequencies. For experimental investigation we have chosen the impulse method
in preference to the phase or progressive wave methods. Blanc [16] describes this method in
detail, which is convenient for soft materials such as polymers. Figure 2 shows schematically the
principle of measurement. In this the end of a rod of viscoelastic material is subjected to a
shock which generates a velocity graph v(x,t) on signal recording equipment. The method is
suitable for a range of frequencies from 50 to 10,000 Hz, and for a range of temperatures from
=40°C to 100°C. An example of the results obtained for the real and imaginary parts of E at ZOOC
is shown in figure 3. Moreover, the accuracy of this method is sufficiently high to reveal second
order characteristics of the materials used for damping metal sheets. The verification of the
theory itself of damped structures is not completed.

A further investigation was undertaken to experimentally study the beam system shown in
Figure 1. Figure 4 shows the apparatus used for this purpose. For simplicity, the experiment was
begun on a free-free beam even though the above theory relates to a simply supported beam. The
difference in support conditions has led to slight quantitative departures of experimental results
from those obtained theoretically, however, qualitatively the agreement between both has been
preserved. We have used the classical resonance method, incorporating in this also the effects
due to the dissipation mechanism, so that the loss factor is not given exactly by a simple diff-
erence of two frequencies. We have found it necessary to perform a series of experiments on one
two-layer beam (one metal sheet, covered by an unconstrained viscoelastic layer). This first
investigation has given information on preferred values for the arbitrary variables h,, h, and £.
It also has enabled us to compare such values with the corresponding dimensions used 1n pgactice.
To this date we have many empirical results on beams and plates, but not enough results on three-
layer beams to allow us to fully assess the agreement between experiment and theory.

5. CONCLUSIONS

The theory presented in this paper contributes to the interpretation of the phenomenon of
damping by the use of viscoelastic materials. For reasons of economy, vibrating structures in
practice may be covered only in part by the damping material. Empirical results have shown that
in some cases this does not change the effectiveness of damping, whereas in other cases it has
happened that this partial damping is not sufficient or otherwise ineffective. Although developed
for the case of a beam structure, the present theory answers some of the general questions on the
difficult problem of optimal distribution of viscoelastic damping material on vibrating structures
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HIGH DAMPING STRUCTURAL MATERIALS
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Clayton, Victoria

SUMMARY
Many materials are used for damping acoustic and mechanical

vibrations in engineering structures. A characteristic of a majority of these
materials is a non-crystalline structure with a relatively low elastic modulus.
Such materials are frequently difficult to incorporate into structures because
of their high deflections under load and their poor resistance to service
conditions such as elevated temperatures. In this paper materials combining a
high elastic modulus together with excellent damping properties are considered.
The mechanisms by which these materials achieve their properties are outlined
and examples given of their present and potential use in Engineering

applications.

INTRODUCTION
The need for the damping of mechanical and acoustic vibration in engineering structures is

becoming increasingly important, both to reduce the sound and vibration radiation from the
structure and to avoid problems such as metal fatigue. Damping may be present or incorporated
into structures in several ways. The most common is to utilise joints at which energy is
dissipated by the relative motion of the components at the joint interfaces; these joints may
occur as a result of functional design or be deliberately inserted for damping purposes; they
may further incorporate low modulus materials in order to increase the energy loss. Another
solution to a vibration problem is to redesign the structure and alter the wibration character-
istics by changes in stiffness or mass, such a redesign is often difficult and expensive. In
certain circumstances, the use of a material having an inherently high damping capacity* may be
beneficial in reducing the response of a structure and the concern of this paper is with these

materials and their utilisation.

A pre-requisite is that the damping of the structure itself be at least an order of
magnitude below that of the material. If a system has an inherent level of damping of 50%,
then the raising of the damping capacity of the material in its components from 0.1 to 1% would
have a negligible effect. It should, however, be recognized that the prediction of a level of
system damping is difficult at the design stage of a ¢ructure and consequently the selection of a
high damping material may provide an additional insurance against excessive noise and vibration.
The use of high damping materials in such a belt and braces situation presumes availability of

the materials at an appropriately low cost.

The selection of high damping materials is complicated by the fact that the damping levels
are, in most cases, stress sensitive; materials having excellent damping properties at high
stress levels (~0.5 oy) may be less satisfactory at low stress levels. The state of stress, for
example the variation of a cyclic stress about a mean value considerably different from zero,may

also have an ‘effect in certain materials.

*The specific damping capacity of the material is used in this paper as a measure of damping and i:
the ratio of the energy loss per cycle to the maximum strain energy reached in the cycle. This
measure is common in literature on material damping properties. Relationships between the
specific damping campacity, loss coefficient and logarithmic decrement may be found in standard

texts., (1)
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If it appears advantageous to use a high damping material in a particular situation then
the choice is limited if the retention of a high strength, modulus and elevated temperature
performance is required. Such properties are generally only displayed by metallic or ceramic
crystalline materials and some composites and only a few of these materials have high damping
properties. Typical materials in this category are the familiar cast irons and the recently
available manganese-copper alloys. There are a few other metals and alloys exhibiting high
levels of damping but these are generally of exotic compositions and unsuitable for general
engineering application. A few, more common, alloys may be modified to improve their damping
properties, and although high values are not achieved, useful improvements may be obtained.

The mechanisms of damping in existing materials will now be considered with a view to
establishing criteria for further development.

MECHANISMS OF DAMPING

A wide range of mechanisms has been described (1, 2). Many of these, however, refer to
damping peaks at very low stress levels or of insignificant magnitude. These mechanisms
provide valuable information regarding the structure of the materials concerned but have little
relevance to their application in engineering structures. The discussion here will be
restricted to those mechanisms leading to significant damping at useful stress levels. These
may be divided into four categories : (i) Plastic strain damping, (ii1) Magneto-elastic damping
(1ii) Damping at internal interfaces and (iv) Damping in composites. In Fig. 1 a variety of
materials is compared in the form of graphs of damping capacity vs. surface shear stress. Of
those materials displaying a high damping capacity nickel and Armco iron utilise magneto elastic
damping, the manganese copper alloy internal interface damping,and the cast irons appear to
combine these two and possibly other mechanisms.

(i) Plastic strain damping

This occurs at high stress levels and is associated with irreversible dislocation
movement, such deformation gives rise to cumulative damage in the material eventually resulting in
failure by the process of metal fatigue. Such an energy dissipation mechanism must therefore be
disregarded as being suitable for engineering components in other than structures designed to meet
shock conditions where the plastic strain developed may damp the effects of the shock conditions
on pre-existing cracks in the components.

The high levels of damping in lead are due largely to dislocation movement with some
contribution from mobile grain boundaries. The temperature at which lead recrystallizes is
below room temperature and hence deformed lead can recover and recrystallize in order to
eliminate the accumulated plastic deformation. The mechanical properties of lead are very poor
and the use of traditional alloying methods to increase the strength results in a lowering of the
damping properties. The development of composites based on lead may lead to self supporting
high damping structural components but at the present time lead is only utilised as a cladding
material, :

(ii) Magneto-elastic damping

In this mechanism damping is dependent on the coupling of the elastic and magnetic
properties of materials and is necessarily dependent on the presence of a ferromagnetic
structure. The bulk of engineering materials, i.e. steel, is ferromagnetic and would therefore
be expected to exhibit some level of magneto-elastic damping.

Ferromagnetic materials contain domains which have a recognizable magnetization vect?r, in
unmagnetized material these vectors are randomly oriented but become parallel to the magnetic
field as the field strength is increased. If the field is removed, some small relaxation of the
domain orientation may occur but a residual preferred orientation remains. The applicgt%og of a
strain field may cause the reorientation of some of these vectors since energy may be mirimised
if the strain and magnetic fields are parallel. The result of applying a cycll? stres§ toa
partially ferromagnetic material 1is to cause cyclic reorientation of the Tagnetlc d?ma1n§ giving
rise to an energy absorbtion. The effect is not observed in fully magnetized materlél since
insufficient energy is supplied to rotate the domain vectors in the presence of the §1gh internal
magnetic field. In unmagnetized material only a small effect occurs since few domains are
reoriented by the strain field.

The energy dissipated increases with the third power of the stress up to a.limiting value
(the magneto-mechanical coercive force) (8) beyond which level it declines. Typical stress
levels are 35 MPa m 2 for Armco iron and 105 MPa m 2 for an En 3b steel in a quenched and
tempered condition. This damping mechanism is indepgndent of frequency over a wide_range
(up to 100 kHZ). The effects of stress and state of magnet%zation on a stress relleve@ N
En 3b steel are shown in Fig. 2. The application of a static mean stress may have a similar
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effect to a high magnetic field, i.e. the domains are
further energy is expended by the alternating stress.
determined by the magneto-mechanical coercive force.

pre-oriented by static stress and little
The permissible static stress level is

Magneto-elastic damping materials have been used for turbine blades. Hcwever, the
selection of material is further limited at elevated tepperatures since magneto-elastic damping
decreases sharply as the Curie point is appreached.

(iii) Damping at internal interfaces

Since damping in structures most commonly arises from the presence of interfaces, it should
not be surprising that the more useful high damping alloys incorporate internal interfaces at
which energy may be dissipated. The interfaces involved may be on a microscopic scale, like the
graphite/iron interface in cast iron, or on an even smaller scale like the "microtwin" boundaries
in manganese-copper alloys which are only visible in the electron microscope.

Mechanical energy may be lost at internal interfaces either by movement of the interface
cyclically over a local energy barrier or by a discontinuity in stress transfer across the
interface. The damping in cast iron is typical of the latter and that in manganese-copper of the
former and these two materials will now be considered in more detail. '

Cast iron

Cast iron containing free carbon in the form of graphite has traditionally been regarded as a
high damping engineering material. However, it has not been until the recent work of Adams
(4, 5 and 6) that the damping behaviour has been related to the microstructure. An early model
(7) for the damping of cast iron supposed plastic strain damping at stress concentrations around
the graphite inclusionms. However, Adams showed that a sample with a fine flake graphite size
exhibited lower damping properties than the coarse graphite samples although a larger number of
stress conetrating centres were present. Some of the results of this work are shown in Fig. 3.

where the damping/stress behaviour of three cast irons of differing graphite morphology is
displayed.

The conclusions from this work were (i) that damping was highest in the coarse flake
graphite samples and lowest in irons containing nodular or spheroidal graphite.

(ii) Microscopical observation suggested that energy losses occurred by the movement of micro-
cracks within the graphite and also by plastic slip on the basal planes of the graphite crystals.

(iii) Cast irons having relatively low damping properties showed a component of magneto-elastic
damping under appropriate conditions. Cast irons are sensitive to stress history and permanent
damage to the graphite by overstressing results in a reduction of damping.

The principle problem with the utilisation of cast irons of high damping capacity is that the
structure exhibiting the best damping properties is that which has the least satisfactory
mechanical properties, i.e. low toughness and strength. Some compromise must therefore be made
in the selection of the appropriate properties for a given application.

Manganese-copper alloys

Considerable effort went into the study and development of these alloys in the mid-sixties
since they appeared to combine excellent damping properties with adequate mechanical properties
and environmental resistance (8). The alloys consist of 50-80% manganese with a balance of
copper and minor additions of other elements. Structures suitably heat treated to produce high
damping contain large numbers of small twin-like domains when viewed in the electron microscope.
These domain boundaries move readily under thermal stresses induced by the electron beam whereas
dislocations in the same structures do not move. The damping in these alloys has therefore been
attributed to motion of the domain boundaries. Fig. 4 is a transmission electron micrograph
showing these domains, they move readily under the weak thermal stress induced by the beam in
the electron microscope.

The matrix structure in the high damping condition is tetragonal, the change in c/a ratio
resulting from an antiferromagnetic ordering of the manganese atoms. The domains represent regions
in which the C-axis alignment is constant but it varies from domain to domain. The application of
stress causes a reorientation of some of the domains such that the C-axis is parallel to the
stress; energy losses occur as the domain walls move to accommodate the C-axis changes. The
relaxation mechanism is therefore similar to that of the magneto-elastic materials except that
antiferromagnetic rather than ferromagnetic ordering is the prime cause (9, 10).

Antiferromagnetic ordering has a characteristic order disorder temperature, the Neél
emperature, similar to the ferromagnetic Curie point. This temperature is in the vicinity of
100°C for manganese-copper alloys and damping properties fall away rapidly as this temperature

is approached. (Fig. 5.) The usefuylness of these alloys for other than room-temperature
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app}i?ations is therefore restricted although it is believed that recent development of
modified alloys has increased the temperature range considerably.

The damping in these alloys increases with increasing stress reaching a maximum value which
might be an equivalent of the magneto-mechanical coercive force. This latter value is
sensitive to microstructure in a similar way to the coercive force. The performance of these
alloys under multiaxial stress situations and under situations with a non-zero mean stress is
not well documented. It is to be expected that if the non-mean stress exceeds the stress at
which damping saturates then a reduction in damping capacity would result.

(iv) Composites

Composite materials (e.g. fibreglass and carbon fibre reinforced resin) consist of fibres of
high modulus material in a low modulus matrix. Considerable heat is generated in these .
materials under vibrating conditions indicating a high energy loss (11). Since a majority of
composites are poor thermal conductors the heat generation is likely to be deleterious .
particularly in view of the degradation in mechanical properties of resins as the temperature
rises. Composites containing large volume fractions of Carbon fibres (e.g. prototype Rolls-
Royce RB211 compressor blades) will conduct heat as will composites having a metal matrix.

These latter composite types are of relatively recent development and their damping character--
istics are not well known. The high cost of manufacture is also a limitation on the use of

these more sophisticated composites.
APPLICATIONS OF HIGH-DAMPING ALLOYS

Various alloys have been produced and a number have been tested in engineering situations,
these include:

(i) Marine propellors to damp out the 'ringing' of the blades and subsequent blade
loss by fatigue. This together with related, classified, defence applications
would seem to be the only commercially successful applications to date (12).

(ii) Shanks for road drills: slabs of manganese-copper alloy have been shown to
reduce the higher frequency components of noise from road drills, however whilst
these higher frequencies are irritating the noise level reduction is insufficient
to justify the expense of these alloys in consumable parts. ‘

(iii) Gear noise. Noise and vibration from gearboxes, transmissions and other
components of machinery may be signifcantly reduced by incorporating components
of high damping alloy although similar results can be obtained by improved '
bearing design and the location of rubber dampers. Manganese-copper alloys are
likely to find increasing application in this area if the Neél temperatures of
the alloys can be increased.

(iv) Cladding. A number of experiments have been conducted using attachments of high
damping alloy to traditional e.g. steel components such as large flat panels.
A reduction in the 'drumming' of these panels is achieved but riormally a redesign
of the panel or the incorporation of rubber dampers is a more effective and
economic solution. The results of cladding an experimental steel structural
member (I-beam) with Mn-Cu alloy are compared in Fig. 6 with the damping behaviour
of a Mn-Cu alloy beam and with an unclad steel beam. The damping of the beam
was only marginally improved by the alloy cladding, however, considerable improve-
ment was observed when the cladding was constrained by another steel layer on its
outer surface. Since the Mn-Cu alloy has a lower modulus than steel lower :
stresses are induced in the cladding; the additional steel layer induces higher
shear stresses in the cladding and consequently higher levels of damping (14).

Whilst the more exciting applications and experiments have in recent years been conducted
on alloys of the manganese-copper type, the applications of cast irons should not be forgotten,
Cast iron beds have been used for machines for a long time now, successfully reducing the trans-
mission of vibrations from different parts of the machine. The development of higher-
performing cast irons, with some attention paid to achieving high damping properties, may result
in a cheaper alternative to the manganese-copper alloys.

There have been few systematic attempts to combine sound mechanical design with the use of
high damping structural materials to ensure their most effective use. Most of the examples
cited above are the result of the direct substitution of traditional materials with the high
damping materials. Some preliminary measurements have been made (13, 14) on simple syste?s and
the results show that damping depends on structural geometry and the nature of the excitation.
An interesting conclusion was that, in certain circumstances, a material of high damping capacity
but low fatigue strength may often be preferable to a low damping, fatigue resistant alloy.
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The use of high damping alloys has been suggested for many noise and vibration problems.
However, the result of such a suggestion has frequently been that the problem has, for the first
time been examined by a vibration expert and a solution to the problem has been achieved without
the use of high damping alloys. Further progress in the use of these alloys requires
co-operation between the materials experts and design engineers - it is however some ten years
since such a sentiment was first voiced by Birchon (8) and these materials have yet to find wide
application. Noise and vibration problems are still with us and one can only hope that the
next decade results in better co-operation between those developing alloys and those using them.
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SUMMARY - Radial dynamic properties of pneumatic tyres have been determined using
a drum-type testing machine. The tyre is mounted as normally on a conventional
wheel which is free to move along the wheel-drum line of centres. Wheel dis-
placement is controlled by a position-feedback electro-hydraulic servo system.
Thus, for example, sinusoidal wheel vibration can be obtained with independent
control of mean position, displacement amplitude and frequency. The drum is
driven by a variable-speed D.C. motor giving separate control of "road" speed.
The force applied to the drum by the wheel is measured and hence the force-
deflection relationship for the tyre is determined.

Results are presented for a typical passenger-car cross-ply tyre, from an
extensive series of tests covering ranges of vibration amplitude and frequency,
road speed and tyre pressure. For sinusoidal motion of the wheel the wheel-to-
drum force is essentially sinusoidal and a linear representation is adopted.

The radial dynamic stiffness with wheel rotating is substantially less than that
with wheel stationary, but the stiffness when rotating is relatively independent
of road speed. The variation with amplitude and frequency is shown, and the
contributions to stiffness of pneumatic and casing effects are separated.

Damping in the tyre is small and could not be measured with any certainty
due to the effects of tyre non-uniformities. -

The tyre properties are modelled by a series-parallel spring-damper
assembly which fits the observed behaviour.

INTRODUCTION

The pneumatic tyre is required to perform both traction and suspension functions. In order

to predict the behaviour of a pneumatic-tyred vehicle it is desirable that the dynamic character-
istics of tyres be known as fully as possible. This paper deals with the radial, i.e. "vertical”,
flexibility of a tyre and is thus principally concerned with the suspension function.
Additionally, however, knowledge of the radial dynamic force~deflection behaviour is necessary for
a complete analysis of longitudinal and lateral tractive behaviour of a vehicle.

The material presented is based on an experimental investigation. In experimental work on
vertical response characteristics of tyres, considerable difficulty is met because of the several
parameters involved and the difficulty of achieving independent control of them. Problems in
control of test conditions lead to laboratory tests using some kind of artificial "road" rather
than on-the-road testing. A flat, moving, artificial road cannot be provided easily and either a
flat, stationary surface or a moving curved surface is used. Overton et al (1) made studies using
flat, stationary surfaces, i.e. with a non-rolling tyre, whilst appreciating that there is a
substantial difference between the rolling and non-rolling characteristics and that non-rolling
tests have limited significance. Laboratory rolling tests at other than very low speed use drum-
type machines. Vibration excitation can be achieved by modifications to the drum surface. Barson

and Dodd (2) used bolted on obstacles and for lower frequency excitation Grigg set the drum
eccentric (3). With excitation by drum surface, however, it is not possible to control road speed

and excitation frequency independently nor is it possible to control readily the displacement
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amplitude of the tyre and wheel system.

Chiesa and Tangorra (4) used concentric drums of various diameters and determined natural
frequencies of the tyre-wheel-supporting arm assembly. By changing the inertia of the assembly
some variation in frequency could be obtained, but direct measurement of force and control of
amplitude and frequency were not obtained.

In the comprehensive investigation carried out by Mills and Dunn (5) a smooth concentric
drum was used and tyre motion generated by an electromagnetic vibrator operating on the wheel/tyre
assembly. This arrangement provides independent control of road speed and excitation frequency.
The lowest frequency attained was 10 Hz and it appears that no account was taken of possible
variation of characteristics with amplitude of motion. Since tyre behaviour might be expected
to be non-linear because of rubber characteristics and tyre geometry it is desirable that
experimental work include study of the effect of amplitude. Also, Mills and Dunn took force
measurements in the actuating shaft between vibrator and wheel assembly. The measurement there-
fore includes forces associated with wheel assembly inertia as well as tyre forces.

The experiments reported in this paper were carried out on a smooth concentric drum and
include non-rolling and rolling tests. The wheel/tyre motion was obtained by an electro-hydraulic
sexrvo system. The arrangement provided independent control of road speed, excitation frequency,

mean deflection (and therefore static load) and vibration amplitude. Tyre-to-drum force was
measured directly.

APPARATUS

The arrangement of the testing machine is shown in Figure 1. The drum is driven' by V-belts
from a Ward Leonard controlled D.C. motor. "Road" speeds of over 100 km b™! can be obtained. The
wheel is mounted on a stub axle fixed to a loading beam. This beam is carried in bearings in the
main frame of the testing machine and the dimensions are so chosen that beam motion results in
radial deflection of the tyre. Strictly the beam motion is rotation but the non-straightline
movement is neglected since the arc of motion is less than * 10 mm at a radius of 725 mm.

Test
Beam Tyre. 1
Pivot. ) Loading
Beam.
O
Force J: =
Transducer.
Drum Q
: Axle. |
(9] O
\ Drum. .
Frame —|°* .
] Hydraulic
S Cylinder.
B ]

FIGURE 1 Tyre Testing Machine
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A chosen motion (e.g. sinusoidal) is applied to the wheel and the force exerted on the drum
is measured. Wheel motion is produced by a double-acting ram controlled by an electro-hydraulic
servo valve. A displacement transducer mounted on the ram provides a signal for tyre position
feedback and for chart or other recording and processing. In the feedback circuit a set-point
control is included and this enables the mean deflection to be controlled independently.

The effect of changing the relative positions (i.e., radii on the loading beam) of wheel
and actuating rod was examined. A large radius for actuating rod attachment appears to enable
larger forces to be obtained at the wheel due to the lever ratio. The gain is offset, however,
by the increased inertia of the longer loading beam and by adverse flow rate and pressure drop
effects in the servo valve. For this particular application (constrained by existing machine
frame and hydraulic power supply) a 1l:1 ratio gave maximum performance capability. The arrange-
ment chosen can apply force within the range * 13 kN over a total travel of 50 mm. In dynamic
tests, the combined effect of inertia loading and hydraulic characteristics restricts the range
javailable and a typical operating limit is 5 mm peak-peak displacement at 10 Hz.

The force transducers are short strain-gauged cantilevers which carry the drum axle housing.
Thus a direct measurement of tyre-road force is obtained except for the effect of drum assembly
inertia forces. The design of the cantilever members requires a compromise between minimizing
drum assembly vibration and obtaining a sufficiently large strain gauge output signal. An error
of 1% arises due to drum assembly inertia and this has been neglected. Strain gauge wiring was
arranged so that the force measuring elements were responsive only to vertical forces and it was
subsequently verified experimentally that the effect of the horizontal Vee belt tensions was
negligible. The drum was dynamically balanced to eliminate unbalance force generation.

The testing machine suffers the disadvantage of all drum-type machines, viz. the tyre is run
on a curved rather than a flat surface. Drum diameter was 0.85 m. A second (smaller) drum is
available to assist in extrapolation back to zero curvature. This was done by Chiesa and
Tangorra (4) but has not been attempted with these results. An interesting possibility is the
application of trends determined on flat and curved surfaces with a non-rolling tyre to the case

of the rolling tyre.

'EXPERIMENTAL RESULTS

The experiments covered a range of combinations of inflation pressure, road speed, excitation
frequency and displacement amplitude for both rolling and non-rolling cases. Results are
presented for a 6.95 L14 4 Ply Tubeless Rayon Cross-ply Tyre mounted on a 14 x 5J rim. In all
tests the static load was adjusted to give a static deflection of 20% of section height (viz.

25 mm) . Sinusoidal excitation was used. The ranges covered were:-

Road speed 0 to 32 km h-! (0-20 m.p.h.)
(Limited number of tests to 64 km h-1)
Inflation pressure 140 to 240 kPa (20-35 p.s.i.)
Vibration, sinusoidal
Amplitude (peak-peak) 4 to 9 mm (0.15-0.35 inch)
Frequency 1 to 7.5 Hz

For each individual test the apparatus was run until the desired steady state conditions were
achieved - principally this required adjustment of inflation pressure because of temperature ‘
changes. A pen recording of tyre deflection and force signals was then taken. From the recording
amplitude and phase relations were obtained. A sample recording is shown in Figure 2. The tests
were grouped into sets, each set comprising a range of vibration amplitudes with all other
conditions constant. For each set a dynamic force v. deflection plot was drawn as in Figure 3.

Figure 2 shows that the applied wheel motion was sinusoidal as intended and the force signal
was approximately sinusoidal in shape and at a small phase angle to wheel displacement. There
was, however, considerable scatter of force amplitude and phase angle values. The percentage
variation in force amplitude, determined by averaging the maximum percentage variations from all
rolling tests, was * 6.5%. The variation was less than * 15% for 95% of the tests and there was
one isolated case of * 20%. The scatter was very much less in the non-rolling tests (average
+ 2,8%, worst case * 5.5%). It was also noted that in rolling tests with wheel not vibrating a
force output signal was present, ranging from about 120 N in a severe case to almost zero in
others. This is to be compared with force values from 500 to 2000 N in the normal test range.
These effects were attributed to tyre non-uniformities, which arise from inevitable manufacturing
inaccuracies (radial run-out, ply joints, tread joints, non-uniform material distribution).
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Because of the scatter, "averaging"” of results was necessary. The general trend of the
force-deflection plots showed a straight line relationship (see Figure 3, especially the low-
scatter test set, curve a). A least squares error straight line was fitted to the force v.
deflection plot and all subsequent examination of results based on that line. Curve b of Figure 3
shows a high-scatter test set, this particular one representing the worst of the results accepted.

The static force-deflection curve for a cross-ply tyre is non-linear, showing a stiffening
characteristic at small deflections and changing to softening at large deflection (1).  In this
study, dynamic behaviour is determined by imposing oscillations about a mean deflected position.
Behaviour might or might not be linear and probably will not follow the static deflection
characteristic. Hence the fitted line might intersect the force axis at, or above, or below the
origin. It was found that for all test conditions the force axis intercept was small (average
75 N, 90% less than 180 N, 90% positive). Since also the force signal shape was reasonably close
to sinusoidal it was assumed that for any individual test the behaviour could be analysed as that
of a combination of linear elements (springs and dampers). The radial dynamic stiffness k is
taken as (force amplitude)/(displacement amplitude), i.e., the modulus of a complex stiffness,
and will change from one set of conditions to the next. : ;

In all tests the phase angle was small, ranging up to mean values of 6° for rolling and 8°
for non-rolling tests. The elastic component of k can then be taken as numerically equal to-the
modulus, and using the phase angle an equivalent viscous damping coefficient can be calculated for
each test. The coefficient was generally less than 1.75 kN m~1 s but because of scatter the
results are unreliable. All that can be concluded is that damping is small and its effect is of
the same order as the influence of tyre non-uniformities.

Effect of Road Speed

Tests were conducted with the tyre stationary and at speeds up to 32 km h-1l. The dynamic
stiffness of the rolling tyre, although in all cases 20% to 30% lower than the non-rolling value,
was substantially independent of road speed. Figure 4 shows typical results. A few tests at
higher speeds, up to 64 km h‘l, also showed stiffness independent of speed.

At higher vibration frequency the stiffness change with speed was less than that shown for

1 Hz on Figure 4, and for some conditions decreased slightly with increasing road speed. The
small variation of stiffness with displacement amplitude is also apparent in the Figure.

Effect of Inflation Pressure

All stiffness values at frequency 1 Hz, i.e. results for all road speeds and displacement
amplitudes from 5 to 7.5 mm peak-peak, are included in Figure 5(a). Similarly all stiffness
values at 7.5 Hz are included in Figure 5(b). Noting the suppressed zeroes, a straight line
relation between stiffness and inflation pressure seems reasonable for the rolling tyre. The
least squares error straight line is shown for each frequency. These lines have a positive
intercept on the stiffness axis and hence the overall radial dynamic stiffness k for the rolling
tyre can be expressed as ) ’

k = k_+k_ = k_+ps
c p c P

where k. is a casing stiffness, k, a pneumatic stiffness, p the inflation pressure and s  a
pneumatic stiffness coefficient. "This is the representation discussed by Cooper (6) for static

force-deflection behaviour.

Results for the non-rolling tests are too few to justify a fitted curve. For the two
frequencies, the trends are similar and suggest departure from a straight line relationship.

Effect of Vibration Frequency

The behaviour of rubber is frequency dependent and a variation of stiffness with frequency
can be expected. Figure 6 shows the observed variation. Stiffness increases with increasing
frequency, but the extent of the increase is relatively small for the rolling tyre. The effect

is much more marked for the non-rolling tyre.
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.REPRESENTATION OF TYRE BEHAVIOUR

From the data collected it is possible to propose a physical model which approximately fits
the observed behaviour of a rolling tyre. It was noted above that behaviour for an individual
test was reasonably close to that expected from linear elements and that stiffness showed a
straight line relationship with inflation pressure. Figure 6(b) shows that there is a frequency
dependence but that the difference between tlie curves for the two inflation pressures is roughly
constant, i.e. the frequency effect is independent of change of inflation pressure and can be

considered a casing effect.

An arrangement which exhibits such behaviour is drawn in Figure 7. The pneumatic stiffness
is kp and the combined group kl’kz and ¢ represents casing stiffness. The stiffness of this

model is
. k,c%w? k,2cw
k = k_+k + + i

B k22 + c2w? k22 + c2w?

Parameter values can be determined from the experimental results. Pneumatic stiffness
coefficient Sp is taken as the mean of the slopes of the fitted lines in Figure 5. (Fitted -
values 0.524 and 0.576 m.) Redrawing these lines through the mid-range point gives approximate
stiffness v. pressure lines which are produced to intercepts on the stiffness axis. These
intercepts represent stiffness at zero pressure i.e. casing stiffness, at 1 and 7.5 Hz. This
extrapolation is not necessarily physically significant and is performed only to determine
parameters for the normal operating ranges.

The intercept at 1 Hz is taken as k;, since change of stiffness with frequency is small in
this region (see Figure 6(b)). From the corresponding intercept at 7.5 Hz and the mean phase
angle 6° at 7.5 Hz the remaining constants can be determined. The parameters calculated are

s, 0.55 m (kN m~!/kPa)
k, 35 kN m-}

-1
k2 34 KN m

c 0.5 kN m~! s

These values produce stiffness characteristics virtually indistinguishable from the lines on
Figure 5 and the 138 kPa curve on Figure 6(b). The model characteristic at 207 kPa is shown as

the dashed curve on Figure 6 (b).
Corresponding values for the non-rolling tyre have not been calculated. For the non-rolling
tyre, the few results, uncertain trends and incomplete examination of tyre non-uniformities result

in an inadequate basis for parameter calculation.

= pSp

FIGURE 7  Tyre Model
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CONCLUSION

The dynamic radial stiffness of a pneumatic tyre has been determined for rolling and non-
rolling conditions and for ranges of road speed, inflation pressure, vibration amplitude and
frequency. The stiffness with wheel rotating is substantially less than with wheel stationary,
but the stiffness when rotating is relatively independent of road speed. There is a rather
irregular variation with amplitude but behaviour is approximately linear for sinusoidal vibratio
in the range 4 to 9 mm peak-peak. A consistent but not large frequency dependence exists, the
stiffness increasing with increasing frequency.

The contribution to stiffness of pneumatic and casing effects can be separated for the
rolling tyre. Pneumatic stiffness is linear with inflation pressure but independent of road spe
and vibration frequency. Casing stiffness includes a frequency dependent component. A set of
parameters has been determined for a physical model which represents the rolling tyre. It must .
noted, however, that the determination of parameters involves averaging and approximation.

The non-rolling tyre results show a stiffness behaviour somewhat different from that of the
rolling tyre. No further explanation can be offered for an apparent non-linear dependence on

inflation pressure although possible factors are tyre non-uniformities and varying geometry in
the contact area.

Within the range of test conditions the radial damping is small and its effects are masked
by interference arising from tyre non-uniformities. ’
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SUMMARY

A vehicle moving on the ground with a variable velocity is subjected to
nonstationary base excitation due to surface uneveness. By transforming the gov-
erning equations of motion from time domain to space domain,the response of the
vehicle to such excitation is determined using the Evolutionary Spectra Approach.
Mean square acceleration and first passage probability of tyre bottoming is dete-
mined for a simple model of an aircraft during take-off rum,

INTRODUCTION

All vehicles moving in contact with the ground are subjected to random base excitations due
to surface uneveness. The vibration of vehicle systems due to such excitations may cause passen-
ger discomfort, loss of control effectiveness and structural damage. The uneveness of prepared
surfaces such as runways, highways, railway tracks etc. may be treated as a homogeneous random
process and described to second order statistics by its power spectral density (P.S.D.)[1,2]. If
a vehicle moves on such a surface with constant velocity, the base excitation is stationary and
the dynamic response statistics of the vehicle can be obtained using the time or frequency domain
random vibration analysis [3,4]. If the vehicle moves with a variable velocity, as during take-
off and landing of aircraft, the base excitation becomes nonstationary. The difficulties associ-
ated with the nonstationary analysis (time domain or generalized P.S.D, analysis) can be circum-
vented by transforming the governing differential equations from time to space domain, The tran-
sformed equations are differential equations with variable coefficients and contain surface une-
veness as a homogeneous random process., In this form the second order statistics of the response
can be determined using the evolutionary spectra approach [5] in the frequency domain, The second
order statistics can be used to determine fatigue life [6] and first passage failure [7] behavi-
our of the response., In this paper a simple model of the aircraft is used to determine the second
order statistics of the response during take-off., The response characteristics are used to com-
pute the first passage probability of tyre bottoming.

EQUATION OF MOTION

For the system model shown in Fig. 1, the governing equations of motion in terms of abso-
lute displacement about the mean position are

0

N
—

m 01z ¢, a1 ||*x ky 1
+ + =

2 ky y(t)

N

0 m 'z'z -c; ¢ 22 -k, kq+ky
or [m] {Z} + [c] {z} + [k] {z} = {£f(t)}

Here (°) denotes differentiation w.r.t. time t and y(t) is the random base excitation due to

track uneveness,
Define the generalised coordinates x;, n = ly..s,4 With

1)
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4 4 :
ziazuin%, iianzlqnuinxn i=1,2 )

n=l
where o, are the eigen values and u;, are the elements of the modal column matrix
[ou]
[U] [ g e
[u]
of the 4x4 system dynamical matrix
[o] (1]

-7 m) -] e)
In generalized coordinates the decoupled equations are [8)

(] =

u; Ky p(v)

2 2
20 (mlulii-mzu%i) *cy (“11"“21)
Let the vehicle position along the runway at any time t be given by

S=atb

X0y X5 = i= 1,00, (3

so that S = a b b1, a, s (®-1)/b and s=a b(b-1) tb'z _
where a and b are constants and a, = al/b | p (4)
Using Eq. (4),Eq. (3) can be transformed from time to space domain

S L Ui Kz Y(s)

2 2 2 Q
Za; (myuy i+m2u2i‘) +cq (uy;-up5)

where (') denotes differentiation w,r.t. s and Y(s) is the random process representing the
track uneveness.
General solution of Eq, (5) is

x; = B exp (2—2- o 520y 4 {: Hy (2,5) exp (jfs) dF(® = 1,000,4 (6)
with ]
Hy (2,5) = Y2i €2

[zai(“l“%i*'mz“%i) +c1(uli-u21)2] [ioa,s (0-1)/ b-ui]
Y(s) = [ exp (jfs) dR(Q) ™
B; are constan:: of integration, Q is spatial frequency, j = /<1 and OYY(Q) da = E[IdF(ﬂ)Iz]
If the initial conditions are
at s =0 :z =d; and 3 =v i=1,2
the constants of integration are given by {Bl = [l.!]"1 v, v, 4 dz]'r (8)

From Eqs. (6) and (2) for i = 1,2

4 4
e ) uh exp(-:; a s 1wy [ H@,9) ep (%) @) 9

281



4 4
o b
2w Loy Byew ooy sth Lo uy [ H(R,5) e (395) dF(R) (10)

n=1

Di fferentiating Eq. (10) wer.te t

Z an u; By exp (—a sllb) +a, s(b'l)/b Z o u; fexp(Jns){Jm (n,s)+H' (R,s) }F(Q)
n=1 n= L
(11)
jQ(b-1) a, uy, k2
(12)

with Hl"(fz,s) =
b /P [2q, (myud +mpuZ e, (uy, ~upg) 2] [i0ays O-D/b - g 12

SECOND ORDER STATISTICS OF RESPONSE
The runway uneveness Y(s) is assumed to be a homogeneous random process with zero mean and

P.S.Ds GYY(Q) = czy/[Zu(ﬂzwz)] where o is the r.m.s. value of profile and y is a small constanf

[9]. Hence
4

= - 1 b
uzi = E[z] = nzl in By exP (az %4 S /
u, Z o Wy By o0 (=, ') 13
z; n=1 3

exp (— sl/b i=1,2

g, ngl Un By 0% G

Spectral density and covarience function are given by the following relations [5]

4 4 ‘
"izz (2,8) = &y () pzl nz-:l Ujp Ugn Hp(ﬂ,s) H, (~8,5)

4 4
0 (8,s) = &,(9) o u (8,s) H,(-2,s) (14)
. Yy Pglnzlap“nulp on Hp(9,5) Hy

.2
2(b-1) 4

i%e
b

Gy M) =as P e@ ]

i%y pal nf O % Uj Uy (398, (0,5) +H5 (2,5) ] [-) 9 (-2,5)

+ (-ﬂ, S) ]
and Hn

2.2, (51:52) = { nZ1 £ () uj, vy, Hy(2,5))Hy (-0,5,)exp{jn(s =s;) } do

4 4 Yip Yn Y2p %2n (Ry + Ry)

)
p=1 n=1 (20, (myuf ompud ) +c) (g muzp) 2] (20, my udempnd ) ey oy -uiz) ]
(15)

= 2mjck?

k3 3 (51.52)=21erk§ f o0p oy Wy Upy Uy, Upp (Ry + By)
1% p=1 n=1 [2ap(mluip'rmzu%p)-.cl(ulp-uzp)z][2%(mlu%na-mzugn)ml(uln.UZn)Z]
(16)
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b-1

- 4 4 O Ui U, Upy u, 92 (Ry+R,)/3s,9s
x;.;z(sl.sz)ﬂnjc:k%a%(slsz) ! I 2 i = 1p fn 4P uzn 1 RZ 12 2 -
i p=1 n=1 [Zap(m1u1p+m2u2p)+c1(ulp-uzp) ][zo.n(m1u1n+m2u2n)+c1(u1n-u2n) ]
with L0
2(b-1) b-1
R j exp {~y(s;-s3)} T ays, b exp {up(sl-sz)/(azslb )}
1 = - H =
Yoy v s 4 o) (apy sV /ol g 2 2(b-1) CE N1 18
22, b _ 2..b
) (azy sy ap) (s1 a.n+52 a.p)
c =X
2n
For i, 2 = 1,2 and Sy > Spe
Equation (17) is obtained by differentiating Eq. (16) w,T.t. t; and t,,
FIRST PASSAGE PROBABILITY OF TYRE BOTTOMING
The first passage probability beyond a barrier level S in the duration (0,s) is [7]
o, (@) 2
P@Sls) = [ S ew (- —— & (19)
0 ", p) Zoz(p)

where o,(p) is the standard deviation of the process at p.

The downward motion of the lower mass beyond a certain limit relative to the ground
represents tyre bottoming, In considering the tyre bottoming in an aircraft, the effect of
lift force on the dynamic response of the aircraft should also be included, The lift provides
a time-varying deterministic force giving a time-varying deterministic bias to the response mean
position, Incorporating the lift force into the equation of motion, the displacement from free
position relative to the ground is

4 4 ujp op(my upp+mpugy)
2= ) v By oo, st0) s g ) - 2 - 2
n=1 3 n=1 Zo.n(ml u1n+m2u%n)+c1(um-u2n)

2a§ (b-1) (2b-3)

2a,(b-1)
2(b- 2 2b-3) /b

2 4 l.lin uln [S (b 1) /b+ ____.b_— S( )/ + =3
-azcz Z % o b

n=i 2 2
o (20, (myud ) + mpud Yeey (ug,-upn)?)

S(Zb-4)/b + see *t aee ]

4 - o
+ ) w, [ H(R,s) exp (jns) dF(R) - [ exp (jfs) dF(D) (20)
n=1 =00

where 1ift L = C, $2 (21)

and C, is assumed to be a constant, b-1

—

a,s

For the lower mass and b = 2
Uy, o (/v + —-—-—2““ )

4

C
;‘ - 41er2 nz

2
s) = (s,s) =
czz(‘) "zzzzs ) 2 Zsz(b-l)/b_azl
n

(20, (m1u§n+m2u§n) +cy(u) ~uzp) 2 [a v
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1 " (b=1)/b

2 2 a,
“2p “n [7(3 175 _

+

4
2k |} ) (pran) (avs
p=1 n=1 [zup(mlulp"mz“zp)’cl(“lp"“z;)) ][2an(m1u1n+m2u2n)+cl(u1n-u2n) (azys(b 1)/b+qp)

GOy

(22)
22
and ozé(s) = :zizi(s,s) = ;-nzzzz(s,s) (23)

ozz(s) and °zé(s) from Eqs, (22) and (23) can be used to determine the first passage probability
of tyre bottoming,
RESULTS AND DISCUSSIONS

The system parameters of Boeing 707 aircraft are used to illustrate the application of
above formulation, Following values of system parameters are used [3,4]

m) = 10,060 1b sec?/ft (14,970 kg sec?/m); m, = 155 1b sec?/ft (230.2 kg sec?/m);
c) = 116,460 1b sec/ft (173,400 kg sec/m); k; = 2,03x106 1b/ft (Z”0.2><106 kg/m);

.162x10® 1b/ft (,2402x10% kg/m)

kz =
a = 1,2205125 ; b = 2
Yy = .001791 ; C = ,00001

The damping coefficient has been taken equal to the equivalent damping coefficient at 100 ft/sec
velocity from Ref, [4]. The values of a and b are chosen to give constant acceleration with
take-off at 140 mph over a 8600 ft run, The runway roughness constant represents an average
ruway, The value of y is taken from Ref, [9] where the roughness is described by its correla-
tion function, Value of Cy; is determined by taking the lift force equal to total weight of

aircraft at take-off,

The r.m.s, value of the upper mass acceleration is plotted against the distance along the’
runway in Fig, 2, At take-off the r.m.s. value of the acceleration is ,1731 g.

First passage probability of tyre botfoming for a barrier level of 3,5 in is .11x107,

The .r.m,s. value of the acceleration at the aircraft C,G, increases nonlinearly during the
take-off run, The maximum value occures at take-off and is less than the r.,m,s. values of acce-
leration during taxi (.185 g at 40 mph [4])., Probability of tyre bottoming is very small, as
expected since landing impact is a more critical condition for tyre bottoming, The paper illu-
strates the application of Evolutionary Spectra Approach to a problem where the underlying
process is homogeneous,
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Summary - This paper illustrates the application of the finite
element technique to the solution of acoustic field problems in one,
two and three dimensional coordinate systems.The method is compared
with the traditional analytic and finite difference solutions to the
space part of the wave equation, (the scalar Helmholtz equation) in
particular for non-regular boundary geometries. A brief discussion
of convergence of the numerical solution is included together with
the steps involved in the derivation of high order elements. It is
demonstrated that under certain conditions the finite element method
is equivalent to the finite difference technique. The power and ease
with which the method can be applied is illustrated by example of a
sound field inside a car. A digitial computer program and the procedure
for computation is presented. Rules for continuum discretization are
developed from experience of the technique in solid mechanics.

1. Introduction

Finite element methods have been used with .considerable success for obtaining
approximate solutions to complex problems in structural and solid mechanics (13).
The technique has gained general acceptance because a wide variety of problems
with diverse geometrical configurations can be studied with a single computer
program. Oden (12) and Zienkiewicz (20) have demonstrated that the variational
principles utilized in structural mechanics can be applied to solve a wide variety
of field problems whose solutions consist of continuous functions defined in spaces
of finite dimension. As a result, considerable interest has been shown in extending
the technique to such other domains as heat flow, fluid seepage in porous media,
hydrodynamics, viscoelasticity and applied electrophysics (7). The purpose of this
paper is to present the basic concepts of the finite element method and its appli-

cation to acoustic field problems.

2. Solution of the Wave Equation

Propagation of sound in a homogenous, isotropic medium is described by the
undamped wave equation (3).

2
vy = L, 222 -1
at2

The time and space parts of equation 1 can be seperated to give the scalar
Helmholtz equation. (p' -is the excess pressure variation and k-the wave number)

v2 pt + k% p' =0 - 2
In a more general sense equation 2 can be used to solve many boundary value problems
in electromagnetics and electroacoustics (16); it contains Laplace's equation as a
special case. Analytic solutions of 2 to determine the normal modes and frequencies
of bounded acoustic fields have employed the method of seperation of variables,
Green func?ions and collocation (10). Most of these methods are restricted to
problems with relatively simple boundary conditions. Seperation of variables,for
example, can only be applied to three co-ordinate systems in twodimensional space(9).
In some cases conformal transformations can be used to map complex boundary
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geometries into simple shapes for solution by elliptic differential operators.
Theoretical solutions to known shapes have been purturbed for other problems (4)
however in general it is impossible to obtain analytic solutions to many practica.
problems.

Finite difference methods have been employed by a number of investigators to
obtain numerical solutions in situations such as acoustic fields in ducts (1),
rooms (5), and cars(14). There are a number of basic limitations associated with
replacing 2 by a set of difference equations:

(a) The field is undefined except at discrete mesh points.

(b) Singular and source points are difficult to handle.

(c) Awkward boundary shapes often require special difference
operators which necessitates a unique computer program
for each new problem.

It was in an effort to improve on these limitations that attention has been
directed to the use of the finite element method.

3. The Finite Element Method.

The basic concept of the finite element method is the representation of a
continuum by an assemblage of subdivisions or finite elements connected on their
boundaries at a discrete number of nodal points (figure 1]}. A distinction between
a spatial and material subdivision of the continuum must be made for acoustic field
problems. With air, the finite element defines the space through which the fluid
flows - in solid mechanics, distortion of the material is described by a spatial
change in the finite element mesh. It is convenient, in acoustics, to formulate the
unknowns in terms of nodal pressures; and since pressure is a scalar quantity it
is only necessary to use one unknown per node (5). The acoustic field over the
entire domain is approximated by a set of continuous algebraic functions defined
over individual elements. Within a particular element the pressure is assumed to
be represented by a polynomial function of the field variables at the individual

. iy
s <7

~\\\\\\\ i ‘//’/,,;::i_____Boundary Primary nodeshape
rz<
| —
1t

@ = Typical node
L;:ﬁf///// Typical element Secondary node Shape
X

Figure 1 :- Finite element representation of a continuum and two typical
polynomial shape functions for the field varilation over elemernt.

“P (xl,xz)

AN

The derivation of the set of equations for the continuum may be achieved by
direct, residual or by variational methods. In this paper minimization of a
functional expression is carried out with respect to the field variables at each
of the nodes. Complementary formulations may require a maximization, howeyer both
are usually subsumed under the more general stationarity requirement (19}.

In elasticity the formulation of the equations is achieved by minimizing a functional
describing the total potential energy of the system. Zienkiewicz (20) has shown the
generality of the variational approaches in field problems where stationarity of a
functional, subject to the boundary conditions, gives the exact solution. Craggs (5)
and Shuku (14) have formulated frequency dependent functionals for the acoustic
wave equation, which after setting the first variation to zero results in the
Helmholtz equation and the boundary condition 3 at the surface of the acoustic space.
'

grad p = -ipuwAp' -3
In this paper hard boundary conditons are assumed so that the specific acoustic

impedance A = 0 and grad p = 0, there is in principal no difficulty associated
with using either homogenous Neumann or Dirichlet boundary conditions.
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4. Natural Co-ordinate Systems.

The formulation of the variational expressions and calculation of the element
properties can be simplified by the use of natural cordinates. A local system is
one that is defined for a particular element, not necessarily for the entire space,
the system for the complete continuum is called the global co-ordinate system.

A natural co-ordinate system is a local one which permits specification of a point
within an element by a set of dimensionless numbers whose magnitudes never exceed
unity. In a d-dimensional co-ordinate system x1,x4, ... ,x9 the finite element is a
simplex with at least d+1 vertices (figure 2), whose size is given by S=D/d!l.

D is defined by the determinant 4, note that for example the size of a line is its
length, triangle its area, etc.

1 2 d
1 x1 Xy e . . Xl
1 2 a
1 X X « e e X
b = 2 2 2 A
A T ‘a
1 Xa+1 *a+1 ° ¢ *a+1

If P is a point within the element and S_ the size of the simplex defined by P and
all other vertices except m then it is oBvious that the set of equations 5 define

uniquely any interior point. Sp

Ll=s— -5
A further result from linear dependence is given by 6

a+l

-zll‘i=l -6

Geometrically the Lj co-ordinates measure normalized distances towards the m-th
vertex orthogonally from the d-1 -dimensional simplex defined by all vertices of
Fhe element except m (17). If necessary the Lj co-ordinate system can be defined
in terms of the Cartesian xl1 system by the use of 7.
_ 1 0 1.1 da _d

Li = 5 ( a; +ay x* + ... +a;x ) -7
W@eae_a; are the minors of the r-th row of D. A natural co-ordinate svstem
simplifies problem formulation, preserves symmetry and facilitates the integration
over the element. For example, using polynomial expansion and integration by parts
a cartesian surface integral can be expressed simply as:

1l 1-L ot
= P 14 = 2 P q P-_d- s
I q IS Ll L2 ds = 20D {; .g Ll L2 dLl sz = 2D 8

P (p+tg+2) !
Line element Triangle element Tetrahedrongelement
3
P(L),L,) P(LysLyrL3eLy) 3
Node 1 Node 2 P(LI'L2'L3)
s e . “
1
1 2 2
Li=;i Ai=él Vi‘éi
A
L = element length A = element area V = element volume

Figure 2 :- Examples of natural co-ordinate systems.
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5. Pressure Variation over an Element.

The solution of 2, subject to the associated boundary conditions, is

equivalent to minimizing the functional 9 over the element volume (19).

F(p) = = Iy (|grad p|2 - k2 p) dv -9

2

F(p) is stationary if, and only if, p equals the true solution for p'; so the
basic problem of the finite element method is to construct a solution for p over
each element so as to obtain the best approximation for p' over the complete
solution space. A common approach is to assume that within an individual element
the pressure p can be represented by a polynomial function of the nodal coordinate
system (2,6,15,18,20). In order to guarantee solution isotropv or geometric
invariance the polynomial expression applicable to each element must be complete.
If n is the order of the polynomial there must be at least N=(n+d)!/(n!d!) terms
to satisfy this condition. Geometrically this implies that the pressure distribut-
ion is permitted an equal complexity of curvature in any direction. A further
condition is that within an individual element a 'pressure rigid body mode' is
allowed; this corresponds to a uniform pressure rise. The polynomial must in
addition satisfy the conditions of pressure continuity within an individual
element and for the assemblage as a whole. The continuity of p is essential to the
valid use of 9. At the boundaries between elements the normal derivit ive is not
continuous, this however does not introduce any errors as the net integrated
value of these discontuities is zero.

Modifying Silvester's notation (15) the pressure variation within an element
can be defined in the form

N
e
p® = 1 Pp % (Bpelpe ooe sDgyy) = 30
m=1
=l§p1enam - 11
m=1

Where o, are the interpolation polynomials of degree N on the element and pﬁ is the
value o? p at the interpolation node m The coefficients of om, for equispaced nodes
are of the closed Newton-Cotes type defined by equations 13 and 14.

d%l
o (L,,L ees ,L ) = P, (L,) - 13
m 1’727 ~a+l k=1 jk k
Where
1 m=-1
Pm(z) ) I (Nz=k) ; m»0 - 14
k=0
Pm(z) =1 ; m=0 - 15

Each node has associated with it d+1 integers jj,jp, ... ,Jjg+1 which sum to n and

vary cyclically through the mesh (6,17). The polynomials 13 satisfy all the

previous conditions and, at the interpolation nodes, satisfy 10 and 11 identically.
. ®

6. Solution of the Variational Expression

. . The minimization of F(p) over the assembled elements is.equivalent to the
minimization of F(p®) over an individual element. Within any element the conditions
to be satisfied are:

2 F(p%) =0 i m=1,2, ... N - 16
9 p:
i.e. substituting into equation 9
2 2 2
. _d_ |grad p®| _k »_ p®
1/ v =3/, =P av - 17
Pm Pn
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Equation 11 is used to calculate {grad pe|2 and pe . thege results are Fhen
sudstituted into 17 and after some manipulation, result in the set of linear

algebraic eigen value equations 18.

2
= T - 18
®mg Pq = ¥ Tmq Pq
Where the matrices qu and qu are given by:
dam do
d d+l da+l1 k _k m g _

s.o=% 1 ) ] 4% yvampam, VP

4 p® k=1 i1 j=1 B
qu = fV % %q dv - 20

The matrices S and T for each element can be assembled into two global matrices
A and B by a simple mapping operation to form the eigen value problem for the

complete model.

A p=ABp - 21
The mapping is based on nodal connectivities, for example in figure 3 the pressure
at node 2 is common to elements 2,3 and 4. The contribution from each element to
form A and B is simply the sum of the individual contributions from S and T.
The associated Boolean connectivity matrix is shown in figure 3b, this matrix is
not needed explicitly and is usually coded directly into the computer program.

Finite element Model Nodal Connectivity Matrix
ul 4 7 2345673829
1 011
2 101
2 |5 8 3 00
4 1
5 1
3 6 9 6 1 1
7 0 0
8 1 1
2 - element number 2 L— =1
3 - node nunber Semi band width = 3
®) (a)

Figure 3:- Typical finite element model and connectivity matrix

7. Properties of Matrices S,T,A and B

The properties of A and B depend on the structure of the submatrices S and T.
It can be seen by inspection of 19 and 20 that S and T are symmetric. A and B are
formed from the matrix sum of the symmetric submatrices and as a result are

symmetric, sparse and banded.

(a) T is always positive definite and diagonally dominant.
(b) The diagonal elements of S are positive with the row and
o column sums equal to zero. The matrix S is singular and

positive definite.

The positive definite nature of S and T ensures that A and B are also positive
definite, this property ensures the convergence of iterative solutions to the
eigen value problem (8). Simple computational checks can be based on (a) and (b};
a useful fact is that the sum of the elements of T is equal to the element size

(D/at).
8. Calculation of the Components of the Matrices S apd T

Silvester (15) has shown that the total number of operations required to
evaluate the element matrices S and T varies as n®. Manual evaluation of the
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components is restricted in most cases to low order elements and so for higher
orders the process must be automated. The symbol manipulation capabilities of PLI
and FORMAC were used to perform the basic polynomial operations required to
evaluate 19 and 20. Symmetry properties and the generalised form of 8 can be
exploited to reduce the computational burden. The approach can be illustrated

by evaluating 19 and 20 for a tetrahedron. Tetrahedrons are a very useful three
dimenensional elements as they can be used to form triangular prisms, pyramids and
hexahedrons. The formation of S requires a summation over 48 terms, of these only
18 are independent by using 8 and 21.

§ 3
1 aj=0 i 3=1,2,3 - 21
i=1
3 3 4
1 k k da_ da
S _=-z Y Y Y a. a, [ m ““q dv - 22
i oV k=1 i=1 j=i.1 L 3V 3T, 3L,
Similarly for matrix T
qu = 6V fv e aq dLi dLj de - 23

The matrices S and T for a number of standard elements are shown in figure 4.
In accord with convention and because of symmetry only the upper half for T and
the lower triangle for S are recorded. In the case of the triangle element the
matrix § is formed using 24 (15).

3
s =i£l Q; cot 6, - 24
The matrices Q, are simply row and column permutations of each other and can
be formed from Q-

7. Conyergence of the Finite Element Solution

Por any numerical solution involving approximation it is important to consider
the requirements for convergence to an exact solution. The accuracy can be improved
by two methods, mesh refinement or by selection of higher order polynomial models.
Thereis no simple answer to whichis the best method as an acceptable balance
between accuracy and computer time to achieve the results must be established.
Zienkiewicz (20) has shown that the finite element method provides an upper bound
to the true solution. As the finite element mesh is successively refined the
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