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FOREWORD 

May we, on behalf of the Australian Acoustical Society and the Department of 
Environment and Heritage, welcome you to the 1991 Westprac Conference. 

These pages contain the text of the 87 technical papers and four keynote 
addresses to be presented during the next three days. 

We hope that the technical content and the discussion generated thereby will 
make a worthwhile contribution to the science and practice of acoustics and 
that the Conference itself will live up to the standard of excellence of previous 
Westprac Conferences. 

We trust that your stay in Brisbane, both in the technical and the social sense, 
will be recalled with pleasure for many years to come. 

The dedication, hard work and professionalism of the Organising Committee in 
bringing this event to fruition is acknowledged with thanks. 

Stephen Samuels 
President 
Australian Acoustical Society 
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Graham Cleary 
Director 
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COMMUNITY AND TRAFFIC NOISE 

Wann Yu 
Professor of Urban Planning and Transportation 
Yonsei University, Seoul, Korea 

ABSTRACT 

As population grows and economic conditions improve the number of vehicles rise 
significantly. This and the fact that our living patterns become more complex and 
complicated has increased the traffic circulation, resulting in a higher level of 
traffic noise. On the other hand, people have become more conscious about noise 
problems. As the concern about noise rose, strict government control on noise 
have been laid out. The strict noise controls have highlighted the importance of 
the Ministry of Environment, however constructers and manufacturers consider the 
control as an obstacle. In order to reduce noise, this view on controlling 
community noise should change into one that considers it as an auxiliary for 
better living. The consideration of noise problems should be brought up at the 
beginning of planning ci ti

1
es and road networks. We also need to develop a noise 

reducing scheme that is dramatically different to hope for a more quiet society. 

I. INTRODUCTION 

People are more concerned about noise problems nowadays. The level of noise in 
our living environment increases as our living patterns become more complex and 
complicated. On the other hand, people become more sensitive about noise as their 
economic conditions improve. The greater their desire is for a more comfortable 
and better living environment, the more they are more annoyed by the level of 
noise which they had used to accept. Airplanes, trains, automobiles, industries, 
constructions, and other sources make more intensive noises and more frequently 
than in the past, these background noises are annoying people more than ever 
before. 

Al though noise is such a serious problem, the term "noise" does not have a 
definition which satisfies everyone. Noise and signal are considered as two 
different kinds of sound in the field of acoustics and electronics. Normally, 
uniform or random with a recognizable pattern distinguishes signal from noise. In 
psychology, noise is defined as man made sounds without meaning. Noise, in the 
field of behavioral science is considered unwanted sound by listeners. Thus, 
noise could be defined in terms of detector characteristics, information conveyed, 
or perceptual preference. Preference is a term explaining human response on sound 
as stimuli, but physical assessment of noise in this sense is not easy to make. A 
once desired sound may become an· unwanted noise, and meaningless humming is 
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transforming society. Newly 11, .... __ Jise problems which 
have long existed in affluent societies. 1 L::. __ iuch more serious as 
development without protection takes place at a rapid speeu. Yet the problem is 
less recognized in newly developing countries where more damages are being made. 
Complaints are often filed after people suffer excessively, not just 
psychologically but medically and biologically. With econo~ic development, their 
complaints are becoming so acute that immediate action is required. Roof tiles, 
for example, are cracked by airplane noise and vibration, and hearing losses are 
reported after working in some leading industries. Developed countries have more 
restricted control over the noise makers in their community as people are 
sensitive about noise in their environment. 

II. COMMUNITY NOISE 

Noise is a problem for a large proportion of the urban population. The number 
of urban dwellers affected is expected to increase in the future. This is a 
result of continuing urbanization and increases in traffic flow. The proportion 
of noise and vibration is significantly larger than any other categories among the 
public complains filed at Ministry of Environment in Korea. 

[FIGURE 1] COMPLAINS RELATED TO ENVIRONMENTAL POLLUTION 
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In America, 46 percent of urban population is bothered by noise. Among them 86 
percent identified vehicle noise as a source. Another st~cly shows that 25. 3 
percent of a nationwide environmental -moni taring survey claimed vehicle noise as 
the largest major neighborhood noise source. Noise from manufacturing industries 



in urban areas is reported as another major urban noise source. This is because 
small and medium sized industries, acounting for 17 percent of the total of 24,810 
industries recognized as noise creating industries in 1990 by Office of 
Environment in Korea, are located in mixed residential districts. Some of the 
machineries used by industries in mixed residential districts make the noise level 
over 90 dbs. Noise in residential communities is also caused by loudspeakers, 
construction works, repeated noises during night, and airplane noises. Clearly, 
noise level varies in different types of land use. 

[TABLE l] SOUND POWER LEVEL MADE BY MACHINERY 

SOUND POWER(dB) TYPE OF MACHINERY 

90 and under max. 5hp transmission, max. 20hp. plain lathe, 
max. 15hp hulling facility 

90-95 

95-100 

100-105 

105-110 

110-115 

max. 0.5 hp press, min. 20hp plain lathe, max. 0.5hp 
grinder, power sewing machine, min. 5hp automatic 
lathe, transmission 
max. 5hp cutter, max. 4hp fan, min. 0.5hp tool 
lathe, power sewing machine, min. 20hp hulling 
faci Ii ties 
min. 2hp press, min. 5hp cutter, max. lhp textile 
machinery, 5-9hp fan, min. 500hp rolling machine, 
max. 150hp grain crusher, mill, compressor 
printing machine, min. 2hp textile machinery, 
10-40hp fan, min. 30hp stone crusher 
electric generator, min. 50hp fan, min. 1,000hp 
rolling machine, min. 150hp grain crusher 

The major reason that noise has become such a concern is obviously becattse of 
its effect on people. Human perception of noise is clearly related with the noise 
level. Table 2 shows how noise affects various human activities in daily life. 

[TABLE 2] INFLUENCE OF NOISE 
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As more people are affected by community noise, strict government control on 
noise is expected. For example, Seoul Municipal Government set out the community 
noise control for loudspeakers, industrial noise, and construction noise recently 
as shown in Table 3. When any violation is found after August 10, 1991, Seoul 
Municipal Government will enforce the control by shortening working hours, 
prohibiting noise producing activities, and/or requiring noise barriers. Yet 
Seoul Municipal Government is facing many problems such as difficulty of community 
noise control due to ever increasing number of vehicles, speeJing and honking of 
vehicles, wide spread of small urban industries, loudspeakers used by street 
venders, and the exessive construction cost of noise barriers to protect schools 
and hospitals ($350, 000-$500, 000/Km). Enforcing speed regulations to control 
noise, however, is not realistic. Prohibi tting honking by moving vehicles is 
also difficult to enforce in a strict manner. Thus, controlling vehicle noise 
largely depends upon voluntary action by the unspecified citizen in short term 
basis. Acheiving a quiet community through urban land use and transportation 
planning is one of the long range strategies announced. 

[TABLE 3] LIMITS OF COMMUNITY NOISE BY DISTRICTS(dB) 

DISTRICTS SOURCE OF NOISE MORNING DAYTIME NIGHTTIME 
& EVENING 
05-08,18-22 08-18 22-05 

residential, loudspeaker outdoor under 70 under 80 under 60 

park, within indoor under 50 under 55 under 45 

50m from school factory & workplace under 50 under 55 under 45 

or hospital construction site under 65 under 70 under 55 

business, loudspeaker outdoor under 70 under 80 under 60 

mixed industry indoor under 60 under 65 under 55 

factory & workplace under 60 under 65 under 55 

construction site under 70 under 75 under 55 

4 



III. TRAFFIC NOISE 

Along the major arterials in urban areas, vehicle noise level was recorded 75 
to 82 dbs during daytime measured in LEQ. These noise levels are much higher than 
any standard for environment regardless of urban land use. Environmental 
standards for roadside in Korea for example are 65-55 dbs in al 1 types of 
residential districts, 70-60 dbs in commercial and business districts, and 75~70 
dbs in industrial districts during daytime-nighttime. Thus, outside noise should 
be reduced dramatically by building materials to meet the environmental standards. 
Noise levels decrease below 65 dbs as 10 to 50 meters away from the major 
arterials. Environmental standards for non-roadside areas are 50-40 dbs in 
residential districts, 55-45 dbs in mixed residential districts, 65-55 dbs in 
commercial and business districts, and 70-65 dbs in industrial districts in 
daytime-nighttime. Noise levels of residential districts in major cities in Korea 
in particular are higher than the standards set by Governmen~. 

[TABLE 4] NOISE LEVEL STANDARD BY LAND USE(dB) 

LAND USE NOISE LEVEL STANDARD 

DAYTIME I NIGIITfIME 

NON- RESIDENTIAL 50 40 
ROADSIDE MIXED RESIDENTIAL 55 45 
DISTRICT COMMERCIAL 65 55 

INDUSTRIAL 70 65 
ROADSIDE RESIDENTIAL 65 55 
DISTRICT COMMERCIAL 70 60 

INDUSTRIAL 75 70 

In residential districts in non-roadside, 109 points or 57 percent among 192 
points surveyed during daytime and 88 points or 69 percent among 128 points during 
nighttime show the noise level being higher than the standards. In residential 
districts along roadsides, 88 points or 69 percent among 128 points during daytime 
and 98 points or 77 percent among 128 points during nighttime violate the 
neighborhood noise levels. 
countries. 

Similar statistics are also reported in other 

IV. TREND OF COMMUNITY NOISE IN SEOUL 

It is necessary to understand how and why community noise increases. As 
mentioned at the beginning, community noise tends to increase as our 1 i ving 
pattern becomes more complex and complicated. Besides the fact that the noise 
level tends to increase, people become more aware of and sensititve about noise as 
economic conditions improve and as society becomes more affluent. 
The increase in number of vehicles in Korea is marked significant during the past 
decade along with the increase in Gross National Products as shown in Table 5. 

Statistics show that the number of vehicles has increased more signifir,antly 
compared to that of population. The drop of increase rate in 1979 and 1980 may be 
explained by the political shakeup that occured during this period. The Korean 
economy has grown rapidly during the past few years. For its rapid growth Korea 
has depended largely on the international market rather than building a sol id 
domestic market. Thus, the Korean economy has become very sensitive to the 

5 



[TABLE 5] INCREASE RATE OF POPULATION, GNP, NUMBER OF VEHICLES 

YEAR POP. RATE GNP RATE GNP/ RATE NO. OF RATE VEH/ RATE 
(1000 (100 POP VEH POP 

p) (%) M$} (%) ($/P) (%) (car) (%) (car/ (%) 
1000P) 

1971 32883 95 289 144337 4.39 
1972 33505 1.89 107 12.63 319 7.96 150035 3.95 4.48 0.02 
1973 34103 1. 78 135 16.82 396 24. 14 170714 13. 72 5.01 0.11 
1974 346921.73 188 39.26 542 36.86 183544 7.52 5.29 0.05 
1975 35281 1.65 209 11.17 594 9.59 200521 9.25 5.68 0.07 
1976 35849 1. 61 287 37.32 803 35.19 226320 12.87 6.31 0.11 
1977 36412 1. 57 368 28.22 1012 26.03 282752 24.93 7. 77 0.23 
1978 36969 1.53 515. 39.95 1396 37.94 384536 36.00 10.40 0.34 
1979 37534 1.53 615 19.42 1644 17. 77 494378 28.56 13.17 0.26 
1980 38124 1.57 605 -1.63 1592 -3.16 527729 6. 75 .13. 84 0. 05 
1981 38723 1. 61 668 10.41 1734 8.92 571754 8.34 14.77 0.07 
1982 39326 1.56 713 6. 74 1824 5.19 646996 13.16 16. 45 0.11 
1983 39910 1. 49 795 11.50 2002 9.76 785316 21.38 19.68 0.20 
1984 40406 1.24 870 9.43 2158 9.59 948319 20. 76 23.47 0.19 
1985 40806 0.99 897 ,3.10 2194 1. 67 1113430 17.41 27.29 0.16 
1986 41184 0. 93 1028 14.60 2505 14.18 1309434 17.60 31'. 79 0. 16 
1987 41575 0.95 1289 25.39 3110 24.15 1611375 23.06 38.76 0.22 
1988 41975 0.96 1728 34.06 4127 32. 70 2035448 26.32 4~.49 0.25 
1989 42380 0.96 2101 21. 59 4968 19.19 2660212 30.69 62.77 0.29 

international economy. The difference found in the vehicle increase rate may be 
explained by the fluctuation of the international economy. Though there are 
occasional drops the increase of vehicles has been constantly outnumbering the 
increase in population. Roads and other vehicle related facilities have not been 
able to keep up with this increase of vehicles. 

[TABLE 6] POPULATION & DAILY TRIPS MADE IN SEOUL 

YEAR POPULA. RATE TOTAL RATE TRIPS/ RATE 
TRIPS POP. 

(lOOOP) (%) (1000 trips) (%) (trip/P) (%) 

1971 5850 5.70 6276 10.9 1.14 
1972 6076 3.86 7048 4.8 1.16 1. 75 
1973 6290 3.52 7422 5.3 1.18 1. 72 
1974 6542 4.00 7850 5.8 1. 20 1.69 
1975 6889 5.30 8450 7.6 1. 22 1. 67 
1976 7255 5.31 8959 6.0 1. 24 1. 64 
1977 7525 3. 72 9481 5.8 1. 28 3.22 
1978 7823 3.96 10600 11. 8 1. 41 10.16 
1979 8114 3. 72 12000 13.2 1. 53 8.51 
1980 8366 3.11 12600 5.0 1. 56 1. 96 
1981 8676 3. 70 13350 5.95 1. 59 1. 92 
1982 8916 2. 77 14629 9.58 1. 69 6.29 
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As the Gross National Products passed$ 5,000 and as Korea became a developed 
country from a developing country, Korea experienced a strong trend of 
consumption. This brought an even greater increase of vehicles. Along with the 
policy to maintain travel costs comparatively low which the Korean government has 
been carrying out, the rise in number of vehicles has resulted in the increase of 
traffic circulation. This is one of the major factors of the increase of 
community noise. This could be found especially in major cities. Seoul, where 
one quarter of the national population inhabits in only 0. 6 percent of the 
national land, shows an increase in number of trips made by each individual 
everyday. 

Daily trip per person has steadily increased 1. 70-1. 90. The big jump in 
1978-1979 and 1982 may be due to the change of counting methods or organizations, 
thus resulting in statistical discrepancies. The increase in number of daily 
trips of 6 major cities in Korea is shown in Table 7 below. 

[TABLE 7] DAILY TRIPS MADE IN 6 MAJOR CITIES 

P?PULATI9N TOTAL TRIPS VEHICLE NO. TRIPS/PE~ON 
1000 P 1000 Trips) (cars) (cars/P 

1981 I 1989 1981 I 1989 19811 1989 1981 I 1989 

SEOUL 8676 10481 13350 19109 221644 991290 1. 59 1. 80 
PUSAN 3250 3857 3253 6255 67053 234936 1. 55 1. 92 
TAEGU 1838 2288 2353 3662 39251 131445 1. 77 1. 91 
INCHUN 1142 1754 850 1529 20395 109369 1. 24 1. 68 
KWANGJU 770 1613 1241 2356 13346 59597 1. 71 2.21 
TAEJEON 668 1613 747 1611 12391 71136 1. 72 1. 91 

With an exeption of Inchun city, all other cities have larger daily trips per 
person than that of Seoul. Inchun city is adjacent to Seoul with the shared 
administrative boundaries and can be considered as a suburban area of Seoul. 
Thus, the lower rate of daily trips per person can be understood as a suburban 
phenomenon rather than an independent urban dwellers' behavior. Number of vehicle 
increases are outnumbering the population increase in all cities and the increases 
in daily trips per person is noticable in all cities. Clearly, this shows the 
change in travel pattern of urban dwellers in Korea. 

Changes in noise levels according to land use in Seoul in 1984-1991 is shown in 
Figure 2-a, b, c, d. The noise levels shown here are the averages of an annual 
survey conducted at 8 to 12 different locations for each land use type. 

[FIGURE 2-a,b,c,d] NOISE LEVELS OF SEOUL BY LAND USE TYPES 
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Noise levels in the inc;iustrial district should be copsidered an exception 
because the noise level differs dramatically in accordance with the condition the 
survey, which was taken a~ a given time each year, was conducted. Although noise 
standards have been strengthened, especially for vehicle operation and community 
noise sources, noise levels in residential and commercial districts have 
increased. Increases in noise levels during nighttime should be taken seriously, 
which is a result of extended rush hours and heavy traffic volume during the 
night. Noises according to land use types in al 1 major cities except Kwangjoo 
have also increased since 1987 as shown in Figure 3. The drop of noise levels in 
Kwangjoo is yet to be identified. 

[FIGURE 3] NOISE LEVELS IN 5 CITIES BY LAND USE TYPES(DAYTIME) 

dB(A)85 

80 

75 

"· 
70 · \ 
65 · --
60 

55 

50 

45 
1984 1985 1986 1987 1988 

a: Non-Roadside 
Residential District 

70 · 

c: Non-Roadside 
Business District 

11 
SFl'.lJL 

I 
TA!Il! 
llAl!J8'.Jl 
DWl'.lJU 

1989 1990 ruR 

\..-!'=----.~ 
:) DAEJBll 

TABJJ 
IPUSAH 

~ 

dB(Al80----------------
70 

60 

50 

40 

30 

20 

10 

/ 
/ 

o--------,r,.....--,-----.....1 
1984 1985 1986 1987 1988 1989 1990 YEAR: 

b: Non-Roadside 
Mixed Residential District 

dBlAl74----------------

8 

72 

70 

68 

66 

64 

62 

60 

><. 

...-\ 

"' 
·/\.· 

✓ ,;,x,, 

58-~--:r-:-------....--
1984 1985 1986 1987 1988 

d: Non-Roadside 
Industrial District 

" 
' 

___ ..,, __ SBlJL 

. ·,, I 
'>-'""-~ T~ -,~ 

~ 
IOWl3JU 

1989 1990 Y1!AR 



dllWBO..--..,...----------------, 
78 

76 

74 

72 

70 

68 

66 

64 

82 · 

eo--,---.....---.----.----,.----,---,-,,A 
1984 1985 1986 1987 1988 1989 1990 YEAR 

e: Non-Roadside 
Residential District 

dB(A182-----------------, 

80 

78 

76 

74 

72 

70 

68 

66 

64-,s"'"s-4 -,--,si0-s--,s,-s6--,s.,.8-7 -,41ss,_.0--,s,...ss--,-.-990-Y!!Al< 

g: Non-Roadside 
Industrial District 

V. NOISE REDUCTION -FOR BEliER LIVING 

,tlHAl82------------,-------, 

80 

78 

76 

74 

72 

70 

68 

~-
.. :.:~~~-"'W •. , ··- -~- -•· .:. 

I 
I 66----------......... ---.._,d 1984 1s0s 1986 1987 1900 ,sa9 1990 mu 

f: Non-Roadside 
Business District 

Many different policies intending to reduce community noise have been 
suggested. These include strict regulations for automobile manufacturers, 
community noise sources, building acoustics, and constructing sound barriers for 
urbanized areas. Strict regulations for auto and truck driving, train and subway 
operations have been laied out. Relocation of residential areas and controlling 
aviation grounds have also been carried out. These are short and medium range 
tactics and strategies to control the noise already created. As a long range 
strategy, land use planning for a better living environment is mentioned 
frequently. However, it is difficult to even imagine that land use control could 
be effective for an already urbanized area. Land use control could be effective 
for building new towns which do not occur frequently. Even in a new town 
planning, the noise issue is not often considered seriously in the process of land 
use planning. Noise becomes only becomes a design factor at the final stage of 
designing. This is because the governmental organization is divided in such way 
that Ministry of Environment or an equivalent organization is considered only as a 
policy planning organization for society. In many cases, Ministry of 
Construction, Ministry of Commerce and Industry, Municipal Governments, or 
equivalent organizations consider organizations enforcing noise and other 
environment factors as obstacles to construction and manufacturing conveniences 
for better living. Unless the view on controlling community noise changes from 
considering it as an obstacle to considering it as an auxiliary for better living 
and the noise issue is brought up at the beginning of planning cities and road 
networks, the noise problem will become more serious. We should well be aware that 
some community noise could have l~ng lasting psychological and biological effects 
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when human beings are over exposed to it, and that it could easily not be taken 
seriously until serious effects occur. 

We need to develop a noise reducing scheme that is dramaticly different from 
policies. that we are so accustomed to. Underground belt conveyors to transport 
daily conveniences, underground motor ways, improving telecommunication systems to 
reduce the need for travelling and agglomeration economies acheived by living in 
urban areas could be examples. Let us hope that the technology development will 
bring us a silent super sonic aircraft in the 21 century. 
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NOISE ABATEMENT IN DWELLINGS 
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ABSTRACT 

Lack of effective noise abatement has been cited as a major complaint by inhabitants 
of multi-unit dwellings for a long time. The number and power of acoustic sources 
in dwellings have grown tremendously thus stressing the need for noise abtement mea­
sures. In many countries, multi-unit dwellings are no longer built in the traditional 
way with thick and heavy floors and walls, but instead they are erected by modern 
prefab methods whieh usually involve reduced mass and thickness. As the demands of 
the general comfort of the inhabitant constantly grow, the desire for acoustic privacy 
increases, but economy stands diametrica11y opposed to these desires. Therefore, 
cheaper and simpler methods are always in demand to solve the noise problems, par­
ticularly for large scale dwelling constructions. All of these have led to increased 
emphasis on noise control in housing development and correspondingly a need for re­
liable technical information on this subject. The other interesting problems discussed 
in this paper are increased recognition of the importance of low frequency noise, 
demand for a short test method for sound insulation measurement in enforcement of 
building regulations, probability of using arithmetic average of the sound insulations 
at different frequencies(the method used half a century ago) instead of the current 
complicated grade curve method, etc .. 
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1.0 INTRODUCTION 

In many developing countries, new housing is always a long term undertaking. In 
China, the volume of housing accommodations needed is enormous; almost one hundred 
million m2 of dwellings in urban areas are completed every year. And this volume will 
increase at a greater pace in the coming years. Newly built dwellings are expe~ted to 
reach 50 million m2 at the completion of the current 5-year plan (1991-1995) in the 
City of Shanghai alone. But our young building industry is facing many limitations 
that must be solved to meet the demands being placed upon it, when housing is still a 
major demand of the people whose main hope is merely to have a flat, even very small 
one. However as the demands for general comfort of inhabitants constantly grows and 
the desire for acoustic privacy increases, the economy nevertheless stands diametri­
cally opposed to these desires. Therefore searching for a feasible compromise between 
a reasonable maximum of acceptable acoustical levels and the economic situation is 
a difficult goal, but one we must work toward. 

Although the fundamental priciples of noise abatement in dwellings are well known to 
designers, in practice things are complicated by many other governing factors. For 
example, an effective noise control measure sometimes cannot be carried out in mass 
housing construction because the cost is too expensive or the process too complicated. 
Therefore, cheaper and simpler measures to solve the noise problems in dwellings are 
always in demand. As the current building trend is to use more and more light-weight 
structures, this problem becomes even more acute. All of these factors have led to an 
increased emphasis on noise abatement in housing development and correspondingly a. 
need for reliable technical information on this subject. 

2. 0 OBSERVATIONS OF RESPONSE FROM SOCIAL SURVEY 

Numerous studies on the reactions of people to environmental noise and the comparison 
of the results of a number of surveys of people's attitudes toward annoyance from 
aitcraft aiid ground vehicle noise conducted in a number of western countries have 
appeared iii much literature. The most comprehensive data have summarized in ho well­
known books by Schultz (1982) Community NC)ise Rating and Kryter (1985) The Effects of 
Noise on Man. 

Here I will try to review Ute results of social surveys in China. The first survey of 
noise in dwellings in Shanghaic11 CllJ was carried out almost three decades ago. There 
were 458 families interviewed in 1960 and 477 families in 1961 using different objec­
tives for these two phases of the survey. At that time, people's living standards 
were, in general, considerably low. Complaints about noise were not the predominating 
one although the noise situation- noise existing inside the dwellings or intruding 
from outdoors, wu severe. The biggest complaints from tenants initially were about 
the shortage 'of gas facilities, the need for larger space or another room, roof 
leakages, etc. But we also fo·und that complaints about the noise from those dwel­
lers with better accommodations became remarkable, even though the sound insu­
lation between flats were the same as others or even a little better. It was obvious 
that noise problems in dwellings did exist but were just masked by other more urgent 
matters in some cases. Now in modern dwellings, inhabitants are more aware of the 
need for an undisturbed environment for listening, thinking, relaxation and sleep, and 
they desire more acoustic privacy. 

A satisfactory acoustic environment was first defined (see Fig. 1) by studying the re­
sults of interviewing . inhabitants in their homes, even though their opinions were 
somewhat arbitrary, corresponding with the noise levels measured at the same time in 
the rooms. A rank order scale wan used for these evaluations, and a non-parametric 
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statistical method was used to analyze the results. Many other interesting results 
were also obtained from this detailed investigating survey. 

In the early 1980s, a study of allowable noise level in indoor dwellings was carried 
out by Xiangc 81 • The relationship between the ·responses of inhabitants from 93 
families in Beijing and the noise levels, Leq, in daytime (15min. -sample noise in the 
period of 9-11 a.m. and 2-6 p.m.) is shown in Fig. 2(a). An Allowable noise level, 
Leq, of 46 dB ( approximate H. 3 dB) was thus obtained, corresponding to the r1fsponse 
of moderate·quiet in the diagram. When this was compared with the response of 
inhabitants in other cities in China, a similar trend was found. This is sliown in 
fig. 2 (b). These findings were used to outline a recommendation of maximum a11owable 
noise levels in dwellings in Building Requlationsc~J and were classified into three 
grades. Grade I for 40 dBA for more sensitive dwe11ers, Grade II for 46 dBA and 
Greade III for 60 dBA for low cost dwellings. 

Recently Liuc111 conducted a survey of 906 families in Nanjing on the relationship 
between indoor noise levels, Leq, and the percentage of high annoyance during sleep, 
mental work(reading, writing and thinking) or rest and conversation, which are shown 
in fig. 3. Noise levels, Leq(l6h) were measured during the daytime(6 a.m. to 10 p.m.) 
and Leq( Sh) the nighttime (10 p.m. to 6 a.m.). 10% of high annoyance was assumed 
to be taken as the corresponding limit of permissible noise levels Leq; therefore 
the limits are: 35 dBA in night-time for sleep, 50 dBA (approximate 52 dBA in 
Fig. 3(b)) in day-time for mental work and 65 dBA (approximate 66 dBA in Fig. 3(c)) in 
day-time for rest and conversation (relaxation, conversation and musical appreciation). 

Meanwhile, Zhen et al. caJ also reported a cumulative distribution of response of 
inhabitants to noise in dwe11ings(see fig. 4), these authors suggested that the quality 
standard for noise was obtained from the noise levels which correspond to 30% in cumu­
lative distributions for positive reaction. We can thus see in the diagram that the 
noise criteria for medium loudness and therefore for moderate annoyance would be con­
sidered as Leq57 dBA. 

Interesting results were obtained in a comparative study between China and Japanc 71
-

survey on the noise environment of residences in urban areas. Reactions of inhabitants 
in the city of Beijin~ China and in the city of Nagoy~ Japan to noise environment 
are summarized in Fig. 6. A dramatic difference between reactions of inhabitants in 
these two cities was noted, although they had similar noise levels, Leq (24h) in Beijing 
was 1 dB higher than that in Nagoya. The percentage of positive reactions was much 
higher in Beijing (about 60%) compared with that in Nagoya (about 30%). But the rel.a­
tioship between the loudness assessment of inhabitants and noise exposure levels, Leq, 
in residences showed considerable agreement in both cities (see fig. 6). 

Cross-cultural studies on noise problem have been carried out in Japan, Germany and 
UK since 1980uu, and in China since 1985, using a similar questionaire. The respon­
dents in the first and second surveys in China were students and residents respective­
ly csJ cioJ. Among students, the results of surveys in different countries reflected the 
differences in social and cultural backgrounds, therefore, the Chinese results were 
more similar with Japenese results. The feelings of Chinese about neighborhood noise 
was intense. The attitude towards 'take care not to annoy neighbors by selfmade noise' 
was very critical. These results were also similar to Japenese results. 71% of the 
387 residents interviewed about their living conditions complained mostly about noise 
problems. Fi~ 7 shows the percentage of dwellers afraid to make noise by using do­
mestic appliances and the percentage of dwellers annoyed by sounds heard from neigh­
bors. The 'afriad rates' are much higher than the 'annoyed rates'. 
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3.0 MAXIMUM ACCEPTABLE NOISE LEVEL IN DWELLINGS 

In many countries, surveys have been conducted on the effects of noise on various 
activities in everyday life. It can be seen from the results of these surveysc 111 

that 96% of the main noise sources annoying inhabitants were from outdoors. Therefore, 
in our country, outdoor noise, particularly from traffic, has its greatest eUect on 
sleep, and to a slightly lesser degree on conversations in the home (including 
television, radio, telephone, etc.) followed by mental activity(reading, thinking). 

Some studies have arrived at numerical relationships (rough approximations) between 
noise levels and the degree of effect on sleep, reading, thinking and relaxing, and 
particularly on speech communication. 

Of course there are many other factors than noise that disturb sleep, such as age, 
occupation, characteristics of noise source, etc. But the llmit of Leq (night-time) in 
general should be lees than 40 dBA as no more than 10% ofinhabitants were disturbed by 
noise cul (see Fig. 8). 

Studies of acceptable noise levels for listening to radio and television in dwellings 
indicate that for satisfactory listening by the average person the indoor Leq(lh) 
must not exceed 46 to 60 dBA, the lower level applying to steady noise. Of course, 
indoor noise levels that are 5dB lower are more comfortable and are desirable where 
possible. Thus acoustic consultants generally recommend that noise levels Leq (lh) not 
exceed 40 dBA, or at most 46 dBA in 1 iv ing room areas. For 1 ow cost dwellings, and 
also in year-round hot climate areas where residents keep their windows open, a limit 
of 60 dBA is acceptable. 

By contrast, dwellings in colder climate areas may have higher acoustical requirements 
than in less confined situations. A recent paper cuJ on noise complaints in Canadian 
residential condominiums analyzed why those owners complained when noise levels in 
their bedrooms were NC-30 or below. In one case, the lowest intrusive noise level was 
NC-26, but it might not seem so strange when you realize that the A-weighted background 
noise level was usually 10 dB below the noise level of the intrusion. In a sense, the 
background noise level plays the role of a reference level with which the noise under 
consideration is compared. Besides, the characteristics of the noise sources in those 
cases also exhibited sharp peaks or discontinuities in either the frequency or time 
domain. Therefore they increased the potential for annoyance. 

4. 0 LIMITATION ON THE USE or DESCRIPTOR LEQ 

Leq in decibels has been defined as the equivalent steady sound level to rate noises 
mainly for describing the onset and progression of permanent noise-induced hearing 
loss based on the energy or dosage principle. There is also considerable evidence to 
show that Leq applies to the prediction of annoyance in various community noise situa­
tions. But for inhabitants' activities indoors, this prediction would be less realis­
tic. Fig. 9 shows two examples of noise doses received by individuals, husband and 
wife-office worker and home wife. Each noise dose, however, is a function of the 
recipient' a 1 ife style. They have the same noise exposure during 7 p. m. -6 a. m. as they 
have a common daily life at home. Leq (24h) (without night-time penalty) of the office 
work husbant lived in suburban had a higher value than that of his wife by 8 dB. But 
the situation might not be so bad as this descriptor indicated. However, if the same 
value of Leq(24h) would be maintained at those higher levels at night, the situation 
would become very serious. Therefore a daily exposure diagram is very useful to exa­
mine the effects, but makes the assessment more complicated. Unfortunately few data 
concerning this matter are available at present. 
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5. 0 ASSESSMENT BY GRADING CURVE METHOD 

As the human perception of the loudness of noise depends upon its level and its fre­
quency components, the amount of sound insulation required should at least equal the 
difference in noise spectra between the noisy room and the quiet one. Then if the 
noise penetrates to the quiet side it will not be heard or annoying. On the noi~y side 
typical noises will be television, radio, voices, etc.; a NR-curve is usually used as 
acceptable criteria in the quiet room (see fig. 10). The problem is the difficulty in 
making sure what levels and their spectra on both sides should be chosen for various 
situations in dwelling design. 

Before WWI, Germany (1938) first proposedc1 ' 1 an ideal sound insulation frequency 
curve for dwellings, which was equivalent to insulation provided by a 25 cm 
plastered brickwall measured in a laboratory. It was the most common party wall used 
at that time and its sound insulation was assumed to be s,ufficient for a dweller's 
acoustical privacy. This proposal was developed later and became known as the grading 
curve method for single number rating the sound insulation. ISO also recommended this 
method cul. 

Sometime after WWI (1950s), Britian also proposed a grading curve (Grade I in their 
proposal), established on the basis of a wide survey and numerous in situ sound 
insulation measurementsc 1 • 1 • This grading curve was still based on the insulation 
provided by a 25 cm brickwall, but it did not agree very well with that proposed in 
Germany as seen from fig. 11. This resulted in considerable confusion among the 
builders. 

Fig. 12 shows some main rating methods need in Europeu 71 • In Japanu 81 cul, they use 
different reference curves (see Fig. 13) for sound insulation. 

Moreover, with the changing trend towards prefabs, one might ask why the insulation 
provided by this brickwall should be a divine answer to the need for acoustic protec­
tion in dwellings. We have had a similar development for the requirements on impact 
sound insulation of a party floor, but there are much more complicated problem we 
should discuss in next section. 

The correct shape of the grading curves were first studied with so-called 'wall fil­
ters' by Germany researchersc201

• They simulated the insulation curves of walls with 
electric filters and arranged a receiving room similar to a normal dwelling room. 
The observers listened to different complex sounds from loudspeakers, filtered 
through the 'wall' filters, and compared the loudness with a 1/3 octave band of random 
noise centered around lOOOHz. With this technique they demonstrated how diffe­
rent insulation curves influence the loudness of typical sounds in a rece1v1ng room. 
They found that quite different grading curves can be used as a basis for the 
insulation index without appreciably changing this objective measure compared with 
the subjective one based on loudness. Even the average figure seemed to follow 
the subjective measure surprisingly well. It seemed to be explained by the phenomena 
that two frequency ranges with good and bad insulation can compensate each other. 

A comprehensive study on this subject with modern techniques has been conducted by 
Tachibana and his colleagueoc211

• The source noises on the primary side of the walls 
were typical of indoor noise, M, and of rock music. The spectrum of the noise M was 
flat for the 250 to 1000 Hz bands, and fell off in the frequency bands both above and 
below. Simulated sound insulation charecteristics of 11 types of walls were chosen as 
shown in Fig. 14. 
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The hypothetical sound insulation properties were calculated from the assumed sound 
sources and the hypothetical transmitted sound from the experiment results. To arrange 
the all data, the following seven measures were used as assessment of sound insulation 
efficiencies of b1'j~:lding walls: (1) D(ISO) , the measure prescribed in ISO 717/1, (2) 
STC, prescribed in ASTM EH3, (3) D (.TIS) , prescribed in JIS A1419, W MD, a similar 

measure as STC, but the reference curve of JIS Al419 ia applied. (5) dL(I25-4K), the 
arithmetic mean value of sound insulation effieciency (in dB) of octave bands from 

125 Hz to 4 KHz, (6) dL(63-4K), similar value from 63 Hz to 4 KHz, .and (7) dLA, the 
level difference in A-weighted sound preaure level. The results arranged by these 
measures are shown in fig. 15 (a) and (b). from this way of judging, we can see that 

the results arranged by dL(125-4 K) and dL(63~4 K) are most converged among the 
seven results in both figures. Here the arithmetic average of the sound insulation 
indices in octave bands is a good measure for the rating of sound insulation effi­
ciencies of building walls. 

6. 0 ASSESSMEMT OF SOLID-BORNE INSULATION 

Solid-borne noise usually orignates from impacts to the floor such as footsteps, 
moving of funiture (it is surprising how frequently the people upstairs move their 
funiture about), etc. It h a perfect nuisance to the inhabitants living below. There­
fore, for the measurement of impact sound insulation, a standardized 'footstep' or 
'tapping' machinec 1111 cuJ has been used which has five hammers in line, each weighing 
500 grams,and each falling freely 4cm at a total rate of 10 striking blows per second. 
The weighted normalized impact sound level L~T.w referred to 0. 5 second reverbe­
ration time in the receiving room has been widely used as the single value for 
rating the floor (see Fig. U(b)). 

In the 1970s, when we prepared a Building Regulation proposal for impact insulation 
requirements for dwellings, a survey of dwellings with different floor constructions 
was conducted. These results, shown in Table 1, were the basis for that proposal i.e., 
L~. T . .,, < 65dB for .Grade I, and < 75dB for Grade I. Since the economic situation at 
that time did not allow the use of a better impact sound insulation, we found some 
floor conatructiou with very poor impact sound inaulation, (L~. T, w> 85 dB) which 
were totally unacceptable to the inhabitants. Since then, such types of floor cons­
tructions are no longer being used and effective measures are being taken for 
improving the impact sound insulation. The Housing Administratoin Authority also 
drew a lesson from thin that grave consequences would result if one put undue 
emphasis the weight of building element or economics and ignored comfort, acousti­
cal privacy, etc. TIie living conditions in these dwellings were extremely bad, so bad 
in fact that many local authorities who had built dwellings with these types of 
floors were forced to modify them at heavy expense! 

There is a wid~ range of opinion about the usefulness of the present tapping machine 
even though it has been the standard used by ISO in order to permit useful rank orde­
ring of typical floor construction for footstep insulation. As footstep noise is felt 
to be one of the most important intruding noises in multi-unit dwellings, it has been 
well recognized that the impact force of the hammer machine is very different from 
the impact force of walkin~ 
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Table 1. Responses of in habitants to floor impact noise 

Types of R.C.Prefab L~.T.W Percentage of the respondents 
floor Construction 

- dB Acceptable Moderate Unac cep tab 1 e 
A 

bare channe 1 shape R. C. s I ab, 
bare R. C. large Panel >86 - - 100% .. 

bare 9-18cm hollow core R. C. 
B slab 80-86 - 60% 60% 

Same as B, with a 
C suspended ceiling <76 10% 80% 10% 

Same as B, with floor 
D boards on battens 60-66 60% 50% 

for the measurement of the impact sound insulation it is not only necessary to imitate 
the special sound of walkin~ but the impact sound should represent different kinds 
of impact, for example, walking of women and men, playing and jumping of children, 
and moving of furniture. There is growing evidence, based on hundreds of North Ameri­
can tests, that ISO test results seriously disagree with the subjective evaluation 
of many floor/ceiling assemblies. Some questions have then been raised. for instance, 
what shape of criterion curve would represent the optimum improvement over the current 
curve for the standard hammer machine test? Should the frequency range on impact 
test be extended to lower frequencies, Which may be particularly important for joist 
floors? Should the tapping machine be modified or have a new exciting source instead 
of the current one? Therefore a sub-committee of the ISO Technical Committee 43 de­
cided to form a study group in a 'New Hammer Source' in the late 1970s, but this 
group was disbanded after several years study without any encouraging results. So the 
ISO standard tapping machine is still being used, but one should keep in mind those 
deficiencies. 

During the past two decades, some countries proposed new test methods, according to 
their individual considerations, such as in the USA, where two alternative test 
methods have been proposed, one a modified tapping machine (the middle hammer only was 
replaced with a hammer having a mass of 200 grams, two blows per second), and the other 
a 'standard' live walker. In Japan, where children jumping on tatami mats would be of 
major importance, they proposed using a heavyweight, soft impact source, or so called 
'Bang Machine' method in addition to the ISO method to imitate such activityc381

• 

An ordinary automobile tire with a mass of about 7. 3 Kg, tire pressure 1. 5xl011 Pa was 
used, with a free drop height of 80 cm, single blow for each measurement. Therefore 
they proposed a qnite different criteria cnrve from one recommened by ISO for impact 
sound insulation assessment (see fig. 13 (b)). 

7. 0 IMPORTANCE OF LOWER FREQUENCIES 

Significant recent developments have included the increasing recognition of the impor­
tance of low frequency noise as a component of room noise and community noise in 
general. The Room Criteria, or RC, curves represent on effort to recognize and 
quantify these componenh. The more recent revision of the noise criterion, or NCB, 
curves which include the 31. 5 Ha and 16 Ha octave bands is a major step in extending a 
familiar and widely accepted form of criterion to include the often ignored low­
frequency components of environmental noise. 
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Balanced Noise Criteria(NCB) (see Fig. 17) curves developed by Beranek.U1
'

1 are based on 
the following considerations. Occupants of a space complain of imbalance in a noise 
spectrum using words like 'rumbly', 'hissy', 'annoying', etc. 'Rumble' is used here 
as a generic term meaning excessive noise in the octave bands with midfrequences below 
1000 Hz. Excessive noise levels in the 31. 5 and 63 Hz bands may also cause per­
ceptible vibrations or induced rattles in light-weight room part1tions and ceiling 
systems, particularly in wood constructed buildings. It should also be noted that- this 
can cause resonance of doors, windows or of furniture and wood floors and then pro­
duce rattling noises. 

Fig. 18 shows an examplecsaJ of a peak-hold frequency noise spectrum while the boiler 
was working. It is enough for sliding doors and windows (particular of Japanese 
style) to rattle. A-weighted sound pressure levels of rattling noise were 40-50 dB 
heh ind the doors. 

It has been recognized that there is a need for additional low frequency limit for 
the living environmemt in the Dutch Noise Abatement Act, therefore Dutch Ministry 
of Environment and Housing(VROM) csaJ has set a limit for the low frequency audio range 
based on experience of noise annoyance in the field(see Fig. 19). 

Because we are improving our ability to measure and predict low-frequency noise, we 
are able to give more reliable sound transmission loss data for lower frequencies, 
say down to 63 Hz, in laboratory thereby allowing building designers to deal 
effectively with available noise datac 271

• But we should note that because rooms in 
dwellings are email in size, it i8 still difficult to measure the sound levels in 
such low frequencies accurately in situ. We hope the 1990s will bring effective and 
valuable amendments to the standardized criteria and procedures which have gained 
acceptance in the 19800. 

8.0 NEED A SHORT TEST METHOD FOR ENFORCING THE BUILDING REGULATION 

In many countries, sound insulation requirements are included in building re­
gulations, but only very few dwellings in Europe, and almost none in USA(l980) c281 and 
China have been tested to check the observance of building regulations. Therefore 
these regulations are not effectively enforced but remain a mere sheet document. 

Field sound insulation measurements between dwellings on a broad scale is a very de­
manding job. For example, there are about 4-5 mi Ilion m3

, or 80, 000 to 100, 000 dwe 1-
ling- units completed each year in the City of Shanghai alone. The amount of test work 
is enormous even if only a few percent of the newly completed dwellings are chosen 
test. Even minor mistakea during construction can spoil the best acoustical de­
sign, making insulation tests of newly completed buildings, therfore, an essential 
procedure to demonstrate compliance with the building regulations. 

It was reported that the percentage of tested dwellings that fail to meet codes are 
very high, say 50 percent or even more in some European eoutr iesll 8

, This discouraging 
record of failure can be expected when no special incentives are offered to encou­
rage the effective enforcement of noise control in dwellings. The only way to allevi­
ate the current problem on inadequate sound insulation between dwellings is through 
the enforcement of building regulations. it is also widely accepted that the ISO HO 
procedure and ISO 717 rating procedure are complicated, time consuming, expensive and 
require trained technical personnel. Therefore a simplified field test method of mea­
suring sound insulation quickly and economically is needed. 
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The development of an ISO short test methodc 201 for the measurement of airborne sound 
insulation in buildings was started in 1982, and a Draft Proposal was finally approved 
in 1988. The method is based upon the determination of the difference of the 'A' 
weighted sound levels between adjacent rooms without regard to the paths of trans­
mission. The criterion of validity for this short test was based on achieving a good 
correlation with the results obtained using the full ISO 1•0 procedure. 

The short test method is basically intended for screening quality control of ~ound 
barriers in dwellings, so the current ISO Draft proposal would be sufficient 
for this purpose provided the experimental conditions are carefully controlled. 
Mainly it should include incidental pink noise, i.e., ideally the sound spectrum 
shape must be restricted as flat as possible. 

One may argue that the test should be carried out in unoccupied room for several 
reasons: (1) The physical performance of the barrier describing the acoustical 
quality of the construction to be tested should avoid including furnishings in the 
receiving room; (2) A finished building should be checked for the acoustical require­
ments, before the permit for occupancy is signed; (3) Required remedial action against 
the construction company can be taken in case of failure; and W The acoustical con­
ditions of the unoccupied receiving rooms may differ from each other but not as much 
as from furnished rooms. 

For the above considerations, the absorption in the receiving room and thus the cor­
rection applied to the short test measurements can be discarded, therefore this short 
test method can be more simplified. The Japanese have already been doing this with 
their Standards, i.e., only sound preuure level difference measured cul. The French 
regulationscaoJ which were modified in a similar way, state that A-weighted sound level 
in the receiving room must not exceed a given value when the source room is excited by 
a band limited pink noise. From the acoustical consultant's view, YergescaiJ states: 
'A-weighted difference have served us well for many years. However, they do not 
yield diagnostic information. More importantly, they were really only stop-gap mea­
sures while we waited for computer controlled real time analysis equipment to 
become portable and affordable. That time has very nearly arrived.' 

A new trend in single-number sound insulation rating focuses on the correlation bet­
ween objective ratings and people reaction under different spectrum shape noise 
sources; the ref ore, the l oudneu and annoyance eva Iuat ion in the receiving room, 
weighting network procedure, extension of frequebey ranges, etc., should be considered 
and re-examined. Tkese problems also exist in the ISO 717 rating method. So it 
is a topic that need investigated more comprehensively. 

Short tests of impact sound insulation seem to have received considerablly less inte­
rest than those of airborne sound insulation. So it seems that the only method is 
based on a freqaeney weighting and measurements of the overall level in the receiving 
roomcau. 

9.0 CONTROL OF INDOOR NOISE BY PLANNING 

In multi-unit dwellings the stacking of identical units on sucessive floors one 
above the other so that kitchens are over kitchens and bathrooms are over bath­
rooms can aid considerably in noise control. These are not only noisy areas but 
frequently had hard surface floors which tend to increase the problem of impact sound 
insulation which is a souee of frequent complaints in existing dwellings. Such 
problems are costly to control by construction methods. The worst arrangement is to 
place noisy areas of one unit next to quiet areas of the neighboring unit, for example, 
kitchens next to neighbors' bedrooms, or a bedroom next to the elevator. In this ease 
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even a 50 dB wall would probably be inadequate, 
adjacent noisy areas by buffer zones such as 
closets, which are usually arranged to act as 
45 dB party wall may be adequate. 

Sometimes rooms are separated from 
closets, stairways, halls and clothes 
a sound barrier. If this is done, the 

The plumbing fixtures serving kitchens and bathrooms are particularly troublesome 
sources of noise. The problem can be minimized by placing kitchens and bathrooms of 
adjacent units back-to-back and one above the other with the appliances in a waif away 
from the sensitive rooms, Methods of handling the special noise problems arising 
from mechanical and electrical appliances have been discussed elsewhere in many· text 
books. It is particularly important in planning, however, to locate furnaces, pumps, 
compressors, fans and laundry equipment away from quiet areas such as bedrooms. 
In high-rise dwellings the location of elevators is a special problem since they may 
cause noise or 1ibration throughout the entire building. The above design principles 
may not be unfamiliar to the architect and dwelling designer, but they are usually 
ignored in their designing. Therefore they should always be reminded of them. 

10. 0 LIGHTWEIGHT CONSTRUCTION 

The trend in modern industrial building today is the use of prefabs and field assembly 
for quick and economic construction; therefore lightweight building elements are 
essential. The other trend is using a dry procesa as much as possible. Hence panel­
stud partitions are popular in residential buildings as they have the benefit of being 
lightweight, eaay to install and quick to finish. But all of them have an adverse 
effect on sound insulation owind to their lightweight. How to improve the sound insu­
lation of tightweight construction is a matter of primary importance. 

We shall see, however, that the most pressing need is not for novel technical produc-
- tion methods or for magic new materials, but rather for the proper application of 
existing traditional methods of building construction. 

10. 1 Masonry Wall Solid clay brick hae been widely used for thousands of years as 
the raw materials are readily available and the brick is easily produced. A 25 cm 
brick wall with hoth sides of plaster has long been recognized as a sufficient sound 
proofing barrier and has been taken as a standard for dwellings. But now clay is more 
treasured in high population diotrich and its use must be restricted. The Shanghai 
Municipal Government, for example, has issued a new regulation to encourage the 
use of lightweight wall material for constriction and restrict the use of tradi­
tional solid clay brick to save energy and conserve land resources. This regula­
tion has been enforced 11ince May 1, 1991. A special charge (0. 7 percent of the total 
investment of the project) is required if solid clay brick is used. The aim is to 
press the builders to use lightweight or hollow bricks or blocks for wall construc­
tion, You can see in the Table 2111 u as the weight decreases, their sound insula­
tion performance is inevitably reduced. It is neither practical nor economical to 
further increase the mass and therefore the thickness of the wall. A more practical 
way is to add a thin resilent plate, separated bu an airspace, to the original, con­
siderably hea,ier, partition. In order to prevent the buildup of resonances Jn the 
airspace between the wall and the skin and also to extract energy from the near field 
of the thin plate, the airspace is usually filled with a sound absorbing material. 

This simple technique often permits the attainment of a considerable increase in sound 
insulation by very simple, cheap methods. This applies to new buildings as well as, 
in particular, to existing walls whose sound insulation had to be subsequently im­
proved. 
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Table 2 Sound Insulation of Several Types of Jail and 
floor Constructions 1881 

Thickness le ight airborne sound 
average 

(cm) (Kg/ms) 100-4KHz D .. T,,. 

Load bearing wall: 
(both sides plastered) 

A. 22 em solid clay 25 496 48 49 
brick 

B. 22 em air entrai- 25 436 49 50 
ning silicate block 

C. 14 em eeramsite 14 238 42 42 
concrete panel 

D. 14 cm vibrating 14 294 42 43 
brick slab 

Non-load bearing wall: 
A. 9 em hollow gypsum 9 50 28 39 

panel 
B. 15 em fly ash sili- 17 215 40 41 

eate block, both 
sides plastlired 

Floor: 
A. 16 em, ellipse ho- 19 228 47 47 

core cone. slab, 
with 3 cm cement 
screed 

B. 16 cm, round hollow 19 270 48 49 
core cone. slab, 
with 3 em cement 
screed 

C. 16 em, ellipse ho- 18 178 38 38 
eon ceramaite cone 
slab 

D. 3 em cone. panel 26 150 39 40 
with ribs and 111-

pended ceiling 

Impact sound 

L~T,w ( dB) 

-

-

-

-

-

-

64 

70 

78 

77 

An example cuJ of the efhct of an additional layer of 2. 5 em wood-wool board 
attached to a 12 em air entraining sol ieate block nl 1 is shown in fig. 20 (a). The 
improvements 6.L and 6.R vahes of this construction are shown in fig. 20(b). Owing 
to the nails, rigid point attachments, acting as sound bridges between two layers, 
the 6.R is significantly leu than the 6.1. The improvement 6.R can be predicted 
with following e~pression: 

where fo is the resonance frequency of the attached layer, n is the number of bridges 
(nails), a is the radiation coefficient, v1 and va are the velocities at the surface 
of the original wall and at the enrface of the additional layer. Mea·sured 6. L agrees 
well with the prediction. 
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The effects or different methods or attaching extra single layers of gypsum board to a 
concrete block wall were studied by larrnockc 971 recently, He concluded that lowe­
ring the mass-air-mass resonance frequency by increasing the thickness of wall-board 
or by increasing the depth of the air-space tends to increase the Sound Transmission 
Class (STC), Adding sound absorbing material to the cavity behind the gypsum wal I­
board lowers the resonance frequenc~ therefore improving the STC and sound insuJation 
index at a low frequency. If the block itself is absorptive, the mass-air-mass reso­
nance frequency may be lower than expected. Also, for a porous block, the efhctive 
depth or the airgap may be greater than the distance from the gypsum wallboard 
to the surface of the block. If this method is used as a remedial measure for an 
existing wall, care should be taken when the combination wall construction has a 
60 dB or more sound insulation index. Because the flanking transmission will res­
trict the actual effectiveness in buildings, it is necessary to add extra layers to 
the flanking ,rails as well. 

10, 2 Panel-stud partitions These is some misunderstandings about panel-stud par­
titions spreading among builders and designers. They are usually cognizant of the 
benefit from double layers but ignore the harmful sound bridges caused by studs and 
rigid junctions at ceilings and floors. They often place insulating materials in bet­
ween the cavity and ignore the mass or thickness or the cover plates. 

It is well known that overall performance depends on the weight of the surface layers 
and the coupling through the air-space or through the studs, whichever is the mori im­
portant. Usually the three factors are not independent, and it is difficult to present 
a simple analysis. Generally, increasing the mass of the surface layers reduces 
air-space transmission, but increasing their stiffness increases stud transmission; 
mineral wool in the space reduces air transmission; resilient connectors or se­
parate studs (usually a staggered arrangement) reduces studs transmission. The 
overall performance may depend in a complicated way on each factor. 

It is evident that the sound insulation of metal-stud partitions is higher than those 
made or wood by 6-7 dB on the average in similar panel constructions. Owing to the 
fact that U-shaped metal stad posses a resilient character. The sound insulation index 
R of a panel-metal-stud partition can be well predicted with following expression(lang 
and Gu cuJ cuJ): 

1 
R = R1 + Ra. - 20logK ~ 20log - - 101 (dB) 

sfc 

1 
( r > r., f < -fc 2 . 

where R1 and R11 are values of the mass R for panel 1 and panel 2 respectively; K is 
the lateral equivalent stiffness per unit length or the metal stud; S is the surface 
area or the panel; l equals the tohl length of line connections; fc. is the critical 
frequency or paael 2 (panel facing the receiving room) at which the coincidence oc­
cured; and r~ ia the bridge frequency. The results are shown in Fig. 21. 

10. 3 Floore The principles described for walls also apply to floors as far as air­
borne sound is concerned. Aa explained earlier the factors that determine airborne 
sound insulation are weight, stiffness, breaks in sound travel paths, and sound absor­
ption within the space, 

Transmission of impact sound through floors is an additional problem, which occurs 
when the floor vibrates due to direct mechanical eontant. This noise is transmitted 
through the floor structure and radiates to the room below. This type of noise can 
lead to more complaints than airborne sounds. 
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The most effective method of reducing impact noise transmission is by the use of a 
soft floor covering such aa a carpet and pad. Another method of control is to pro­
vide a floating floor surface. This can be done by separating the finished floor 
from the floor structure by means of a resilient layer such as fiberboard. Similarly 
the ceiling may be suspended by the use of resilient clips which partially isolate 
the ceiling from t&e floor structure. 

Unfortunately the above measures are seldom used in mass-built dwellings in our coun­
try owing to ecdnomie problems, etc. le tried to design a leas expensive floating 
floor that would reduce impact noise transmission years agoc 881

, but the complicated 
construction process prevented it from becoming popular. The quick development of the 
polyester industry has produced a less costly synthetic carpet, which may provide a 
better outlook to residents wishing to reduce annoying impact noise, even for those 
with poorly-constructed floors. 

11. 0 BUILDING FACADE 

Results of a survey in Beij ing(1986) ceJ indicated that 96% of main noise sources 
annoying inhabitants in dwellings were from outdoors, and were mostly traffic noises. 
Therefore the noise reduction of the facade and facade elements are important for 
reducing the effects of the outdoor traffic noise on the indoor environment. But in 
the ease of windows frequently opened for ventilation and cooling purposes, the 
noise reduction effects are very limited. There is little data available for the 
noise-reducing properties of facade constructions, with the uception of windows, for 
which most of the data has been obtained for fixed, unopenable sashes in laboratory. 

There are two test methods, measurement with traffic noise and with loudspeaker noise, 
recommended in ISO 140/IV for field measurements of airborne sound trasmission 
of facade elements and faelldes. There is evidencec 871 casJ that the real traffic 
noise source consistently gives lower noise reduction values than does loudspeaker 
radiated noise (see Fig. 22). This is thought to be related to the limited angles 
of incidence of ·the sound reaching the facade from the loudspeaker source; real 
traffic ranges from nearly grazing incidence to normal incidence as individual ve­
hicles pass a building and it is well known that materials have a transmission 
loss at grazing incidence whie& will affect the overall results. 

Facade with open windowa may attenuate the traffic noise around 5 dBA and 10 dBA at 
most which depends on the window size, floor height, etc. Balcony and building 
recesses are alternatives for facade design, as they may affect some noise reduction. 
A series of field meanremenh cuJ (see fig. 23) were carried out to collect noise re­
duction data with road traffic as the main source for 14 rooms in two office buildings 
and 39 roomu in five apartments to determine the effects of a window closed or open, 
a balcony, floor height and an open area and room she. In the ease of rooms with a 
balcony 1 meter deep witk a closed parapet, the variations of noise reduction levels 
based on noise indices Lx and Leq have about 1 dBA to 3 dBA more than rooms without 
balconies. It is also obvious that a higher floor height has a more significant effect 
on noise reduction. A comparison between the noise reduction values of a window open 
and a window closed shows that tke former is about 5 to 9 dBA leas. 

There was a new ideac• 01 
C<&iJ to design a building facade with perforated screens 

with unusual geometric design-thnadner screen (an amplitude gradient design) and 
splitter sereen(a phase gradient design) (see fig. 24). The results obtained from scale 
model test indicated that these barriers as part of a courtyard can give protection 
ranging between ~a dBA and +8 dBA (at frequencies corresponding to a full scale range 
of 200 Hz to 4000 Hz) compared with that of a solid barrier of equal height. Such per­
forated screens as a modified acoustic grating could enable an architect to design a 
protective facade with respect to noise, which, at the same time, provides solar pro­
tection and ventilation. 
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A closed balcony can give maximum protection for the internal rooms, even in the case 
of open windows. Fig. 26 illustrates sample test results of closed balcony in 
fieldc,isn. The closed balcony facade gives a noise reduction of 10 dB. Noise reduction 
of the partition with closed windows between the balcony and the bedroom is 30 dB. 
Therefore for the bed room a 40 dB protection against outdoor traffic noise can 
be achieved(eee curve C in Fi~ 26). 

When dwellings (each flats has more than one room) are paralled to the road, the in­
habitants need not spend all their time in rooms facing the noisy road. Then the rooms 
at the opposite side will be quiet and more satisfactory. This so-called 'escape room' 
is less annoying than those not paralled to road. An 'escape room' may have about 4 dB 
lower noise expo~ure uaJ (see Fig. 26). Similar reeults were found in Japan and 
Vienna. 

12.0 FLANKING TRANSMISSION 

It is well known that the flanking sound transmission may seriously impair the sound 
insulation between flats in a multi-ttnit apartment bttilding, because many measurements 
have shown that flanking elements transmit as mttch sound au or even more than parti­
tion. Therefore the effectiveness of sound insulation between flats not only depends 
on the insulating performance of the partition, but it also depends on the flanking 
transmission through strttctural elements common to the source and receiving rooms. The 
flanking transmission effect becomes more important when the sound insulation require­
ment between flats is high, and it may aho differ in various buildings. 

12. 1 Fundamental Considerations 

During the past decade, many detailed investigations on sound transmission between 
flats through partitions and flanking structures have been carried out. Fig. 27 shows 
an examplec441 of a detailed measurement of the standardized sound level difference 
fottnd in any of the building parts (partition floor and 4 flanking walls) between two 
living rooms separated by a floor. These levels, which were calcttlated from the velo­
city levels measured in aitu, show clearly that the flanking out wall(facade) provides 
the poorest sound insulation and is mainly responsible for the transmission of sottnd. 
Therefore, to improve the sottnd innlation between flats, more data is needed on 
the sound insulation index for direct transmission of sound through the walls and 
floors and the velocity level differences across the junction, Dv. The literatttre 
gives many results of noise auppression testing in joints, most of which is referred 
to in laboratory tests of joint models. There is a relationship existing between 
velocity level difference across a junction and the transmission coefficient which can 
be defined as the ratio of incidence and transmitted power of the bending wall field 
at a junction. In practice, the transmission coefficient is essentially a function or 
the mass ratio of the coupled structure, i.e., the mass ratio of the partition and 
flanking elements. In most eases, the velocity level difference is practically inde­
pendent of frequency. It is felt that field measarements are needed in order to quan­
tify the vibration transmission through the structures, since the available theoretical 
work on that subject is insufficient or not suited for practical application. Values 
for Dv obtained in situ measttrements have been pablished by several authorsc,a1 • The 
values from Fasold-Sountag-Jinkler are shown in Fig. 28. 

Besides the mass ratio of the coupled structures, level difference Dv may also be inc­
reased by an insulating layer-elastic spacer between partition and flanking elements. 
For example, a layer of 3 mm bituminous felt may increase the Dv at the junction about 
6 dB, and a layer of 10 mm cork may increase it 8 dB. 
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Some more complicated meuures hue been used to eliminate the flanking transmission 
path in sandwich facade wall elementsc•ei. The horizontal insulation of a 140 mm 
concrete partition wall was greatly reduced when slits were made in the facade panels 
with a sa~ see fi~ 29. Special attention should be taken in these cases to insure 
that all the joints are sealed very carefully with a high quality never-hardening 
elastic compound. 

However, all the above approaches may not be appropriate from the builder's view. for 
example, the elastic spacer makes the partition a free-satnding structure instead of 
a rigid joint at the junction and is not appropriate for a partition floor; the slitted 
facade panels are difficult to install, and this can lead to a water leakage problem. 

12. 2 flanking Transmission To Rooms Without Common Partition 

Either the airborne-sound or the solidborne-sound may be transmited to distant parts 
of the building through the flanking structure path, and therefore cause annoyance 
factors in rooms far apart from the source room. Also different flanking transmission 
effects may occur in different types of building constructioi 

In order to illustrate the severity of these flanking problems, some interesting sound 
insulation measurements between the source room and several surrounding rooms in dwel­
lings with different construction types were carried outc47

l, for eolidborne sound, 
the impact sound levels L' measured in diagonal adjacent room corresponding to a refe­
rence value of 0. 6 s reverberation time in the receiving room are shown in fig. 80(a) 
when a standardized tapping machine was used in source room. The differences between 
the impact sound levels in the room under the source room (room C) and in the diagonal 
adjacent room (room D) (i.e., AL1=L'c-L'n, dB) for the four construction types are 
shown in fig .. 30 (b). Smaller differences A 11 for the construction type W reveal the 
flanking transmission playing an important role in the impact sound transmission. This 
type of construction was the only one in which a suspended ceiling was used beneath 
the floor, so flanking becomes more important here than in the others. The differences 
between impact sound levels in room B (L's) and in room C (L'c) were usually small and 
with negative values,as le,els in both rooms were controlled by flanking transmission. 
The only exception that appeared here was in the ease of (4), because the suspended 
ceiling reduced the radiation of sound to room D from the continuous structural floor 
of the source room. 

Although measurement was carried out to include a whole dwellingc473
• for example, a 

map of the impact soand level distribution (at octave-band center frequency 1000 Hz 
and 2000 Hd in many 11rro1nding unoccupied rooms in two different construction types 
are shown in Fig. 31. Th vertical attenuation (dB per story) and horizontal attenua­
tion (dB per room) at far fields were thus obtained as a rough index for flanking 
transmission, whieli are shown in Table 8 and 4. A similar work had been done by 
Matsuda et a 1. c4113

, and one of tlie i r measurement resu 1t s is shown in fig. 82. 

Table 3. Vertical attenuation in dwellings (dB/story) 

Construction 126 - 260 Hz 600 - 1000 Hz 2000 - ,moo Hz 
type 

Air- so I id- Air- So I id- Air- So I id-
borne borne borne borne borne borne 

Brick - 6 - 6. 6 - 9 

Silicate Block 3 6 8. 5 4. 6 3 8 

Ceramisite Cone. Panel 3 3. 6 8 6 .. 9 

R. C. Ske !ton - 6 - 7 - 8 
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Table 4. Horizontal attenuation in dwellings (dB/room) 

Construction 125 - 250 Hz 500 - 1000 Hz 2000 - 4000 Hz 
type 

Air- solid- Air- So I id- Air- So Ii d-
borne borne borne borne borne borne 

Brick 4.5 2.6 4.6 4. 5 7. 6 8 

Silicate Block 5 3 4.5 5 4 10 

Ce ram is i te Cone. P. 4.5 3. 5 4. 6 6 4 7 

R. C. Ske !ton - 5 - 6. 5 - 11. 5 

12.3 Prediction Of The Flanking Transmission 

Calculations of the sound insulation between flats, flankong transmission being inc­
luded, sre more useful to the building designer. Gerretsen coJ established a calcula­
tion model for the sound trasmission between flats by partitions and by flanking 
structures, based on the application of classical theory, i.e., based on diffuse sound 
fields and diffuse bending wave vibration fields. He developed a procedure by which 
the sound insulation index between flats could be predicted from architectural draw­
ings and the materials to be used for a given building at the design stage. The neces­
sary input data was partly based on theory and partly on a large number of in situ 
measurements. 

The model for calculation of impact sound insulation was also deduced by Gerretsenc401
, 

following the same line of reasoning used in airborne sound insulation prediction. In 
this approach, special attention was given to the admittance of floor constructions. 
Measuremento wer~ carried out in order to collect data on this admittance for some 
commonly used floors. Theoe calculations showed a reasonable agreement with the mea­
sured values. 

There was an another calculation method done with single numbersc''1 . The wieghted 
sound level difference Dn,T,-..(referred to 0.5 s reverberation time in the receiving 
room, known as standardized level difference in ISO 140) can be calculated from 

l [ 
-Dn,T,-..,d/10 ~ -Dn,T,-..,r,./10] 

Dn,T,w=·l0 g 10 + ""410 
i=l 

where Dn,T,-..,d is the weighted sound level difference given by the partition in dB, 
Dn, T, .... r, 1 is the weighted sound level difference given by the ith flanking element 
in dB, and n is the number of flanking elements. 

12.4 SEA Method 

Statistical energy analysis(SEA) is the most suitable framework of analysis for stu­
dying flanking transmission and can be used not only for determinng the flanking tran­
smission between adjacent flats but transmission between any rooms over long distances 
in a building. The SEA method makes use of the power flow between coupled systems, 
describing the properties of the system using statistics. This method is used under 
the assumption that the different flanking structures can be considered separately, the 
interaction thus being negligible; and in fact the secondary power flows are indeed 
negligible. Crail!: and Trancanamootooc611 recognized that longitudinal and, transverse 
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waves were assumed to be generated at the structural joints in addition to bending 
waves. Therefore it was assumed that coupling between all wave types took place at 
the joint. Eaeh wave incident at the joint generates all wave types at all plates. 
Such a model is more complex than if only bending waves were being considered in the 
structure elements. But from the experimental results it was concluded by Craik that 
the omission of longitudinal and transverse waves should lead to large error in the 
predicted response at some distance from the source, although the errors were small 
close the source. 
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IMPULSIVE NOISE 

Toshio Sone 

Research Institute of Electrical Communication, Tohoku University 

2-1-1 Katahira, Aoba-ku, Sendai, 980 Japan 

ABSTRACT Impulsive noise has a high peak level of short duration, so that a different method 

from steady or slowly varying noise is required for its evaluation. Methods for evaluation and 

measurement of impulsive noise have been studied by many researchers from viewpoints of damage 

risk criteria, noise environment and others. This paper shortly reviews the researches on impulsive 

noise sources such as an elastic collision of solids, a rapid expansion of gas, footstep on the floor, 

and evaluation of impulsive noise from the points of its threshold, loudness and hearing damage 

induced by it. Then describes the results of the study on loudness of impulsive sounds including 

single and repeated bursts of simulated noise. A temporal summation model with a short rise time 

constant and a long decay time constant(the two-time-constants model) was combined with five 

existing frequency weightings and applied to various simulated noises and actual noises composed 

of impulsive and nonimpulsive components. It is shown that Zwicker's procedure for loudness 

calculation seems to be the best frequency weighting method among the five as far as the two­

time-constants model is concerned. 
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1.0 INTRODUCTION 

Since an impulsive sound has an extremely short duration and high peak level, it cannot be 

evaluated with the same measure as that for a steady noise. For example, it was reported that 

the A-weighted peak SPL of sound from an electric typewriter is about 20 dB higher than the 

A-weighted SPL measured with F detector-indicator characteristic and such difference. is about 

30 dB for a pneumatic nailing machine. 

ISO 2204-1979 (Acoustics-Guide to International Standards on the measurement of airborne acous­

tical noise and evaluation of its effects on human beings) describes that an impulsive noise is a 

noise consisting of one or more bursts of sound energy each of a duration less than about 1 s. But 

this definition does not give a clear meaning. EEC Directive 79/117, on the other hand, gives a 

definite criterion from a practical point of view, i.e., the "impulsive" sound has a difference of 4 dB 

or more in the indication of sound level meter between " I " and " F " detector-indicator char­

acteristics. According to this definition, noise burst with a duration of 500 ms or less is classified 

into an impulsive noise .. 

2.0 IMPULSIVE NOISE SOURCES 

2.1 Impact noise caused by an elastic collision 

In this class, noise from an impact forming machine, a drop hammer, a punch press etc. used in a 

factory, a pile hammer, a concrete breaker, an excavator etc. used at a construction site, and bell 

sound are included. Each of these sounds has its origin at a collision of solids, and fundamental 

considerations have been made by many researchers. 

Akay(l] classified the stages of sound generation from colliding bodies into five: i.e. (l)air ejection 

from the space between two surfaces approaching each other, (2)rigid body radiation, (3)radiation 

due to rapid surface deformations, ( 4)pseudo-steady-state radiation referred to as "ringing," and 

(5)sound radiation due to material fracture. Which of these is the dominant source of impact noise 

generation depends upon the materials, the shapes of colliding bodies and the way of collision. 

2.2 Impulsive noise due to a rapid expansion of gas 

Impulsive sound generated by a gunshot was modeled by Coles[2] as an abrupt rise of pressure 

. followed by its slow decay to negative pressure and recovery. Duration for positive pressure is called 

"A-duration" and CHABA provided the damage risk criteria for impact noise based on it .. Another 

source of impulsive noise in the atmosphere is a sonic boom which is generated by the shock-wave 

pattern formed around an aircraft flying with a supersonic speed. These will be mentioned later. 

2.3 Impulsive noise generated in buildings 

Impulsive noise generated in buildings includes footstep noise, noise caused by children romping 

over a room and such like. They are sometimes the cause of complaint. 

Method of measurement of floor impact noise is specified in ISO 140-1978 (Acoustics-Measurement 

of sound insulation in buildings and of building elements) and JIS A 1418-1978 (Method for field 

measurement of impact sound level of floors) for Japanese use. According to ISO 140, the mea­

surement should be done using a tapping machine, while in JIS A 1418 two kinds of floor impact 

sound sources are specified; the lightweight source( a floor tapping machine) and the heavyweight 

source(usually a pneumatic tire for automobiles). The results of measurement (the single-number 
quantity of impact sound insulation rating in ISO and the average octave band sound pressure 

level in the receiving room in JIS) should be rated according to ISO 717 /2-1982 (Acoustics-Rating 
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of sound insulation in buildings and of building elements) or JIS A 1419-1979 (Classification of 

air-borne and impact sound insulation for buildings). 

3.0 EVALUATION OF IMPULSIVE NOISE 

3.1 Threshold of impulsive sound 

Threshold of short tone, short burst or pulsed tone has been studied for relatively long time. 

Garner[3] made an experiment on various durations of tone burst, and found that the threshold 

went up by 10 dB if the duration was shortened to one-tenth of the original burst, i.e. the threshold 

of short tone was decided by its acoustical energy. If the duration was less than about 10 ms, 

however, the tonal threshold did not rise so much as expected from the decrease of acoustical 

energy, and this was more conspicuous for 250 Hz tone than for 4 kHz tone. It is suggested, 

therefore, that the spread of spectrum contributes to the hearing threshold for a short tone. 

Miller[4] made an experiment using noise burst with the duration from 22 ms to 1550 ms, and as the 

results he showed that the hearing threshold decreased by 10 dB for the increase of duration by ten 

times. Zwislocki et al.[5] carried out experiment using rectangular pulse, where the influence of the 

duration of pulse trains, the frequency of pulses, and the number of pulses on hearing threshold were 

investigated. They found, as the results, that the threshold depended on the spread of spectrum 

caused by the shortening of duration and a change in spectrum due to a change of repetition 

frequency as well as a change of sound energy. 

3.2 Loudness of impulsive sound 

In most studies on loudness of impulsive sound, tone bursts were used as stimuli. Duration of the 

burst, its repetition rate, and rise and decay time of the burst were changed, and their influence on 

loudness of tone bursts was investigated in those studies. The results show a tendency that within 

some extent of duration the level of a stimulus corresponding to the same loudness decreases 9-

12 dB if the duration of burst increases tenfold. In other words, the loudness is nearly proportional 

to sound energy. The upper limit of tone burst under which this "energy rule" holds varies from 

60 ms to 400 ms with the author. These critical durations for tone bursts are also related to the 

levels of stimuli. 

As to the relation between loudness and the repetition rate of stimuli, experiments were reported 

by many authors. Stimuli adopted there were tone bursts, noise bursts, N-waves, exponentially 

decaying sounds etc., and the repetition rate was 1 to 100 pps. According to these experiments, 

to increase the repetition frequency ten times is equivalent to decreasing the level of stimuli by 

10 dB(-10 dB/decade) for keeping the loudness unchanged as far as the duration is very short(about 

1 ms). But for longer duration of an individual burst the level-repetition frequency ratio becomes 

smaller. Furthermore, it was shown that the repeated bursts gave the greater loudness than the 

steady sound which had the same sound energy as the bursts[6, 7]. As to the effect of rise time of 

a stimulus on loudness, it is reported that loudness increases as the rise time of a burst decreases, 

and noise bursts are more influenced by a change in rise time than tone bursts. 

3.3 Hearing loss induced by the exposure to impact sounds 

Hearing loss induced by the exposure to impulsive sounds is an acute problem to metal processing 

workers, shooters etc. The hazard of exposure to impulsive sound is said to be unable to estimate 
through its loudness. 

Coles[2] divided the wave form of impact sounds into a single pulse represented by a gunshot 

sound and a reverberant wave which is usually seen in sound due to a collision. The names of 

"A-duration" and "B-duration" proposed by him have been used until today. He also proposed 
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the criterion for hearing conservation, and CHABA[8] proposed a damage-risk criterion in 1968 

based on it. It shows the allowable limit of sound level of impulse noise, i.e. the limit within which 

NIPTS at the frequency of 3 kHz or above does not exceed 20 dB in 95% of people who are exposed 

100 times a day to impulse noise. for t.wer,t, years. The line of peak pressure level vs. duration 

of impulse noise for the criterion decr,!as0s .t the slope of -6.5 dB/decade up to the duration of 

1.5 ms(A-duration) c,r to the duration of 2•10 1; 1S(B-duration), and above them the criterion remains 

at the constant level of 152 dB(A-dt· ·at,io ,) or l l8 dB(B-duration). EPA[9] modified the·CHABA 

criterion on conditio,1 that NIPTS a' 4 kHz do,:~, no' exceed 5 dB in 90% of people, and the EPA 

criterion is lower by l.2 dB than CHAB!\.. The i-lope of -6.5 dB/decade in these criteria means that 

thf' increase in peak pressure level i;; allowed only by 6.5 dB for the decrease of duration to one­

' .. th, and it does not meet thn energy ru,e. F'or the change in the number of exposure to impulse 

noise a day, -5 dB/decade(CHABA) and -10 dB/decade(EPA, >100) are adopted respectively. 

In ISO 1999-1990(Acoustics-Determination of occupational noise exposure and estimation of noise­

induced hearing impairment) the criterion is provided for working ~nvironment where noise expo­

sure level for eight hours a day exceeds 85 dB. 

3.4 Sonic boom 

Sonic boom is generated by a supersonic flight of an airplane ti, 1~ \ kind of impulse noise, but is 

treated separately from general impulse noise, because its levei is very high and it gives an influence 

on a wide area. Sonic boom has a relativdy stable form(N-wave) differently from ordinary impulsive 

noise, so the definite methods of calculaGing its loudness have been proposed. Zepler(l0] estimated 

the loudness of sonic boom from phon-weighted spectrum of N-wave. Johnson's method[ll] uses 

Stevens' Mark VJ after 1/3 octave band analysis of sonic boom. And ISO 2249-1973(Acoustics­

Description and measurement of physical properties of sonic booms) describes the measurement of 

sonic boom. However, since sonic boom brings about house vibration because of its intensity, its 

influence cannot be estimated only by loudness. 

3.5 Other investigations on impulsive noise evaluation 

There have been various proposals as to how describe the specific feature of impulsive sounds. 

Detector-indicator characteristic " I " defined in IEC Pub.651-1979 (Sound level meters) is one of 

them, and with it the deviation of LAeq of impulsive sound after time-weighted by " I " from its 

true LAeq is used for describing the impulsivity of sound. Standard deviation and kurtosis of the 

distribution of short-term LAeq are also studied. 

Furthermore, detailed analysis of impulsive sounds with Wigner distribution, Prony technique 

etc. is being studied. Other than studies mentioned here, there are many papers related to 

the evaluation of impulsive noise. 'Some of them treated perceived noisiness, pitch perception 

concerning impulsive sound, acoustic reflex, neural response to impulsive sound and so forth. 

4.0 LOUDNESS EVALUATION OF IMPULSIVE NOISE 

The research group including the author's laboratory carried out two stages of round robin test 

in Japan from 1981 to 1987 in order to establish a method for evaluating impulsive sound. Ex­

periments on loudness of a single burst of impulsive sound were executed in the first stage round 

robin test[12]. Loudness and noisiness of repeated impulsive sound were investigated in the second 

stage[13]. As for a single burst of impulsive sound, its loudness corresponds well with the sound 

exposure level (the square-integrated value of sound pressure, LpE) in our first stage. 

Neither LAeq nor LpE, however, evaluates the loudness of repeated impulsive sounds. According 

to our continued study, the loudness of repeated impulsive sound corresponds rather well with 
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the signal output through 2TC(two-time-constants) integrator which has a short rise constant of 

100 ms and a long decay time constant of 5 s[14). It is impossible to use this circuit alone, however, 

to assess the loudness of sounds having different frequency spectra because 2TC integrator acts 

only as a time-weighting circuit. If there is an appropriate frequency-weighting to be combined 

with 2TC integrator, the loudness of impulsive sounds with various frequency spectra may be 

evaluated. Thus, we looked for the best combination of time- and frequency-weightings based on 

the psychoacoustical experiments. As a result we propose a new method for this purpose, and 

apply it to 50 different noises including actual ones to examine its validity as a loudness descriptor 

for wide variety of noises. 

4.1 Examination of the combination of time- and frequency-weightings 

Some existing frequency-weighting functions are examined here in conjunction with our 2TC inte­

grator for sound stimuli with several kinds of frequency spectra. ~irst, we observed the effects of 

frequency spectra on the loudness of impulsive sounds. Second, we looked for the best combination 

of time- and frequency-weightings for evaluation of loudness of impulsive sounds. 

PSE's(points of subjective equality) for loudness of impulsive sounds with several kinds of frequency 

spectrums were obtained. The temporal pattern of a pair of stimuli presented to subjects are shown 

in Fig.1. Subjects were asked to judge which burst of the pair was louder. Stimulus conditions 

used in the experiment are combinations of six kinds of carrier signals(pink noise, blue noise, -

9 dB/oct noise, complex signal composed of pink noise and 63 Hz tone with its harmonics up to 

the fifth, complex signal composed of pink noise and 1 kHz tone with its harmonics up to the 

fifth, and asymmetric rectangular waves), five kinds of repetition rate(single burst, 1, 3, 10 Hz 

bursts and steady sound), rise time of 1 ms, decay time of 100 ms and duration of 2 s. The 

comparison stimulus had a 200 ms steady duration with rise and decay time of 15 ms/20 dB, and 

its carrier signal was pink noise. Subjects were five young adults with normal hearing. Test stimuli 

were presented to a subject via headphones with peak level of 70 dBSPL. PSE's were estimated 

from the results of experiment by using the method of maximum likelihood[15). In this study we 

applied 2TC integrator shown in Fig.2 which has the rise time constant of 100 ms and the decay 

time constant of 5 s [16). This model was derived from our previous study in which the loudness 

of repeated impulsive sound with the repetition rate ranging from 0.2 to 30 Hz, and with the 

duration ranging from 1 to 50s was obtained. The model can supply the output which corresponds 

accurately to the loudness of repeated impulsive sound used in the experiment so long as the 

frequency spectrum of sound is fixed. As frequency-weighting functions to be combined with the 

model, we examined A-weighting, Mark VI[l 7], PL[18], Zwicker's loudness calculation procedure 

TEST STIMULUS COMPARISON STIMULUS 

DURATION 2s -t 

Fig. I An example of time pattern of stimuli used in the experiment. 
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(LLZ)[l9] and PNL[20]. 
A-weighting can easily be combined with 2TC integrator in the way that the A-weighted stimuli are 

fed into the model. The other four frequency- weighting methods, however, require the frequency 

analysis of the input signal. Thus, we examined possible methods of combining frequency analysis 

and temporal summation functions in the following four ways: (!)Frequency-weighting the band­

pass outputs followed by an overall time weighting, (2)Time-weighting the band-pass filter outputs 

separately followed by frequency-weighting, (3)Frequency-weighting the results of short-term FFT 

analysis followed by an overall time-weighting, and ( 4)Time-weighting the frequency components 

of short-term FFT analysis separately followed by frequency-weighting. 

The long decay time of 2TC integrator enables the integrator to hold the acoustical energy up to 

around 3 s. We think that the duration of 3 s corresponds to the boundary between the duration 

for which the judgment of loudness is subject to "perception" and that for which the judgment 

is subject to "memorization." If this assumption is valid, the function of 2TC integration model 

corresponds to a certain mechanism in a higher level of our auditory system and such a mechanism 

is expected to be located after a frequency-weighting mechanism. For this reason, we examined 

combination of (1) and (3) in further considerations. 
Mark VI, PL, LLZ and PNL need the power spectrum in a free field as an input signal to the 

model. But we only have the information of the power spectrum at the entrance of auditory 

meatus because we present the stimuli through a headphone. Thus, the power spectrum at the 

entrance of auditory meatus was transformed into the power spectrum in a free field before the 

frequency-weighting was applied. We used a transfer function of the propagation path from the 

source to the entrance of auditory meatus averaged over a few subjects. As a result of preliminary 

consideration on the length of time window for frequency analysis in hearing, we obtained the 

power spectra at the interval of 0.64 ms for 1/3 octave filter, while adopted 5.12 ms duration of 

Hamming window for FFT analysis. 
The outputs of the two methods, methods (1) and (3), were compared with subjective results. 

As a result, there were little differences between the band-pass filter(Method 1) and FFT analy­

sis(Method 3). Anyway LLZ seems to be the best frequency-weighting among the five. According 

I nput 
-

Squaring 
Two-time-

Transform - constants 
circuit - into dB circuit 

Rl 

C R2 

Rise Time Constant= C*(RI I/R2) 
Decay Time Constant = C*R2 

Outeu t 
-

Fig.2 Block diagram of the 2TC (Two-Time-Constants) model and its equivalent circuit. 
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to this, we propose a new descriptor of loudness, LTF, which is calculated from the output of the 

system using the LLZ frequency-weighting function and 2TC integrator. LTF ( t) is a function of 

time, and is expressed by 

LTF(t) - l0log10{y(t)/yo}, (1) 

where Yo represents the reference value corresponding to O dBSPL and y( t) corresponds to an 

instantaneous sound pressure. Fig.3 shows the relation between PSE's for loudness and the max­

imum of LTF's of stimuli obtained through Method 1 for LLZ. As seen from the figure, the new 

descriptor LTF shows a good correspondence with PSE. 

If the noise is rather long or has a fluctuating time envelope, the equivalent continuous loudness 

level LTFeq defined by the following equation may be useful: 

LTFeq 

l t . 
- 10log10 [-- f 2 {y(r)/yo}dr], 

t2 - t1 lt1 
(2) 

where t2 - i1 is the observation time interval. 
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4.2 Application of the proposed descriptor to actual noises 

Actual impulsive noise sometimes has irregular peak levels and appearance intervals, and exists 

together with background noise. It is desirable, therefore, that a loudness descriptor is also appli­

cable to such complex noises. As the repetition rate of a repeated impulsive sound changes from 

a very low value to a very high value, the sound continuously changes its nature from a series of 

isolated single burst to a steady sound. Under such circumstances, LTFeq is expected to evaluate 

the loudness of not only impulsive noise but also of various complex noises. Thus, we applied the 

proposed method to 50 different noises including 42 actual noises(sounds from gun fire, fire bell, 

wooden panel being beaten, diesel pile hammer, typewriter, door knock, metronome, road traffic 
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and so forth) and 8 synthesized noises. Loudness of these 50 noises was subjectively evaluated to 

examine the applicability of the proposed method. The experimental procedure was similar to that 

stated in the above section. Most of the 50 noises used had impulsive components. The duration 

of the test stimuli was 7 s inclusive of a rising part and a decaying part. The comparison stimulus 

was the sound with a 4 s steady duration as well as a rising and a decaying part with 250 ms time 

constant. The carrier signal of the comparison stimulus was pink noise. The subjects were thirteen 

young adults including six males and seven females with normal hearing. 

Fig.4 is an example of the experimental result for a metronome sound. This is a typical example 

of the impulsive noise with a relatively low repetition rate(l.6 Hz). Fig.4(a) shows the A-weighted 

SPL and LAeq (horisontal solid line) of the metronome sound. While the peaks of LA is far larger 

than PSE level(broken line), L Aeq is far less than PSE level. Fig.4(b) shows the result of evaluation 

by the proposed descriptor LTF ( t) ( solid curve) and LTFeq (horizontal solid line). LTFeq is nearly 

the same level with PSE for loudness. From these considerations, the new descriptor LTFeq shows 

a good correspondence with subjective loudness not only for impulsive noise but also for slowly 

varying and steady noise. Fig.5 shows the relation between LTFeq and PSE level for the fifty noises 

in terms of LTFeq · 

4.3 Discussion 

New loudness descriptor LTF well evaluates the loudness of a single and repeated bursts of im­

pulsive sound. Although the combination of 2TC integrator and A- weighting is not always bad, 

Zwicker's procedure seems to be the best frequency-weighting for 2TC integrator. 

2TC integrator used as a time-weighting for LTF has the rise time constant of 100 ms and the 

decay time constant of 5 s. These constants were determined through our previous experiments 

using the artificial impulsive sounds with the duration from 1 to 50s and with the repetition rate 

from 0.2 to 30 Hz(including single burst). The range of the duration and the repetition rate is 

considered to be wide enough, since the maximum duration of 50s is much longer than the duration 

which is most easily perceived in a lump and the repeated impulsive sound with the repetition rate 

of 0.2 Hz is perceived as an isolated burst while that with the repetition rate of 30 Hz is perceived 

as steady sound. 2TC integration model, therefore, has a possibility to represent the loudness of 

not only repeated impulsive noise but also different kinds of time-varying noise. Actual noises, 

however, have too irregular peak levels and repetition rates as well as fluctuating background noise 

to use LTF directly. Hence we proposed LTFeq• As a result of its application to 42 actual noises, 

it might be an appropriate loudness descriptor for various complex noises. 

Calculating procedure for LTF and one for Zwicker's loudness meter are alike in appearance[21]. 

Zwicker's loudness meter used a non-linear(two kinds of time constants) integrator in order to 

evaluate the loudness of not only steady noise but also fluctuating noise. The time constants used 

in Zwicker's loudness meter, however, are far shorter than those of our model and their values 

are changed with input signal level. The two time constants integrator used in Zwicker's loudness 

meter does not aim at holding loudness sensation but compensating the effect of temporal masking. 

The difference in the aim between Zwicker's loudness meter and LTF causes merits and demerits 

in loudness evaluation of some special noise. According to our previous study[16], it seems to be 

difficult to explain the increase in loudness for repeated impulsive sound with the low repetition 

rate from 0.3 to 3 Hz by using Zwicker's loudness meter because of its small time constants. On 

the other hand, LTF cannot explain that the loudness of a sound with deep frequency-modulation 

is larger than that of a non-FM sound, because LTF ignores the effect of lateral inhibition on 

loudness. In practical use, however, we are optimistic that the effect of deep FM in evaluating 

environmental noise is not so large. 

45 



References 

[1] Akay A., A review of impact noise, J. Acoust. Soc. Am., 64( 4), 977-987, (1978). 

[2] Coles R.R.A., Hazardous exposure to impulsive noise, J. Acoust. Soc. Am., 43(2), 336-343, 

(1968). 

[3] Garner W.A., The effect of frequency spectrum on temporal integration qf energy in the ear, 

J. Acoust. Soc. Am., 19(5), 808-815, (1947). 

[4] Miller G.A., The perception of short bursts of noise, J. Acoust. Soc. Am., 20(2), 160-170, 

(1948). 

[5] Zwislocki J ., Hellman R.P., Verrili R.P., Threshold of audibility for short pulses, 

J. Acoust. Soc. Am., 34(10), 1648-1652, (1962). 

[6] Garner W.R., The loudness of repeated short tones, J. Acoust. Soc. Am., 20(4), 513-517, 

(1948). 

[7] Garrett R.M., Determination of the loudness of repeated pulses of noise, J. Sound Vib., 2.(1), 

42-52, (1965). 

[8] Kryter K.D., Ward W.D., Miller J.D., Eldredge D.H., Hazardous exposure to intermittent 

and steady-state noise, J. Acoust. Soc. Am., 39(3), 451-464, (1966). 

[9] EPA Document 550/9-74-004, Information on levels of environmental noise requisite to pro­

tect public health and welfare with an adequate margin of safety, (1974). 

[10] Zepler E.E., Harel J .R.P., The loudness of sonic booms and other impulsive sounds, 

J. Sound Vib., 2.(3), 249-256, (1965). 

[11] Johnson D.R., Robinson D.W., Procedure for calculating the loudness of sonic bangs, 

Acustica, 21(6), 307-318, (1969). 

[12] Sane T., Suzuki Y., Kumagai M., Takahashi T., Loudness of a single burst of impact sound: 

Results of round robin tests in Japan (I), J. Acoust. Soc. Jpn.(E), 1(3), 173-182, (1986). 

[13] Sane T., Izumi K., Kono S., Suzuki Y., Ogura Y., Kumagai M., Miura H., Kado H., Tachibana 

H., Hiramatsu K., Namba S., Kuwana S., Kitamura 0., Sasaki M., Ebata M., Yano T., 

Loudness and noisiness of a repeated impact sound: Results ofround robin tests in Japan(II), 

J. Acoust. Soc. Jpn.(E), ~(6), 249-261, (1987). 

[14] Sane T., Ogura Y., Suzuki Y., Loudness evaluation of impulsive noise, INTER-NOISE 

89 Proc., 821-826, (1989). 

[15] Ogura Y., Suzuki Y., Sane T., On the errors in estimates when the method of maximum 

likelihood was applied to the result of psychoacoustical experiment obtained by the constant 

method, J. Acoust. Soc. Jpn., 45(6), 441-445, (1989). (in Japanese) 

[16] Ogura Y. Suzuki Y., Sane T., A temporal integration model for loudness perception of 

repeated impulsive sounds, J. Acoust. Soc. Jpn.(E), 12(1), 1-11, (1991). 

[17] Stevens S.S., Procedure for calculating loudness: Mark VI, J. Acoust. Soc. Am., 33(11), 

1577-1585, (1961). 

[18] Stevens S.S., Perceived level of noise by Mark VII and decibels(E), J. Acoust. Soc. Am., 

51(2), 575-601, (1972). 

[19] Zwicker E., Feldtkeller, Uber die Lautstarke von gleichformigen Gerauschen, Acustica, .§.(5), 

303-316, (1955). 

[20] Kryter K.D., Pearsons K.S., Some effects of spectral content and duration on perceived noise 

level, J. Acoust. Soc. Am., 35(6), 866-883, (1963). 

[21] Zwicker E., Daxer W., A portable loudness meter based on psychoacoustical models, 

INTER-NOISE 81 Proc., 869-872, (1981). 

46 



ADVANCES IN ACOUSTIC SIGNAL PROCESSING 

Ma Yuanliang (Y.L.MA) 
Institute of Acoustic Engineering 
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Xi'an 710072, P.R.China 

ABSTRACT Recent advances in Acoustic Signal Processing, particularly 
those topics which have important applications in underwater acoustics, noise 
control and ultrasonics are discussed. An overview on the development is given. 
Selected topics on Adaptive Processing, Beampattern Optimization and DSP 
beamforming, Artificial Neural Networks etc. are presented together with 
illustrative examples. 

47 



1. Introduction 

Pushed by the evolution of information science and micro electronics, acoustic signal pro­

cessing has advanced significantly during the past decade. 

On the theoretical side, it seems that most important advances are made in the following 

aspects: 

• Adaptive filtering 

• Sensor array processing 

• High resolution spectrum analysis 

• Mathematical modelling of channels and systems 

• AI/ ANN and signal classification 

• Active Sound Control 

• Acoustic imaging and data transmission 

• Generalized time-frequency distribution 

• Matched field processing 

• Inverse filtering. etc. 

On the practical side, they are: 

• Improvement of system development environment 

• VLSI signal processing system ( hardware) 

• Software development 

• Digital data acquisition 

• High throughput real-time processing 

• Display and Control 

• System Integration etc. 

These advances, of course, have strong influence on the development to the future both in 

research and application domains. A wide range of applications may benefit from the ad­

vances. To name the main ones, they are: 

Underwater sound: 

• Noise and interference cancellation 

• Angular spectrum estimation 

• Adaptive array processing 

• Source localization 

• Maneuval target tracking 

• Target classification 

• Fish detection 

• Data transmission 

• Remote sensing 

Noise control: 

• Noise source analysis 

• Free-field noise attenuation 

• Closed-room noise silencing 

• Power flow measureI1J.ent and analysis etc. 
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Ultrasonics: 

• Medical instrumentation 

• Non-destructive testing of materials 

• Defect localization and classification 

• Acoustic emission analysis 

• Machinery fault diagnosis 

• Well logging 

• Leakage detection 

• Security alarm 

• Car avoidance 

• Glasses or stick for the blind 

• Robot visicin etc. 

The above list is by no means exhaustive, there are other aspects,. e.g.speech and music ap­

plications in which acoustic signal processing also plays avery important role. In the follow­

ing, some selected items will be presented in a brief but systematic way. The emphasis will 

be mainly put on the work conducted in the author's group. The emphasized topics are : 

Adaptive Processing, Beampattern Optimization and DSP beamforming, in addition to Ar­

tificial Neural Networks. Fandamental concepts and technical approaches will be made 

clear; Application examples are given, together with a reference index. 

2. Adaptive Proce~ing 

Adaptive filtering and array processing theories and algorithms have been studied 

intensively. In recent years, it becomes popular to adopt adaptive methods in case of 

unknown or time-variant environment. 

2.1. Adaptive wideband noise cancellation 

Traditional Widrow type LMS algorithm and adaptive transversal filter can perform very 

well for line spectra as well as narrowband noise cancellation. In the author's group, an ex­

perimental modul implemented by TMS320C25 and 12-bit A/ D converter can cancel sin­

gle tone interference up to 50-60 dB. But, if the bandwidth increases, the cancellation ratio 

will normally come down. To the extreme end if the noise is wideband , especially coloured 

the cancellation ratio may drop to under lOdB, or the adaptive canceller completely fails to 

converge. Several approaches for overcoming the problem achieved limited success, for in­

stance , increasing the length of adaptive transversal filter, or changing the filter into lattice 

structure together with some algorithm improvement etc. The underlying requirments for 

the coloured wideband noise cancellation problem are: 

(1) The filtering structure should be capable of providing a sophisticated response for cor­

recting any waveform distortion of the reference input in relation to the primary input. 

(2) The algorithm employed should be insensitive to the eigenvalue distribution of the 

reference covariance matrix. 

Two approaches have been found which can better satisfy the above requirements. One is 

the multiple subband canceller combined with normalized LMS algorithm with Recursive 

Power Estimationc11
• Another is the artificial neural network (ANN) based canceller[

2
l. 

Both of them can improve the cancellation ratio up to 30dB or more. Blockdiagram and re-
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sult for the first approach are shown in Fig.I, while the ANN based approach is explained 

in section 4.1. 

')(Cl\) 

Fig.l Adaptive Wideband Noise Canceller: blockdi'agram and performance 

2.2. Mainlobe Constrained Adaptive Array 

Adaptive sensor arrays are useful in underwater environment, since the ambient noise field 

is normally nonwhite and variant. For this case an adaptive array can outperform a 

conventional phase-shift-and-summation beamformer, and particularly it can cancel 

strong plane wave interferences effectively. However, if there are several plane wave inter­

ferences and they are coherent with each other, an ordinary array may degrade considera­

bly. Another problem an adaptive array may face is that it may cancel the wanted signal if 

the mainlobe direction is not precisely pointed on the signal direction. For the first problem 

a coherent signal-subspace transformation (CSST) scheme was proposed recently by Yang 

et a/31
• It introduces frequency domain smoothing and effectively decorrelates the interfer­

ences. And then the minimum variance adaptive array can work successfully. For the sec­

ond problem our work will be presented in the following. 

We also use a preadaptive transformation. It is called notch pattern transformation (NPT), 

through which spatial prefiltering is introduced before unconstrained noise cancellation as 

shown in Fig.2. 

)( J.IIC II dB 
J.1,-.,...--------

<l/:10, <:r/:to, r;r,._1·: I 

-, . .-~-~-~~--
•1111. ►60.l•.M,O l,I .111,1 CJ.I ~.I 

Fig.2 Mainlobe Constrained Adaptive Array: blockdiagram and beam patterns 

The primary input of the following noise cancellation loop is provided by a conventional 

beamformer which forms a quiescent pattern. The reference inputs generated by the trans­

formation possess notch patterns in which the notch region coincides with the mainlobe of 

the quiecent pattern. A detailed theoretical analysis and main computer simulation results 

are given in referenci'1• From that work, depending on the flatness of the notch bottom, 

first and second derivative constraint can be implemented conveniently. It is interesting that 

in combining with the wideband beamforming discussed in section 3.2, a wideband adaptive 
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array with mainlobe constraint can be implemented by simply using FIR filtering and 

unconstrained noise cancellation algorithms. Obviously, this makes adaptive arrays more 

feasible in underwater measurement applications. 

2.3. Active Sound Control 

Applying adaptive signal processing to noise control problems, we have adaptive active 

sound control. The basic idea is to add in one or a set of secondary sound sources in a noise 

field, which generate a sound field cancelling that generated by the original (primary) noise 

source. The secondary sources have to be controled by an adaptive processor since the pri­

mary source and sound transmission channel are normally time-variant. 

The key elements for active sound control are sound field characterization and adaptive 

processor design. The adaptive processor may affect the system s_tability, convergence rate 

and noise cancelling ratio. In comparison with ordinary electronic cancelling systems, the 

adaptive processor for active sound control must solve additional problems, and hence is 

more difficult to design. The problems are, 

(1) Acoustic feedback from secondary sources to reference microphones 

(2) Acoustic time delay and its variation produced by the sound transmission from secon-

dary sources to error microphones 

(3) Positioning of error microphones 

(4) Complexity of modal distribution or directional pattern of the primary noise source 

(5) Performance degradation for wideband case 

The most distinctive factor concerns problem No.2. In the author's group, comparative 

study on four adaptive algorithms were conducted. They are filtered-x LMS algorithm, In­

termittent LMS (ILMS) algorithm, filtered-x RLS algorithm, and Intermittent RLS 

(IRLS) algorithm (sJ[6l(
7
l • The ILMS and IRLS algorithms are proposed by ourselves, which 

slow down the weight update to a time interval greater than or equal to the secondary-er­

ror time delay, while the processor utilizes the time interval for auxiliary (e.g. recursive 

covariance matrix inversion) calculations. It is observed that, 

(1) For filtered-x algorithms, the time delay introduces additional error into the gradient 

estimate and hence may destroy the system stability, particularly if the delay is large and 

the adaptive factor is inadequately high. 

(2) Convergence time of an adaptive sound control system is approximately 6. times great­

er than its electronic counterpart, where 6. is the time interval from secondary source to 

error microphone (when 6. > > 1). 

(3) Both ILMS and IRLS algorithms are more robust in comparison with the filtered-x 

algorithm and the noise reduction does not depend on 6. , while IRLS improves 

convergence time and wideband performance simultaneously. Therfore the intermittent 

algorithms exibit great potential for further research and development. 

Related results are shown in Fig.3. 
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Fig.3 Active Sound Control: wideband result for the IRLS algorithm 
3. Beampattern Optimization and DSP Beamforming 

Conventional beampattern optimization is still very important not only due to its wide 

applicability for underwater sound, ultrasonics as well as noise control (beampattern syn­

thesis of secondary sources) ,but also due to its potential for spati~l domain tranformation 

in adaptive array processing as illustrated in section 2.2. As to DSP beamforming, thanks to 

the rapid development of DSP devices, digital processing approaches should be developed 

in parallel to take the resultant advantages. 

3.1. Beampattern Optimization for Arbitrary Arrays 

Suppose that the criterion for pattern optimization is chosen as follows: for a given look di­

rection and mainlobe width, the optimal pattern minimizes the mean square of output when 

the array is exposed in a notch noise-field in which numerous independent noise sources of 

equal power are distributed uniformly over the expected sidelobe region. Additional as­

sumptions are: the geometry of the array is given, and we are dealing with narrowband 

case. 

From the above principle a mathematical model can be set up, and an optimal weighting 

vector can be solved out, which provides the optimal beam pattern expected. 

From Fig.4, the output of the element No.i with element pattern gi(01c) from the kth remote 

noise source of the notch noisefield is, 

xi1c(t) = vit)gi(01c)exp(j(21t / ,l)risin(ai+01:)) 

and the output of element N o.i from all N noise sources is, 
N 

xi(t) :;= L v1c.(t)gi(t)exp(j(21t / ,l)risin(ai+01c)) 

Using matrix notations, let 

X = [xi,X2t··········· ,xM]T 
.· c.:= [g·.co)exp((j21t / ,l)r1sina1),··•,gM(O)cxp((j21t / ,l)rMsinaMt 

where Mis the number of sensors, C is the signal vector in look direction (0 = O). Accordin•g 

to optimal array processing principles, we can immediately solve out the optimal weighting 

vector in constraint of WT C = 1 as follows .. 
-1 • T -1 • 

Wop=Rxxc IC RXXC 

and then the optimal pattern will be 

G(0)= w:P C(0) 
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Fig.4 Optimization of Arbitrary Array: coordinate system and the notch noise field· 

It has been tested intensively by computer simulation that this method can achieve beam 
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Fig.5. This method is also very useful for solving many practical problems in array design 

and applications, such as element failure in linear array resulting in a sparse array, 

inaccuracy of element position bringing up sidelobes, non-identical element pattern block­

ing array pattern optimization etc . 
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Fig.5 A 3-arm volumetric array and its optimized beampattern 

3.2. DSP Micro-based Beamforming 

Conventional beamforining in any case can be carrie:;d out by phase shift, amplitude weight­

ing, time delay and summation, or a part of these processes. There is no problem on 

amplitude weighting and summation for any DSP microprocessors. The problem is how 

phase shift and time delay functions can be conveniently implemented. 

It was found that for a narrow band centered at a given frequency, a constant phase-shift 

FIR filter can be designed successfullycnJ. This was done by use of the adaptive modelling 

techniquec121
• For example, a 4-tap.FIR digital filter can provide arbitrary phase shift with­

in 0.04 bandwidth centered at frequency 0.2 with maximum error less than 1 ° . The opera­

tion counts for it equals that for a complex multiplication. 

For generating arbitrary time delay, we also proposed an easy-to-use FIR filtering 

scheme. It is a modification to Youn's methoi
131 

• 
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From Youn, it is proposed that a time delay digital filter should have an unit impulse re­

sponse 

hd = Sinc(ro(t-D)) iti<OO 
In practice, if we have a FIR filter Whose unit impulse response is a truncated version of the 

Sine function, then it may approximate a time-delay filter with delay D. Unfortunately, the 

truncation may introduce a bias term into the time delay. To reduce the bias, the lengt~ of 

the FIR filter as well as related calculation load turns hign. 

We modified the method by tolerating some amplitude distortion of the signal spectrum. In 

other words, instead of a flat amplitude response we permit the time delay filter to have a 

lowpass, highpass or bandpass response. In fact, this is more practical, particularly for the 

case of beamforming. In doing so, the time delay becomes almost unbiased and the length 

can be substantially shortened. The unit impulse response becomes. 

h~(t)=h.(t) * Sinc(ro(t-D)) 

where h.{t) is a window function which provides acceptable amplitude response together 
, 

with a null phase response. It can be short and completely time-limited, thus h d (t) is also a 

short and time- limiteddata sequence. 

Typical results show that for one octave bandwidth, 4 taps are enough for generating time 

delay accurately with an error less than 1 % . With 5 taps, it can generate a time delay to an 

accuracy up to 10-3sampling interval141 
• 

Combining the above techniques together, various beamforming applications have been 

tested successfully, as illustrated in Fig.6. A TMS320C25 DSP Micro based beamformin•g 

modul takes this approach and works very effectivelyc151
• 
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Fig.6 DSP Beamformer: blockdiagram and beampatterns for a 16-element volumetric array 

4. Artiiicial Neural Network 

Artificial Neural Network or Neural Computing appeared in late fifties and attracted much 

research interest until mid-1960s. After about 20 years of silence , it reappeared in 

mid-1980s and attracted much more interest not only in researach but also in development 

and applications.Since then, ANN reasearch has been springing up worldwide. 
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Distinctive features of ANN different from traditional signal and information processing 

approaches are: learning by examples, distributed and associative memory, abstraction and 

generalization ability, fault tolerance etc. Obviously, ANN is very suitable for acoustic sig­

nal processing and classification in various applications. 

4.1. Wideband noise cancellation 

Tan et al used a 2 layer back-propagation Network for wideband noise concellation (
161

• It 

was shown that the canceller can outperfom its adaptive counterpart by 10-20 dB noise 

suppression. The reason for improvement lies in better modelling ability gained by hidden 

layer connections and nonlinear properties of the neuron function. The input signal plus 

noise and corresponding output are shown in Fig.7. 

d(t) 

2. N 

Fig.7 ANN Based Noise Canceller: blockdiagram and output signal 

4.2. DOA Estimation by ANN 

Ma et al proposed a ANN architecture, a Davies type pyramid net, for direction-of-arrival 
. . f I . 1 1 d Ct7J estunat1on o mu up e corre ate sources . 

The network: is especially ideal for separating 2 coherent and narrowband plane-wave 

sources. It provides very high resolution and an accuracy approaching C.R.bound of the re­

lated deterministic model. As an example,for a 4-element linear sensor array, when the 

input SNR = 0,14,20,'30dB, the ANN ~an resolve 2 coherent sources within 1 I 3, 1 / 5, 
1 I 10, 1 I 20 conventional beamwidth respectively. This is remarkable in comparision with 

other existing high resolution methods. 

4.3. Signal Classification by ANN 

Gorman, Sejnowski applied back-propagation network for sonar target classification (tsJ • It 

showed that the ANN performs comparably to the performance by the trained human op­

erators and superior to a feature based nearest neighbor classifier. For non-destructive 

evaluation of materials, Chenc
191 

reported their experimental results in using neural ~et­

works. 
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In the author's group, a demonstrative software was set up and tested. The blockdiagram is 

shown in Fig.Sa. A multiple-layer perceptron using back propagation training algorithm 

and sigmoid activation function is employed for feature extraction and mapping. Several 

Adalines are used for classification. The preprocessing could be a spectrum analyzer, if the 

input samples are assumed to be the power spectra. 8000 sample vectors represent 3 classes 

of signals in which half by half are used for training and testing respectively. Although the 

spectrum parameter varies in a wide range and additional noises are put in, the correct clas­

sification rate still keeps high[20J. It is interesting to note that the difference between class 

No.2 and No.3 is small and ·good result is still achieved, as shown in Fig.Sb. 
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Fig.8 ANN Based Classifier: blockdiagrarn and recognized 3 different spectra 

5. Concluding Remarks 

Acoustic signal processing benefits from advances in both acoustic and signal processing 

disciplines. It is developing rapidly and exhibits bright future. 

For oceanographic remote ·sensing and human living environment study, oceanic and in­

land oil exploration, material evaluation and testing, noise control and medical inspection 

etc., in a wide range of applications we find acoustic signal processing playing a more and 

more important role. 

The advances achieved are significant while the remaining tasks are heavy but stimulating. 
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ACOUSTICAL CHARACTERIZATION OF A BAROQUE-STYLE ITALIAN 
THEATER BY VECTOR INTENSITY TECHNIQUE 
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ABSTRACT 

Results concerning acoustical measurements carried out in 
the Municipal Theater of Ferrara, built in 1790, are here 
presented. 
Acoustical tests had to enlighten possible modifications 
of the acoustical coupling between the stage and the hall 
as a result of the original wooden stage replacement. 
A detailed description of the acoustical field over the 
proscenium plane in terms of sound intensity measurements 
carried out before and after the restoration is presented. 
The acoustical response of the stage has been tested in 
terms of a sound power parameter k. Moreover a description 
of the acoustical field in the restored theater is 
obtained in terms of vector intensity maps over the 
proscenium plane. 
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1.0 INTRODUCTION 

Recent restoration works of the Municipal Theater of 
Ferrara replaced the original wooden stage with a new one. 
The restoration project had to change the acoustic 
characteristics of the stage as little as possible; in 
this respect the wooden floor has been rebuilt following 
almost exactly the same structural layout as the original 
one, while the building structures were not touched. 
An evaluation of the acoustic response of the stage before 
and after the restoration works was obtained by means of 
the following objective tests based on sound intensity 
measurements [E.Carletti]: 
a)evaluation of the acoustic emission characteristics of 

the stage in terms of a sound power parameter k; 
b)description of the acoustic energy flux through the 

coupling area between stage and hall in terms of sound 
intensity maps. 

2.0 MEASURING EQUIPMENT 

The hardware outline consisted of a 3360 B&K intensity 
analyzer equipped with a 1/2" microphone intensity probe. 
The combined use of 12 and 50 mm spacers guaranteed an 
accuracy of ±1 dB in 100-l0k Hz frequency range. 
Measurements and subsequent experimental data elaborations 
were carried out by dedicated software packages. 

3.0 SOUND POWER CHARACTERIZATION 

A reference sound power source was placed at the center of 
the stage. The power emission in this environment was 
calculated from intensity measurements carried out over a 
10 m ray hemisphere centered on the source. The basis of 
the hemisphere covered about 90% of the full stage 
surface. In this way the global power contribution of the 
stage in 100 - 10000 Hz was obtained as difference k 
between the measured sound power spectrum and the 
correspondent reference one. 
The same test was repeated when the restoration works were 
finished. 

3.1 Results 

The k values obtained before and after the restoration 
works are shown in table 1. 
Until 3150 Hz the difference between the correspondent k 
values before and after the restoration is within 0.5 dB. 
This shows that the stage replacement hasn't modified the 
acoustical response, the experimental error range being± 
1 dB. 
For higher frequencies, the restored stage has a different 
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acoustical response. The sound spectrum is emphasized in 
4-8 kHz frequency range while is roughly attenuated in the 
10 kHz neighborhood. 
This different response is attributable to different ab­
sorption properties of the new wood (different wood sea­
soning) respect to the original one. 

TABLE 1 

Freq.(Hz) 100 125 160 200 250 315 400 500 630 

k(before) 3.1 3.2 3.2 3.4 3.9 4.2 4.3 3.0 4.7 
k(after) 3.1 3.2 3.1 3.1 3.9 4.7 4.4 4.0 4.4 

Freq.(kHz)0.8 1.0 1.25 1.6 2.0 2.5 3.15 4.0 5.0 

lk(before) 4.1 3.5 2.7 1.0 1.9 2.8 3.7 3.3 1.4 
k(after) 4.0 3.4 2.5 1.1 1.8 1.2 3.3 2.1 0.3 

Freq.(kHz)6.3 8.0 10 

k(before) 1.7 1.0 0.3 
k(after) 1.0 0.6 2.2 

4.0 SOUND INTENSITY MAPS 

In a theater the stage and the hall have different 
functions. Precisely stage "produces" sound while hall 
"receives" it. The description of the sound energy flux 
just through the vertical plane between these two 
environments gives an efficient characterization of their 
acoustic coupling [Y.Ando,L.Cremer]. 
In this respect the sound power reference source was 
placed in the middle of the stage and the normal component 
of the sound intensity vector was measured in an array of 
6X10 points over the proscenium plane. 
Dedicated software packages allowed to obtain iso-contour 
and three~dimensional intensity maps in 100-10000 Hz 
frequency range. The same tests were repeated after the 
restoration works. 

4.1 Results 

Fig.1 shows a three-dimensional view of 200 Hz sound 
intensity maps obtained before and after the restoration. 
In fig. 2 the correspondent 6300 Hz iso-contour maps, 
overlapped to the proscenium plane as seen from the hall, 
are displayed. Continuous lines represent sound energy 
flow coming from the stage toward the hall. 
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Until 800 Hz intensity maps before the restoration are 
smoother than the correspondent ones after the resto­
rationo This behavior may be attributed to the different 
acoustic coupling between hall and stage due to the wooden 
floor replacement of the hall. 
At higher frequencies the trend of correspondent maps is 
similaro This shows that in this frequency range the 
restoration didn't change the acoustic couplingo 

2 2 

Figol Three-dimensional view of 200 Hz sound intensity map 
obtained on the proscenium plane a) before and b) 
after the restoration works. 

a) 

Fig.2 6300 Hz iso-contour maps a)before and b)after the 
restoration. 
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4.2 Sound intensity vector measurements 

An additional description of the acoustic field in the 
restored theater was obtained in terms of vector intensity 
maps over the proscenium plane. This objective was reached 
by means of a six microphone intensity probe. In each 
point of the 6X10 grid the three intensity vector 
projections were measured serially by multiplexing the 
microphone signals in pairs. 
Fig.3 a)and b) shows graphical views of vector ~ourid 
intensity flux from the stage to the hall at 1600 Hz and 
500 Hz (relevant frequencies for musicians). 

a) 

b> 

Fig.3 Graphical view of vector intensity flux from the 
stage at a) 1600 and b) 500 Hz frequencies. 

5.0 CONCLUSION 

Tests for evaluating the acoustical emission of the stage 
showed a different response of the restored stage as to 
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the original one only at high frequencies. This different 
behavior has been chiefly attributed to a different 
absorption coefficient of the replaced wood. 
The description based on sound intensity maps over the 
proscenium plane gave a qualitative picture of the energy 
flux between hall and stage. The results showed that 
restoration works produced differences in the acoustic 
coupling between the two volumes only for frequencies 
below 800 Hz, while a similar coupling was preserved at 
higher frequencies. 
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SOUND REFLECTED FROM THE YINYIN PAGODA 

CHEN TONG 
INSTITUTE OF ACOUSTICS, CHINESE ACADEMY OF SCIENCES 
CHINA 

ABSTRACT 

The mystery of the echo sound reflected from the Ylnyin 
Pagoda at the Pujiu Temple is well-known in China. The 
echoes are heard like the sound of frog. This is due to the 
sound reflected from the wall and eaves of the Pagoda, 
especially the structure of eaves. The spectrum of echo 
sound has been analyzed in comparison with that of frog 
sound. The sound spectra of echoes reflected from the 3rd 
to 13th story are similar. The time intervals between 
adjoining echoes are around 10 ms. as the interval between 
sound pulses in frog sound. The reflection of sound from 
the wall and eaves has been studied by model experiment. 
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The Yinyin Pagoda is at the famous Pujiu Temple in Shanxi 
Province of China. The PuJiu Temple is constructed on a 
hill • It is a brick construction with square foundation. 
The Yinyin Pagoda has 13 stories and is 36.76 m high. The 
mystery of echo sound from the Pagoda is well known in 
China. The sketch of the Pagoda is shown in Fig. 1. 
Striking against the earth with a suitable stone at point 
A, the echo sound heard at a place beneath the Pagoda 
(point B> is like the sound of a frog. 

T 
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Fig 1. Sktech of the Pagoda 

Reflection of Sound 

Acoustical measurements have been carried out in place. 
After striking against the earth with stone at point S in 
Fig. 1, the sound pulses received at point Bis shown in 
Fig. 2. The first pulse is the sound transmitted directly 
from the source at points. Then, eleven echo sound pulses 
reflected fro■ the Pagoda arrive at receiving point B. The 
first pulse arrives at 225 ms after the time of striking at 
point S. The last pulse arrives at 316 ms after striking. 

Fro■ the arriving tl•e of echo sound, the reflection of 
sound from the Pagoda can be determined. For the reflection 
of sound from the thirteenth story of the Pagoda9 the sound 
path from the source (point S> to the receiving point B is 
estimated at 105 m fro■ the sketch shown in Fig. 1. The 
temperature during measurement was about 10° C. The 
velocity of sound is taken as 336 mis in the calculation of 
arriving time. The arriving time of the sound pulse 
reflected fro■ the thirteenth story of the Pagoda is 
calculated as 313 as. Hence, the last echo pulse arriving 
at the receiving point can be considered as the reflection 
of sound pulse from the thirteenth story of the Pagoda. 

The sound path for the reflection from the third story is 
about 76 m and the calculated arriving tt ■e ta 226 as. The 
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first echo pulse arriving at the receiving point is due to 
the reflection from the third story at the Pagoda. 

Similarly, the reflection from which story of the Pagoda 
for each echo arriving at the receiving point can be 

direct4 reflected sound 

L __ _ 
0 500 ms 

Fig 2. Sound pulses received at point B 

determined. The results are listed as follows. 

Echo Reflection Arriving Time 
sequence from story time (ms) interval (ms> 

1 3 225 
2 4 235 10 
3 5 246 11 
4 6 256 10 
5 7 266 10 
6 8 275 9 
7 9 284 9 
8 10 293 9 
9 11 301 8 
10 12 309 8 
11 13 316 7 

The echoes arriving at the receiving point are reflected 
from the third to thirteenth story of the Pagoda. The 
Echoes are reflected from the wall and eaves of the Pagoda. 
The time intervals between adjoining echoes are mostly 9 
10 ms. The reflection from the first and secend stories 
cannot arrive at the receiving point. 

Sound Spectrum 

Frequency spectrum of sound received at point B was 
analyzed by using sonograph. shown in Fig. 3. The first 
line is the spectrum of direct sound arriving from the 
source. The frequency range is mainly below 4 KHz. The 
spectra of eleven pulses reflected from wall and eaves of 
the Pagoda are labeled with sequence numbers. The energy of 
echo sound is concentrated in the frequency range of 400 Hz 
to 1700 Hz for all of the echo pulses. The reflection of 
sound from the eaves is effective as the width of eaves is 
larger than the wavelength of the incident sound. The width 
of eaves is about one meter. It ls impossible to have an 
effective reflection at frequencies below 400 Hz. At high 
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frequencies, the sound is attenuated in air. Furthermore. 
the high frequency sound is scattered by the edges of 
bricks on eaves. 

41-. --------------------, 
direct reflected sound 
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Fig 3. Sonogram of sound received at ponit B 

Effect of Frog Sound 

The echo sound received at some places beneath the Yinyin 
Pagoda is a series of sound with time interval about 10 ms. 
Under certain conditions this sound can be heard like the 
sound of frog. Fig. 4 shows the sonogram of frog sound 
recorded in nature. The frog sound consists of groups of 
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Fig 4. Sonogram of sound of frog in nature 

sound pulses with time interval about 10 ms. The frequency 
spectrum of each sound pulse is mainly in the range of 500 
Hz to 2 KHz. The time and frequency characteristics of echo 
sound received beneath the Yinyin Pagoda are quite similar 
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to those of the frog sound. This is the reason why the echo 
sound from the Yinyin Pagoda can be heard like the sound of 
frog. The main reasons are: 

1. The frequency spectra of sound pulses reflected from 
different stories of the Yinyin Pagoda are similar in the 
frequency range from 400 Hi to 1700 Hz . 

.,., 

2. Frequency range of echo sound from the Yinyin Pagoda is 
similar to that of the sound pulse in frog sound. 

3. The time interval between the adjoining 
pulses from the Yinyin Pagoda is around 10 ms, 
that in the frog sound. 

echo sound 
similar to 

The positions of sound source and receiving point are 
important. For a suitable position of sound source, the 
conditions of sound reflections from the wall and eaves of 
the Pagoda must be almost the.same for reflections from all 
the stories of the Pagoda to recieving point. This 
condition can be obtained only at receiving points beneath 
the Pagoda. Of course, the construction of eaves of the 
Yinyin Pagoda plays an important role in this phenomenon. 

Model Experiment 

The sound reflection from eaves and wall of the Yinyin 
Pagoda has been studied by model experiment. Half size 
model of eaves was made. The model of eaves was put on the 
ground of a semi-anechoic room. The ground of semi-anechoic 

r-----.11,.,.,...___,""'-~ 
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Fig 5. Sound pulses of model experiment 

room simulates the wall of pagoda. The impulse sound source 
is an electric spark. The position of sound source is in 
the direction of real sound source with respect to the wall 
of the Pagoda. The measarements were carried out at 
different points around the eaves. Fig 5 shows a typical 
waveform received at a point within the angle between the 
inner surface of model and the ground of semi-anechoic 
room. The first pulse in the figure is the direct sound 
from the source to the receiving point. The second pulse is 
the sound reflected from the ground of semi-anechoic room. 
This sound does not present in the real case and is omitted 
in the analysis of measurement. The third pulse is the 
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sound reflected by the ground of semi-anechoic room and 
model of eaves. This is the needed sound to simulate the 
reflection of sound from the Yinyin Pagoda. The frequency 
response of the reflection is given by the ratio of sound 
spectrum of reflected sound to the spectrum of direct sound 
received at measuring point. An example is shown in Fig 6. 
More understanding of the reflection of sound from the 
Pagoda can be given from the model experiment. 

dB 

18 .------------------------~ 

-10 r 

-20 r 

8.2 8.1 8.6 0.8 1.2 1.i 1.6 1.8 2 

Frequency(kHz) 
Fig 6. Sound spectrum of reflection 
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A STUDY ON THE ACOUSTICAL PROBLEM OF STEREO CINEMA. 

Chen Yanxun 

Department of Architecture, Chongqing Institute of 
Architecture and Engineering, Chongqing, PO Box 630045, China 

ABSTRACT 

This paper presents methods and principles of acoustical 
design of stereo sound cinema from the viewpoint of 
psychological acoustics, electroacoustics and architectural 
acoustics. In this paper, acoustical design and measurement 
data are described in relation to the six channel Dolby stereo 
cinema. 
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1.0 INTRODUCTION 

Since the 1920s, sound films have pushed the science of 
electroacoustical reproduction systems forward. During the 
last two decades, Hi-Fi electro-acoustical equipment has given 
conditions of wide frequency and high articulation, and has 
established a foundation for a true acoustical environment of 
a room. Dolby stereophonic equipment produces a standard 
condition in the acoustical quality in the studio or in the 
Dolby stereo cinema. Thus, audiences can listen to th~ same 
sound in any Dolby stereo cinema and in the studio. 
Acoustical principles and design requirements are presented 
below. 

2.0 THE ACOUSTICAL PRINCIPLES OF THE STEREO CINEMA 

2.1 The Directional Perceptions of Human Ears 

The difference in intensity and the difference in time of 
arrival (phase) of the sound falling on two ears are involved 
in the perception of direction. Above 1 kHz the intensity 
effect dominates, because the ear nearer the source receives a 
greater intensity than the far ear and the 'sound shadow' 
(diffraction) caused by the head reduces the sound pressure on 
the far side. Below lkHz the phase effect dominates. There 
are different diffractions for different frequencies, hence 
both ears in the sound field have differences in tone colour; 
the ear farther from the source hears less high frequency 
sound than the nearer ear. 

There are about 4 degrees for differentiating the direction of 
the source in both ears. There is a maximum deviation of 6-7 
metres around the sound source for differentiating the 
direction when the source is 100 metres away. 

Boerger demonstrated in his investigations with Gauss-tones 
that the ear can simultaneously determine only two directions 
and then only when one signal lies in the frequency range 
below 1 kHz, and the other signal lies in the frequency range 
above 1.5 kHz. 

It is assumed that the external part of the ear (i.e the pinna 
or auricle) acts to enhance the high-frequency sounds arriving 
from the f rant and to weaken those from the rear. The 
listener can therefore determine whether the sound comes from 
in.front or behind. Blaurt measured with probe microphones at 
the entrances of the outer ears the level differences between 
sound waves incident from the front (¢ - 0°) and from the rear 
(¢ = 180°) Fig 1 shows the results. At low frequencies the 
head is small as compared with the wavelength and no 
differences can occur; but by 250 Hz the frontal sound 
predominates, whereas around 1 kHz the rear sound 
predominates. This alternation continues up to the highest 
frequencies. 
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Fig 1. Sound pressure level difference at the eardrum between 
sound waves incident from the front(¢= 0°) and from the rear 
(¢ = 180°), plotted against frequency. 

If the person is seated in front of a single loudspeaker in an 
anechoic room and a one-third octave band noise is presented 
with a mid-frequeny that slowly progresses from low to high 
frequencies, he perceives the sound as arriving frontally 
until about 600 Hz. Then this impression gradually reverses, 
until at 1000 Hz the sound appears to arrive from behind, even 
though the test person is quite aware that the sound comes 
from the loudspeaker in front of him. At 2 kHz the 
impressions is again frontal; then the direction of incidence 
moves again, this time in a large arc over the head, toward 
the rear. The same directional impression occurs when the 
real sound is incident f ram above, f ram behind, or with the 
same phase from both sides. 

There is no doubt, however, that localisation is easier for 
the listener if he is familiar with the signal. Plenge and 
Brunschen proved this by comparing the judgments of perceived 
directions (only five directions were used), as shown in Fig 
2. There are very great differences in the percentage for the 
directional- impression of a known speaker and an unknown 
speaker. 

If there are several loudspeakers distributed about a space, 
all operating in phase, then as we walk about from one 
loudspeaker to another we al ways perceive the nearest source 
to be the only source operating. The perceived location of 
the source is the incidence direction of the wave whose front 
arrives first. We called this phenomenon the 'law of the 
first wavefront'. 
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G 
Fig 2. Relative frequencies of directional impression 
(restricted to five directions) for a known speaker (--) and 
for an unknown speaker(----). 

It can be seen that the directional impression of both ears is 
a very complicated problem of psychological acoustics, and a 
simple conclusion can not be given yet. 

2.2 Sound Processes of Electro-acoustical Coupling Rooms 

It is different when we listen to the sound from inside a 
cinema and from inside a theatre. Inside a cinema the 
audience listen to a reproduced sound which is picked up by 
the microphone in the studio having a reverberation time T1 • 

The coupling between studio and cinema is a uni-directional 
electro-acoustical coupling. The reverberation process of 
reproduced sound is influenced by both studio and cinema and 
the energy density of sound does not decay according to the 
simple exponential law. 

Equation (1) is an equilibrium equation for the sound energy 
in room 2 as shown in Fig 3: 

( 1) 

The radiation power of sound from the loudspeaker is 

(2) 

where 
0

Va is the volume of room 2 (m3 ), B1 and B2 are the decay 
rates t room 1 and room 2 respectively, and 

fJ _ cA cjjS 

4V 4V 

Eu is the energy densit~ of sound in room 2 without el~ctro­
acoustical coupling ( J .m- ) , £ 2 is the energy density of 
sound in room 2 with ectro-acoustical coupling (J.m-3

), C is 
the velocity of sound ( m/ s) , s is the total surface area of 
the room (m2 ), a is the average Sabine sound absorption 
coefficient, A is total Sabine sound absorption area (m2

) 

and A - a• s . 
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The solution of equation (1) is 

(4) 

We can conclude from equation (4) that: 

(a) The change of sound energy in the coupling room is 
restrained by the decay rate B1 , B2 

(b) the decay curve in room 2 is not a simple exponential 
curve 

(c) the total decay is slower than that in either of the 
coupled rooms 

(d) if the decay rate B1 of the sound source room is very 
big, the decay process of the electro-acoustical system 
will be restrained by the decay rate B2 'in the cinema, and 
vice versa. When B1 ➔ oo, eqn (4) becomes 

(5) 

Under the condition of electro-acoustical coupling, the total 
reverberation time of the cinema T, , can be approximately 
calculated by the following equation (6) 

(6) 

Where Ti is the reverberation time of the studio (s); T1 is 
the reverberation time of the cinema ( s). If r

1 
=- r 2 - T , 

T, - 1.26T ( s) • 

studio ,, ~ 11) cinema 

Fig 3. Electro-acoustical-coupling of studio and cinema. 

2.3 The Location of the Sound Image for stereo 

The stereo system must produce the same effect as if the sound 
source were transferred into the auditorium of the cinema from 
the studio or sound source room. This lets the audience 
perceive the space impression of the sound source. In recent 
years the six channel Dolby stereo sound 

0
reproduction system 

has been established in some cinemas and · in the wide screen 
cinema. 

The locations of the sound image shows off the essential 
characteristics of stereo sound. These locations include; 

(1) lateral locations, 
(2) the width and mass impression for the sound image, 
(3) the deepness location of the sound image, 
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The lateral location is called the width location or the 
angular location, because it is the most important factor 
showing the location impression. Today the stereo is called 
the width stereo. The lateral location shows the plane width 
region of stereo: the wider the region we perceived, the more 
the apparent stereo we got. 

The ratio of the direct sound energy to the reverberation 
sound energy within the location of width is very important. 
There are accurate locations, if the direct sound energy is 
,;;i-reater than the reverberation sound energy. There is also 
the drift of point image or the shaking of sound image if the 
reverberation sound energy is greater than the direct sound 
energy. If the ratio of reverberation sound energy to direct 
sound energy increases, the direction impression of the sound 
source will be blurred or will disappear. 

The lateral location will also be influenced by the frequency 
characteristic. of the sound source. The locations of the mid 
and high frequencies are easier than those of the low 
frequency sound; the sounds in the 1 - 3 kHz range are the 
more important for the location of the sound source. 

The deepness location is determined by the time delay of the 
sound and the loudness, but a sound having a higher ratio of 
direct sound is also perceived to give the impression of far 
distance. For a given low sound level, the idea of deepness 
impression will appear unless some certain reverberation sound 
energy is produced at the same time. 

The width of the sound image can distinguish the stereo 
impression of the source, such as a point source, line source, 
plane source or volume source. The mass impression response 
gives the quantity impression of some classification sources, 
and a stereo space impression of the width and the deepness. 

3.0 THE ACOUSTICAL DESIGN PRINCIPLES OF THE MULTICHANNEL 
STEREO CINEMA 

3.1 The Type of Plan and Elevation 

The type of plan is limited by the technical characteristic of 
the loudspeaker and must adapt the plan type to the dire 
activity of the loudspeaker. The bi-radial horn loudspeaker 
JBL has the horizontal radiant angle of goo to a frequency of 
12000 Hz. The horn loudspeaker in E-VHP and HR systems also 
has horizontal and perpendicular emitting angles of 
120° X 40°, goo X 40°, 60° X 40°, 40° X 20° etc respectively. 

The design of the and elevation should provide the widest 
complete sound coverage for the stereo cinema. The complete 
sound coverage is the essential condition for forming a stereo 
sound area. Fig 4 and Fig 5 show the sound coverage of a 
cinema with loudspeakers having emitting angles of 60° and 
go 0

• In order that ray bundles of the loudspeakers are 
not reflected by walls, it is reasonable that the 
plan of a stereo cinema is a bell figure for the front 1/3 of 
the auditorium and a sector figure for the rear 2/3 of the 
auditorium. 
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Fig 4. sound coverage of stereo cinema with loudspeakers 
having radiation angle of 60°. 
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Fig 5. Sound coverage of stereo cinema with loudspeakers 
having radiation angle of 90'. 

The elevation of a stereo cinema with loudspeakers having a 
perpendicular radiation angle of 40° should include the front 
and rear seats in the complete sound coverage. An example is 
shown in Fig 6. However, under normal conditions the balcony 
seats of the stereo cinema are difficult to cover. 

Fig 6. The elevation of the Chongqing Shan Cheng six channel 
Dolby stereo cinema in China. 
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3.2 The Reverberant Field in the stereo Cinema 

There is a reverberation time of o. 6 s in the majority of 
studios in a film processing factory. The reverberation time 
in the stereo cinema should be the same as in the studio. If 
the ratio of reverberation sound energy to direct sound energy 
increases, the direction sense of the sound will be blurred or 
will disappear. 

Dolby system U.S.A. recommends use of T6<1 = o.s - 0.7 s for 
Stereo cinema; the recommended reverberation time in China for 
stereo cinema is 0.5 - 0.8 s. The author's idea is that the 
reverberation time should be shorter than 0.7 s for six 
channel stereo cinema in the sound frequency range 1 - 4 kHz. 
Otherwise the stereo sense will be blurred or will disappear. 
It is better that the reverberation time is shorter than 0.6 s 
in the range 1 - 4 kHz. In the 125 - 250 Hz low frequency 
range the reverberation time is a bit too long, and the stereo 
location will not be influenced. 

The sound field should distribute well on the audience seats 
if the difference between max and min sound pressure levels is 
not higher than 6 dB (centre frequency 1 kHz oct, pink noise). 
The background noise level in the auditorium should be not 
higher than 35 dB (A), because the higher background noise 
level will break the stereo location. 

4.0 THE CHONGQING SHAN-CHENG SIX CHANNEL DOLBY STEREO CINEMA 
IN CHINA 

In 1988, the Chinese Chongqing Shan-cheng Wide Screen Cinema 
was reconstructed into a six channel Dolby stereo cinema. The 
plan of the cinema is a bell figure having a balcony. The 
total volume is 9270 m3 (including stage volume), the volume of 
the auditorium is 7879 m3 , the total surface area of the room 
is 3078 m2 • The stalls have 872 seats, the balcony has 404 
seats, and the seats are soft. 

The reverberation time data are shown in TABLE 1 .. 

TABLE 1 o the reverberation time data (s) 

frequency 1 500 1k :4k note 
T.,. (empty) 
T •o (filled) 

0 75 0,,67 0 .. 61 0.,61 0 .. 61 0 .. 62 measurement 
0.89 0,, Oe65 o .. 65 0.58 0.,58 calculation 

The difference between the max and min sound pressure levels 
in the auditorium is 6 dB (83.77). The average sound level of 
the balcony seats is 79 dB (Lin) or 77 dB (A) and the average 
sound level in the stalls is 84 dB(Lin) or 82 dB(A). The 
average sound level in the balcony is 5 dB lower than the 
average sound level in the stalls, because the perpendicular 
radiation angle of the loudspeakers is too narrow. 

When all air conditioning equipment in the room is 
the background noise level in the auditorium is 
When only the film projector is operating, the 
noise level is 39 dB(A), 
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Since the cinema has been in operation, the response of the 
audiences are that the stereophonic sense is outstan~ing, the 
speech sound is articulate and the music sound is sweet 
sounding. There is a balanced sense of tone, even though the 
reverberation time in the low frequency range is slightly 
long. · 

5.0 CONCLUSIONS 

5.1 The sound problems of stereo cinema are the synthesis of 
architectural acoustics, electro-acoustics and psychological 
acoustics. Though the direction sense and location of sound 
image have been researched a large amount, the differences in 
results have been outstanding. In recent years the science of 
electro-acoustics has been advanced a great deal, but the 
unsymmetrical axial horn must be researched still further to 
satisfy further equilibrium sound field requirements. 

5.2 The total reverberation time of cinemas 
condition of electro-acoustic coupling is 
approximately by the following equation 

under the 
calculated 

where T1 and Ti are the reverberation times of the studio 
and cinema respectively. 

5.3 The reverberation time should lie irt the range 0.5 - 0.7 
sec. Greater reverberation times will blur the location of 
sound images. 

5.4 The present character of a loudspeaker can not contribute 
to the complete sound coverage for the stalls seats and 
balcony seats at the same time. 

5.5 The absorption material should be distributed on the side 
wall, rear wall, front wall and rear c-eiling for the stereo 
cinema. 
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ABSTRACT 

While methods of testing the acoustic design of an auditorium are quite sophisticated and 
successful, there is very little information available to help the designer at the conceptual 
design stage. As acoustic conditions in an auditorium are largely determined by geometrical 
parameters it should be possible to give guidance in these terms rather than in acoustical 
terms. 

This paper reviews the usefulness and validity of the guidelines available to designers and 
looks at whether there are limits on the building form which must not be exceeded. As a 
result another approach to acoustical design is proposed which is based on a statistical 
analysis of the form of existing auditoria. It is possible that this type of approach could be 
used by designers to deal with other aspects of design as well. 

1.0 INTRODUCTION 

Over the past few decades the emphasis in research into acoustic design of auditoria has 
been on how audiences perceive the acoustics and on improving methods of assessing the 
acoustics once the basic design has been undertaken. 

Before the 20th century, most acoustical design appears to have been based on precedent 
and guess work. In the first half of the 20th century reverberation time was the main 
acoustic criteria used for designing and assessing an auditorium. However, reverberation 
time could not explain the differences in the perception of the acoustics of auditoria. In the 
latter half of the 20th century, more complex criteria such as early decay time, spatial 
impression, lateral energy fraction and interaural coherence, have been used to explain 
perceived differences in auditoria. These new criteria may help to explain particular 
acoustical conditions but they are of little value in the early design stage because very 
detailed design data are required for their calculation. Also, there is still considerable 
uncertainty about the value of some of these criteria. 

Many halls have actually been designed with minimal knowledge of acoustical theory. 
However, in most cases, the designers of these halls used information from other halls on 
which to base their designs. The acoustics of these halls is very variable but, in some 
cases, they are considered as mcxlels for current design of auditoria. The accumulated 
knowledge of the design of halls could be the best guidelines for better acoustic design: 
better than existing acoustical design techniques, at least at the conceptual design stage. 

Beranek surveyed more than fifty halls and suggested quantified acoustic criteria for 
auditoria on the basis of the study. He developed a scale of acoustic quality for halls as well 
as assessing existing halls. Beranek's study, despite its limitations, is still used by many 
acousticians and consultants as a basis for auditorium design. During the 30 years since 
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Beranek's work almost no attempt has. been made to develop new rules of thumb based on 
existing auditoria, and to re-evaluate data and design guides that are currently used, even 
though many new auditoria have been built using new styles and concepts. 

What the designer needs in the initial stage of the design is basic information about the 
architectural form such as room volume, layout of audience seating and configurational 
shape of the auditorium. Later in the design process, the other methods including ray­
tracing and model testing can only be used to refine and check the formulated designs. The 
present work is concerned with the early stages of the design process. The work presented 
here is essentially a re-evaluation of the rules of thumb that exist for the acoustic design of 
auditoria. These tules of thumb include the volume per seat, floor area per seat, the shape 
of the auditorium, the rake angle of the seating, and the maximum size of the auditorium 
and whether, in fact, there can be rules of thumb or combinations of these rules. Also, if 
these rules exist, which are the most important ? In order to answer questions such as this 
information must be obtained about existing halls and presented statistically. Most of the 
information presented refers to all halls, or subsets of them, eg. concert halls or drama 
halls. Only a very superficial attempt has been made to correlate the information about halls 
with how good the auditoria are acoustically. 

2.0 AUDITORIUMPARAMETERSANDHALLCATEGORIES 

The population for this statistical study could be all the existing and past auditoria which 
have been built but it is not possible to collect data of all halls and it is very difficult to obtain 
a random sample which is not biased as the information about the population is very limited 
eg. the number of halls in each country, the kind of architectural styles, the current major 
· uses of the auditoria and changes to the halls are unknown in most cases. The statistical data 
of halls used in this study is from existing published information on auditoria in which data 
and scaled drawings are available. The sample, therefore, is unlikely to be random. The 325 
halls used in the present study include halls in each of five use and type categories (see Table 
2). The halls are in thirty five different countries and were built after 1750. 

2.1 Investigated Auditorium Parameters 

The shape of a room is hard to define numerically but, it can be approximately described by 
several variables such as the volume and the ratios between each of the three major 
dimensions of the room. For this study fourteen quantities were used to define the shape and 
acoustics of auditoria (without using acoustic measures directly). No acoustic parameters are 
included because, as indicated earlier, the purpose of this work is to try to provide size, 
shape and form information for designers which will be of use in the initial stage of the 
design when acoustical measures are not available. The physical attributes of each hall which 
were investigated are shown in Table 1. 

Table 1. Physical attributes of auditoria which were investigated. 

Auditorium Parameter Abbr. Unit 
Room Voume m /seat 
Total Fl 

2.2 Categoxy of Halls <Type & Use) 

The halls used in this study were classified into 10 categories according to their major uses 
and the shape of the hall. Table 2 shows the categories of halls investigated in this study. 
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Five major types of halls were identified on the basis of their shape. Different types of halls 
were fashionable for auditoria (Forsyth) during certain periods, eg. rectangular shoe-box 
concert halls in the 19th century, horseshoe type halls for opera in the late 18th to 19th 
century and fan shaped halls for concert and multi-purpose auditoria after 1910. In the 20th 
century, more complex shapes have been developed to meet various requirements and 
conditions. The present classification was used for the purpose of explaining different 
acoustic treatments for each type of auditoria (Doelle). Among the hall types, 'geometric' 
means irregular designs which can't be classified as one of the other four types. 

Two major classifications of halls, by use, have been made·. If there is neither a separate 
stage house above the stage platform nor a proscenium wall, category A is used. The halls 
included in this category are concert halls and music recital halls which are usually used for 
musical performances (this category is now refered to as halls for music). If there is a 
stage house and a fixed proscenium, category B is used. Opera halls, drama theatres and 
multi-purpose halls are included in this category and classified separately depending on 
their main use. 

Table 2. Numbers and categories of halls used in the study. 

Use Cate o 
Percent 

T /Use (%) 
Rectangular 4 25.2 
Fan 18 2 6 21 18 65 20.0 
Horse Shoe 9 1 16 5 8 39 12.0 
Geometric 17 4 4 16 61 102 31.4 
Arena 23 1 0 7 6 37 11.4 

1 5 100.0 
.0 

3.0 TIIE INTERRELATIONSHIP BE1WEEN AUDITORIUM PARAMETERS 

In order to explore the geometrical properties of halls and the relationships between 
parameters three types of analysis were undertaken; frequency distribution, linear regression 
and factor anaiysis. First of all, a factor analysis was carried out to determine the 
interrelationships between the room geometrical parameters. Through factor analysis, an 
overview of the importance of various auditorium parameters can be obtained. 

Four factors were created which accounted for more than 90% of the total variance in the 
'raw' data. The correlation coefficients for any two auditorium parameters can be plotted on 
any two factors in a four dimensional, rotated orthogonal factor space. Each parameter 
appears as a point in the figure, with coordinates equal to the correlation coefficients 
between that parameter and each factor respectively. Thus, all parameters with a high 
numeric value of the coordinates, along one dimension, are highly correlated to each other 
but not related to those parameters which have a high value on another dimension only. 

Fig. 1 shows that the hall scale measures of V, St, Sa and N are highly correlated and 
therefore comprise the first dimension, whilst the volumetric ratio measures including V/St 
and V /N are also highly interreiated and fonn the second dimension. The parameters which 
do not come out with a high correlation along either of the first two dimensions can be seen 
to contribute to the third and fourth dimensions. In the same way, while the floor density 
measure, Sa/N, dominates factor three the ratios of linear dimensions ie. L/H, W /H 
comprise factor four. The two parameters which do not form any separate factor 
dimensions are MR.A and 1./W which are seen to be minor contributors to some factors eg 
MRA for factor four and L/W for factor three. This indicates that the mean rake angle and 
ratio of length to width does not critically affect the choice of other parameters. 
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Fig. 1. The position of auditorium parameters in the first and second two dimensions and 
third and forthth dimensions of a four dimensional factor space. 

Thus, the auditorium parameters mentioned above can be described by four different factors. 
It is interesting to see that the four factors also correspond to four subjectively different 
aspects : definite size of halls, ratio of volume to floor area and number of seats, floor 
density and dimensionless ratios of orthogonal linear dimensions. It is necessary to 
investigate data on at least one parameters in each factor group. In this paper, data on only 
three parameters are presented due to the limitation of pages ie. volume/seat, volume/floor 
area and total volume. 

4.0 STATISTICAL DISTRIBUTIONS OF AUDITORIA DATA 

4.1 Intrcxiuction 

The assumption has been made that the halls reported in the literature, from which the 
present data were obtained, are reasonably good acoustically. If this assumption is correct 
and there is a large scatter in the data for any one variable, or between variables, then it is 
likely that there is no critical realtionship between these variables and a good acoustic. This 
means that either the rules of thumb are incomplete or the designer has considerable latitude 
in what he does. On the contrary, if there is little scatter in the data this is an indication that 
there are rules designers should follow. The data presented here also indicates that there are 
limits within which designers should nonnally operate. 

Linear regression analyses were undertaken between each of the auditorium parameters. 
The results of the analyses are presented in scattergrams. In addition, the correlation 
coefficients of the regression lines are obtained. The r-squared value in each scattergram 
shows the degree of association between variables and level of reliability of the regression 
analysis. The equation, in the form y = a + bx, relates the two variables is also given for 
the exact calculation of the y-value. The frequency distribution of some auditorium 
parameters were investigated and results are presented in tables. An example of this 
analysis is given in Table 4. 

4.2 Volume/Seat 

Sabine showed that the reverberation 
room volume and inversely n.~~r.•,,:::,•&"'"'"'"" 

of an auditorium is directly proportional to the 
to the total absorption in the auditorium. As the 
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total absorption is largely dependent on the number of seats in the auditorium the 
reverberation time will be dependent on the volume/seat and so this is obviously an 
important characteristic and should be very useful in the early stages of a design. 

Since Sabine's work, recommendations have been made for suitable reverberation times for 
each type of performance and hall. These translate into recommended values for hall 
volume and volume per seat for halls with different uses. Table 3 shows typical values of 
volume per seat for a number of different types of auditoria with different reverberation 
requirements. This data was obtained from Doelle , Bagenal and Knudsen. 

Table 3. Recommended volumes per seat in auditoria. (m3/seat) 

Auditorium Type 

oncert Halls 
Churches 
Multi-purpose Halls 
Opera Halls 
Drama Theatres 
Cinema Theatres 
Lecture Halls 

7.2 
7.1 
5.7 
5.0 
3.5 
3.1 

5.1 - 9.1 
5.1 - 8.5 
4.5 - 7.4 

2.8-5.1 
2.3 - 4.3 

Fig.2 shows a scattergram of hall volumes against volume/seat in concert halls and music 
recital halls. Although the correlation coefficient is quite low (r2=0.212) it indicates that the 
volume per seat increases with the total volume of the hall. 
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Fig. 2.Scattergram of voVseat against volume Fig. 3.Scattergram of voVseat against volume 
in halls for music. in acoustically good concert halls. 

The data on some concert halls, which have been recognized as acoustically good, are 
plotted in Fig.3. These halls are rectangular and non-rectangular halls in Europe and North 
America, built between 1870 and 1985. The halls used as "good" halls here are listed in the 
Appendix. The "good" halls were selected in a subjective way (opinions of musicians, 
critics and acousticians) and the selection cannot be justified at present. The correlation 
coefficient in this case is much higher (r2=0. 778). Comparing Figs. 2 & 3 shows that the 
regression for the "good" halls is steeper than the line in all halls for music. The 
corresponding volume/seat for a given volume in "good" halls is lower than the value in 
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halls for music within the volume range up to 22,500 m3• The volume/seat of "good" halls 
becomes higher when the volume is larger than 22,500 m3• 

As a result of the investigations of the volume per seat value of halls Table 4 has been 
assembled.This table shows the mean and standard deviation values of volume/seat in 
different hall types. Two different values are given which represent the statistical results of 
volume/seat for all halls and for "good" halls. In the case of "good" drama halls no result is 
given as an insufficient number of halls were available. 

Table 4. Statistical data on the volume/seat (m3/seat) in each type of hall. 

s ood Halls 
.Dev. Mean Value Std. Dev. 

oncert s .1 . 1. 
Multi-purpose Halls 7.8 2.4 7.7 1.2 
Music Recital Halls 7.8 1.9 7.6 0.9 
Opera Halls 6.4 1.3 5.6 1.2 
Drama Theatres 6.0 1.5 

The results show that the good halls usually have lower mean volumes/seat and smaller 
standard deviations rather than "ordinary" halls. The order of the values in each halls is 
same as in Table 3 (eg the value is highest in concert halls and lowest in drama theatres). 
However, these values are significantly different to those given in Table 3. Consquently, it 
is possible that many halls have been built with larger volumes than the value obtained from 
the current rule of thumb. The values of volume per seat in most types of "good" halls are 
also larger than those from current rules except in the opera halls. 

4.3 Volume/Floor Area 

Audience absorption can be a significant factor in auditoria acoustics as it provides most of 
the absorption in a hall. Beranek postulated that the absorbing power of a seated audience, 
chorus and orchestra in a large hall increases in proportion to the floor area occupied by 
them and is nearly independent of the number of seated persons in that area. Beranek 
indicated that a volume/m2 of seating floor area should be used as a design criterion. The 
floor area used here means the total floor area, including audience seating area of both stalls 
and balconies, the isle between the seat rows and around the seating and the stage area in 
the case of concert halls, or pit area in the case of opera halls. 

Generally the volume/floor area increases with increasing volume. Comparing the 
correlation coefficients in scattergrams of volume against volume/floor area (r2=0.453) 
with that of volume against volume/seat (r2=0.212) higher correlations (and hence better 
rules of thumb) can be obtained if the volume/floor area rather than the volume/seat is used. 
These results appear to verify Beranek's conclusion. 

Table 5 summarises the results of the investigation of the volume to floor area for each type 
of auditoria. The mean values and standard deviations are given for all halls and for "good" 
halls. In each case except opera halls, the "good" halls have a larger mean value and smaller 
standard deviation' than for the total population of halls used. 

Table 5. Statistical values of volume to floor area (m) in the major types of the halls. 

Opera Halls 
Multi-purpose Halls 
Music Recital Halls 
Drama Theatres 

Mean 
11. 
8.5 

10.2 
7.2 
7.5 

. 
1.5 
2.4 
1.9 
1.9 
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1 . . 
8.2 1.3 

10.6 1.4 
7.3 0.8 



4.4 Total Volum, 

At the initial design stage of an auditorium the determination of the volume is likely to be 
one of the most important design decisions. Designers have little information available to 
them on the appropriate size of halls except for the number of seats or the floor area which 
are determined at the schematic design stage. The data presented should be of help in this 
regard but it is worth looking, in more detail, at whether volumes are better based on floor 
area or the number of seats in the auditorium. Generally very high correlations coefficients 
are obtained when the total volume is related to factors such as floor area or number of 
seats (refer to Table 6). Thus, the results from these regression analyses could be used as 
more reliable design guides for auditoria. 

The results of regression analyses of volumes as a function of floor area are shown in 
Table 6. The regression lines and their correlation coefficients are calculated for different 
hall types. The r-squared values are very high (about 0.8 or above). The volume in halls 
for music is larger than any other halls at certain value of floor area. 

Table 6. Regression lines for volume based on the floor area _for each hall use. 

Qu Good Halls 
Au 

The scattergrams of some particular shaped halls were made when the volume is plotted as 
a function of floor area in both cases of all halls and "good" halls. The results of those 
regression analyses are assembled in Table 7. For some hall types no regression lines of 
good halls are given due to insufficient data. The correlation coefficients are very high 
(around 0.8 to 0.9). • 

Table 7. Regression lines for volume based on the floor area in various hall types. 

oodHalls 
Regression Lme r value 

0.864 

0.886 
0.869 

This analysis also showed the limits of the hall parameters. For example, in rectangular 
concert halls, the upper limit of volume is 25,000 m3 whereas the limit is extended to 
45,000 m3 in fan type halls. The largest volume of a "good" concert halls is 40,000 m3 in 
most hall types except rectangular halls. Also, in horseshoe type halls, the volumes of 
"good" halls are not greater than 22,000 m3• These results indicate that the shape of the 
halls is also important for the determination of volume. 

5.0 CONCLUSION AND DISCUSSION 

The analyses carried out so far indicate that there is a reasonable basis for defining criteria 
which can be used in the early stages of an auditorium design. These rules of thumb do not 
require the calculation of any acoustical parameters and are based on the dimensions and 
shapes of halls. What the analysis also reveals is that the existing rules of thumb are not 
easy to substantiate on the basis of what exists. The present analysis would be much better 
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if only "good" halls were selected but the selection of "good" halls is difficult. Any hall 
which remains in use after some years is likely to be considered a good hall but an analysis 
based on this "antiquity factor" may not be of much value to today's designers. Other 
methods of determining "good" halls, eg. the Delphi technique, will be tried in future. It is 
likely that not all rules of thumb need be complied with. A study of the combinations of 
rules of thumb which give the highest correlation coefficients will be also be attempted as 
the next step in the present work. 

Besides continuing with similar types of analyses to those presented in this paper it is also 
intended to look at alternative methods of expressing the geometry of auditoria.·Two 
approaches are contemplated. One involves producing transforms which will allow a hall of 
any geometrical shape to be turned into the equivalent rectangular hall. The other involves a 
"spectral" approach. Auditoria are made up of solid objects (eg. walls) and these elements 
are in tum composed of smaller elements. The auditorium is also made up of a spectrum of 
element sizes. If an auditorium can be defined in this way and if the "spectrum" can be 
shown to correlate with the "goodness" of the hall then this approach will give much 
greater latitude to the designer than the approach taken in this paper. It will allow, if 
successful, much greater freedom for designers to explore what is possible. It will not, 
however, be a substitute for the ray-tracing programs and models 'Used by acousticians. 
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APPENDIX 

List of acoustically ~ concert halls used in this study. 

No. Name of hall Tmid Vol. Seats Year Hall Type 

1. Grosser Musikvereinssaal, Vienna 2.05 15000 1680 1870 Rectangular 
2. Neues Gewandhaus, Leipzig 1.55 10600 1560 1886 Rectangular 
3. Concertgebouw, Amsterdam 2.0 18700 2206 1887 Rectangular 
4. St. Andrew's Hall, Glasgow 1.9 16100 2133 1887 Rectangular 
5. Carnegie Hall, New York 1.7 24250 2760 1891 Horseshoe 
6. Grosser Tonhallesaal, Zurich 1.6 11400 1546 1895 Rectangular 
7. Symphony Hall, Boston 1.8 18740 2631 1900 Rectangular 
8. Liederhalle Grosser Saal, Stuttgart 1.62 16000 2000 1956 Geometric 
9. Neues Festspielhaus, Salzburg 1.5 15500 2158 1960 Modern Fan 

10. Berliner Philharmonie Hall, Berlin 2.0 25000 2410 1963 Modem Arena 
11. Concert Hall, Rotterdam 2.0 27070 2230 1966 Modem Arena 
12. Gasteig Philharmonie, Munchen 2.1 30000 2387 1985 Geometric 
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Acoustical design process is an iterative trial and error process that relies on 
designer's lmowledge and experience, and requires a considerable time in 
evaluating alternative design solutions. Accordingly, for the better design, 
computer applications are needed to save time and to abate errors in calculating 
sound pressure levels and reberveration times. 

This study is aimed at developing a computer simulation program for the design 
and evaluation of acoustic performance in various auditorium design, and 
demonstrating an acoustical design of the multipurpose hall by the computer 
application, as a case study. 

The computer simulation program developed in this study consists of one main 
program and seventeen subroutines. The program can be used as an initial design 
tool. Also, the program is capable of evaluating the current design under the 
appropriate design criteria and providing any necessary irnprovment. Usefulness 
and validity of the computer simulation program have been verified with the 
acoustical design of a multipurpose hall located in Kwangju city, Korea. 

The result of this study shows that the computer simulation program can be used 
effectively not only as an useful design tool but also as a practical and 
convenient evaluation method of acoustic performance of existing auditoriums. 

87 



1.0 INTRODUCTION 

Success or failure of auditorium design is almost detennined by acoustic 
perfonnance for music and speech. In acoustical design, the reflective 
surface of wall and ceiling for distributing the sound evenly to each seats, 
and the interior surface and finishings for securing the optimum 
reverberation time, are matters of prime importance. Therefore, acoustical 
design should be carried out at the preliminary stage of architectural 
design considering factors related to acoustic perfonnance. 

Generally, acoustical design process is iterative trial and error process 
that relies on designer's knowledge and experience, and requires considerable 
time in evaluating alternative design solution. Accordingly, for the better 
design, computer applications are needed.to save time and to abate errors in 
calculating the sound pressure level and the reverberation times. 

This study is aimed at developing a computer simulation program to 
evaluate acoustic performance in various auditorium designs, and to 
demonstrate acoustical design of a multipurpose hall by the computer 
application, with a case study. 

2.0 PRINCIPLES OF ACOUSTICAL DESIGN 

Principles generally considered in acoustical design are as follows: 
0 uniform distribution of sound pressure level over the seats by properly 

controlling the direct and reflected sound. 
• maintainning the intelligibility and fullness of sound by securing 

optimum reverberation time. 
• eliminating the acoustical defects at each seat such as long delays of 

reflections, eches, sound focusing, acoustic shadows, room resonance, 
etc. 

0 free from noise and vibration. 

The reflecting surfaces of walls and the ceiling can be designed through 
ray - diagram method, assumming that the stage sound source is non - directive 
and the sound rays are subject to the same laws of light ray propagation. 
The shape, angle, location and size of each reflecting surface should be 
decided, in order that the sound pressure level at each seat affecting the 
direct sound and a few reflected components must be uniform. 

The sound pressure level at each seat is given by the following equation: 
SPL = PWL + 10 Log ( 1 / 4n- r z ) 

SPL sound pressure level at each seat(dB) 
PWL : power level(dB) 
r : distance from the source(m) 

The location, angle, size of reflecting surfaces should be decided to 
reflect sound efficiently to the rear part of the audience on each floor. 

The side walls of the auditorium must retain diffusible property to make 
the sound rich and absorbent property to maintain the optimum reverberation. 

Generally, an excessive reverberation time lowers the speech 
intelligibility and the clarity of instrumental sound, while too short a 
reverberation time lower the liveliness of sound. Therefore, it is important 
to maintain a proper reverberation time which can enhance the speech 
intelligibility and convey various musical properties efficiently. 

3.0 COMPUTER SIMULATION MODEL 
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This computer simulation model for the acoustical design of multi-purpose 
hall consists of a main program and 17 subroutines. 

The repetitive calculation procedures by computer simulation are 
represented in Fig.l and Fig.Z, and the input data to be provided are listed 
in Table 1. 

Data input 

Difference between the direct 
il.Ild the reflected Sound path 

Sound pressure level by the direct 
sound (AS) 

Sound pressure level by the 
1----------, reflected sound Rl (Rl) 

Sound pressure level difference 
(SPD = ASl - Rl) 

Composite correction value (DEL) 

Composite sound pressure level 
(ASLl =AS+ DEL) 

Sound pressure level by the 
1---------..., reflected sound Rn (RN) 

Sound pressure level difference 
(SPD = ASLl - Rn) 

Composite correction value (DEL) 

Final composite sound pressure 
level (TASL = ASLl + DEL) 

Relative direct sound 
pressure level (OS) 

Relative reflected sound 
pressure level (RS) 

Final relative sound pressure 
level (Center seat of 1st row) 

Maintaining optimum sound pressure 
level Fig. 1 Calculating Procedure for 

Sound Pressure Level 

Fig. 3 Plan of Main Hall 
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Data input 

Total absorption of finishing 
material (TIil 

Air absorption (AL) 

Absorption of audience and seats 
per occupied seat ratio (AUD) 

Total absorption per occupied seat 
ratio (TA= TI!+ AL+ AUD) 

Calculating reverberation time 
(Equation of Eyring-Knudsenl 

Maintaining optimum reverberation 
time 

Calculating the ratio of absorbing 
materialarea for maintaining optimum R. T 

Fig. 2 Calculation Procedure of Reverberation Time 

Table 1 Input Data for Computer Simulation 

Item r n p u t D a t a 

Number of sound sources. 

Difference between the direct and initial reflected 
sound path. 

Relating 
Sound Number of direct sound and reflected sound paths. 
Pressure 
Level Number of seats. 

Number of rows of seats used in calculating sound 
pressure level considering side reflecting wall. 

Sound path. 

Number of interior finishing materials. 

The area of each material for maintaining preferred 
reverberation time. 

Occupied seat ratio required in maintaining optimum 
reverberation time. 

Optimum reverberation time. 

Indication of the sound absorption for maintain·.ng 
preferred reverberation time. 

Relating 
Reverberation Occupied seat ratio. 
Time 

Volume. 

Indication of frequencies used in analysis. 

Indoor temperature. 

Finishing material area. 

Finishing material absorption. 

Occupied seats ratio. 

Absorptions of audience and seats. 

Air absorption. 
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4.0 COMPUTER APPLICATION AS A CASE STUDY 

4.1 MAIN HALL SPECIFICATION 

Main hall has a proscenium stage. The floor plan of the hall is a mixed 
type with the rectangular shaped rear part and the fan shaped front part 
approaching the proscenium. The cross section of the hall consists .. of the 
stepped floor on the ground level, and balcony structure on the first floor. 

The architectural features of the auditorium are listed in the table 2. 

Table 2: Architectural Design Criteria of Main Hall 

I t e m Content 

; size(m) \ content length(L) width (Wl height(H) 

hall max. 37.5 37 17 

mean. 34 28.5 10 

maximum 1st floor 32.9 i1 

sound path ! 2nd floor 40.5 t1 

volume (V) 14,623.95 t1 

surface area (S) 4,785.66 t1 

1st 1,059.2 t1 
floor 

2nd 400.4 t1 
area 

seat total 1,459.6 11 

size 1.0 ~ 0.5 = 0.5 11 ;;,_ 

1st floor 1.258 seats 

seats 2nd floor 508 seats 
number 

movable 34 seats 

total 1,800 seats 

occupied area per seat(S/Nl 0.8111 /seat 

occupied volume per seat(V/Nl 8.12 11 /seat 

part\ content length(L) width (W) height(Hl 

center 37.5 11 22.5 11 29.5 11 

size side (2 part) 15 11 15 t1 10.8 11 
stage 

rear 22.5 11 15 11 10.8 M 

Prosceni1llll --- 20 11 9 11 

area 1,635.25 M2 

4.2 DESIGN OF REFLECTING SURFACE 

In this plan, the locations of the sound sources on the stage and 
orchestra pit are selected in consideration of the use of the hall 
(multipurpose hall), and the reflecting surfaces are designed on the ceiling 
which are divided into five sections. The shapes and radiuses of curvature of 
the surfaces are shown in the Fig.4. The time lag between the direct sound and 
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reflected sound is controlled below 50ms(l7M), to eliminate echoes. Besides, the 
cubic volume of the room is taken into account in order to project the light on 
the. whole stage from lighting fixtures on the ceiling, and to get the proper 
reverberation effects. 

The extent of traveling of the reflected sound travel on each surface is 
planned in such a way that the reflected sound by the surface Rl, and R2 can 
reach over all of the seats on the ground and first floor, when the sound source 
is in the center of the forepart of the stage(Sl), and the reflected sound by the 
surface R3 over the seats on the rear part of the first floor (behind the eighth 
row backward) and the entire floor, and there fleeted sound by the surfaces R4 
and R5 over all the seats on the second floor. 

Here, the sound pressure level for each row is chosen by the computer 
simulation according to the location, angle and size.of the reflecting surfaces. 
Thus, the difference of the sound pressure levels between the first row of 
the first floor and the twenty - first row of the second floor due to the travel 
distance of the direct sound when the sound source is in the center of the 
forepart of the stage(Sl),are reduced from 14dB to 8dB ,by the supplement of the 
reflected sounds, so that effective reflecting surfaces, which produce uniform 
sound pressure levels for all the rows of the seats, are designed. 

The shape and size of the sound - diffuser on the wall is designed as a series 
of quadrangular - pyramid shapes(800mm X 1250nun X 300mm) in consideration of its 
diffusion effects and decoration, and they are made of l.2nun thick brass - plates 
stuffed with plaster. 

Radius of Curvature of R1 = 2,600 m 
Radius of Curvature of R2 = 2,600 m 
Radius of Curvature of R3 = 2,600 lllll 
Radius of Curvature of R4 = 8,000 lllll 
Radius of Curvatur~ of R5 = 14,400 m 

(Fig. 4) Distribution Range of Reflected Sound 
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(Fig. 5) Distribution of Relative Sound Pressure Level in Each Row 
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Table 3 Indoor finishing Materials and Reverberation analysis. 

I t e II Materials 
aisle heaw carret 

seats unoccuoied I 
100%. occuoied I floor orchestra Pit wood nanels 

total unoccupied I 
100%. occupied I 

front prosceniU11 oneniruz I 
lateral the lower Dart of front staee wood DAnels 
wall SUII I 

11iddle front reflectiruz wall 11arble 
11iddle sound absorbent wall 9u wood veneer/ GW25 and rear sound absorbent wall acoustic wood nanel real door leather on snonge wal I lateral window of l hrhtiM booth heaw glass wal I SUII I 

sound absorbent wall co..,._ ,.!im<'.en rib / GW50 
rear door leather on soonge 
walll window of control roo111 heaw ~lass 

SUIII I 
total I 

reflectinll surface GRC 
uDoer part of aisles 9u wood veneer/ GW25 

front surface 9~b~°il~mi!e6tc>15P-5t 
lighting window heaw i;(lass booth lower Dart 9u wood veneer/ GW25 

ceiling balcony lower Dart 121D lliUDSUIII board 
front surface ,~!1~1- •A m,-15P-5t 

total I 
air (112) 

total unoccupi led 
absorotion lOOX occupied 
reverberation unoccuniied 
tille 100% OCCUDied 

Area(m2 ) 
125 

a 
4R6.6U 1.02 
883.00 0.49 
883.00 0.60 
90.00 0.15 

1.459.60 I 
1.459.60 I 

180.00 0.30 
17.50 0.15 

197.50 I 
443.92 0.01 
229.86 0.40 
235.04 0.46 
23.04 0.20 
20.40 0.18 

952.26 I 
305.04 0.60 
30.24 0.20 

9.00 0.18 
344.28 I 

1.494.04 I 
1.152. 58 0.01 

168.12 0.40 
53.42 0.32 

43.50 0.30 
65.52 0.40 

299.04 0.29 
49.84 0.32 

1 832.02 I 
14,623.95 I 
4 785.66 I 
4 785.66 I 

I I 
I I 

Hz 500 Hz 2 OOOHz 
A a A a A 
s.·,~ 0.14 bli.12 O.&J 291.90 

432.67 0.80 706.40 0.82 724.06 
529.80 0.88 777.04 0.93 821.19 

13.50 0.10 9.00 0.06 5.40 
455.90 I 783.52 I 1,021.42 
553.03 I 854.16 I 1 118.55 
54.00 0.40 72.00 0.50 90.00 

2.63 0.10 1. 75 0.06 1.05 
56.63 I 73.75 I 91.05 
4.44 0.01 4.44 0.02 8.88 

91.94 0.15 34.48 0.10 22.99 
108.12 0.29 68.16 0.59 138.67 

4.61 0.10 2.30 0.10 2.30 
3.67 0.04 0.82 0.04 --0.82 

212.28 I 110.20 I 173.68 
183.02 0.75 228.78 0.60 183.02 

6.05 0.10 3.02 0.10 3.02 
1.62 0.04 0.36 0.04 0.36 

189.68 I 232.16 I 186.40 
458.60 I 416.11 I 451.11 

11.53 0.02 23.05 0.02 23.05 
67.25 0.15 25.22 0.10 16.81 
17.09 0.62 33.12 0.48 25.64 

13.05 0.40 17.40 0.50 21. 75 
26.21 0.15 9.83 0.10 6.55 
86.72 0.05 14.95 0.70 20.93 
15.95 0.62 30.90 0.48 23.92 

237.80 I 154.47 I 138.65 
I I I 0.007 102.37 

1. 152.30 I 1,354.10 '/ 1,612.18 
1,249.43 I 1 424.74 I 1,708.31 

1. 78 I 1.47 I 1.13 
1.62 I 1.39 I 1.06 



4.3 PLANNING OF REVERBERATION TIME 

Main hall is a multipurpose auditorium for an opera, a lecture, a concert, a 
play, etc. Therefore, the range of the cubic volume of the room is between 9180 
and 15300 M3 (5.1 ~ 8.5 1M3 for each seat) as an indoor acoustical design standard 
of the auditorium, and an optimum reverberation time is about 1.4 sec ( 500 Hz, 
non - occupied) in consideration of the cubic volume of the room. 

In this plan, the shapes and qualities of the interior finishing materials for 
each part of the room are chosen to maintain optimum reverberation time, taking 
into account the absorption and reflection characteristics and interior 
decoration. The reverberation time is determined by the computer simulation. 

The reverberation time at several frequencies due to the interior finishing 
materials, are listed in Table 3. 

5.0 CONCLUSION 

This study suggests a solution for the acoustic design' of a multipurpose hall 
by a computer simulation of the sound pressure level and reverberation time. 

An architectural success of an auditorium for various public performance 
depends upon the quality of its indoor acoustical condition. A designer, thus, 
should keep an acoustical viewpoint, ranging from the schematic design stage to 
the evaluation stage after the construction. 

The result of this study shows that the computer simulation program can be used 
effectively not only as an useful design tool which may allow to explore various 
alternative design solutions at early design stage, but also as a practical and 
convenient evaluation method of acoustic performance of existing auditoriums. 

For the more effective acoustical design, a systematic and wide range of 
informations on the sound absorption and insulation properties of various 
architectural materials should be provided, along with computer simulation and 
evaluation. 
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ODEON - A HYBRID COMPUTER MODEL FOR ROOM ACOUSTIC MODELLING 

J.H. Rindel 
The Acoustics Laboratory, Technical University of Denmark, 
Building 352, DK-2800 Lyngby, Denmark 

G.M. Naylor 
The Acoustics Laboratory, Technical Unive~sity of Denmark, 
Building 352, DK-2800 Lyngby, Denmark 

ABSTRACT 

A room acoustic computer model for evaluation of rooms is 
presented. Predictions of reverberation time, energy parame­
ters and reflectograms, with only modest calculation time, 
are achieved with calculation methods which combine the best 
features of both ray-tracing and image source methods. 
Comparisons between measured and calculated data for the 
Royal Festival Hall, London are presented. Most of the 
calculated parameters show a systematic deviation from the 
measured values, but the relative variation with position in 
the hall is quite accurate. on the basis of the present 
investigation some weak points of the model are discussed, 
and possible future improvements are suggested. 
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1.0 INTRODUCTION 

The computer model described here (named .ODEON after the 
greco-roman enclosed music hall) is developed to form the 
basis of a system for creating binaural room simulations. 
From the calculated reflection sequences it is possible to 
derive objective room acoustical parameters, and this feature 
could be useful to consultants in room acoustical design if 
the results can be shown to agree with measured results in 
real rooms. The Royal Festival Hall in London has been chosen 
for a comparison between calculated and measured data. 

2.0 THE COMPUTER MODEL 

The model described here is based on ray tracing of a limited 
number of rays emitted from a source point. The reflections 
of the rays can be followed until any chosen time limit, and 
each reflection of the rays is treated geometrically as a 
basis for the construction (calculation) of an image source 
point. A detailed description of the computer model and its 
use is found in the manual (Naylor G.M.). 

2.1 Generation of Early Reflections. 
Early reflections are generated by calculation of image 
source points, which are checked for "visibility" and against 
duplication. The visibility check is performed by tracing the 
reflection path backwards from the receiver in the direction 
of the image source, the criteria being that the reflecting 
surfaces are met in the right order, i.e. the reverse of the 
order met by the ray that has generated the image source 
point. Reflections of low order are typically detected by 

co -
il 

-

Fig. 1. 

Sec 
1.00 

Example of calculated energy decay curve. 
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several sound rays, especially in case of large surfaces and 
a large number of emitted sound rays. Therefore a check 
against duplication is performed up to a certain order of 
reflection. The energy of the reflections is calculated in 
octave bands applying the absorption coefficients of the 
surfaces met during the reflection path. 

2.2 Generation of Reverberation Tail. 
Higher order reflections are unlikely to duplicate because of 
the increasing distance between the sound rays. Instead the 
problem is a rapidly increasing number of image sources, 
which are not discovered by the ray trace method. However, 
the reflection density (number of generated image sources per 
time unit) is very high, and the average density is a known 
simple function of the number of rays and ~he mean free path 
in the room. On the other hand, in a given volume the 
expected average reflection density is also known, and it 
increases with the second power of time. Thus, the rever­
beration tail of higher order reflections can be statistical­
ly approximated by applying a time-dependent correction 
factor to the energy of the reflections generated in the 
model, all reflections being accepted as representative for 
the room. An example of a calculated energy-decay curve is 
shown in Fig. 1. The transition from early reflections to 
reverberation tail has here been set to 250 ms. 

2.3 Fast Estimation of Reverberation Time. 
A special method has been developed to give a very quick 
estimate of the reverberation time from the decay curve for 
the total sound energy in a room. From a source point a 
relatively small number of rays are emitted in all direc­
tions, and after each reflection the total energy is reduced 
in accordance with the absorption coefficient of the reflect­
ing surface. 

3.0 MODELLING THE ROYAL FESTIVAL HALL 

3.1 Geometrical Model. 
The geometrical model is shown in Fig. 2. It contains 140 
surfaces and 342 corner points. It is a rather rough model, 
for instance the ceiling and the audience areas are repre­
sented by large, plane surfaces. On the side walls there are 
many boxes, which have a front, a back and a bottom, but no 
sides in the model. 

3.2 Absorption of Surfaces. 
One reason for choosing the Royal Festival Hall for this 
investigation has been, that very good information is 
available about materials and their absorption coefficients 
(Parkin P.H. et al.). Values at 250 Hz and 1000 Hz have been 
calculated by interpolation between the values at the 
neighbouring octave bands, so all calculations could be made 
in octave bands from 125 Hz to 4000 Hz. 
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The absorption data of the audience area (empty, upholstered 
chairs) has been taken from (Beranek L.L.). In the paper by 
(Parkin P.H. et al.) the data are given per seat in excess of 
the floor absorption, and this is no longer considered to be 
the best way to describe the absorption of an audience area. 

Fig.2. View of geometrical model of Royal Festival Hall. 

3.3 Source and Receiver Positions. 
Another reason for choosing the Royal Festival Hall has been, 
that detailed and up-to-date measured results have been 
published recently by our own laboratory (Gade A.C.). Two 
source positions on the orchestra podium (Sl and S3) were 
used in combination with five receiver positions (Rl-R5), 
giving a total of ten source-receiver positions. The receiver 
positions R4 and RS were on the balcony, the others on the 
main floor with R3 under the balcony overhang. In the 
computer model the positions have been chosen as close as 
possible to the positions used for the measurements. The 
height above floor level of the source and receiver was 1.0 
m and 1.2 m, respectively. 

3.4 Parameters Used in the Calculation. 

Room volume: 
Temperature and Relative Humidity: 
Number of Rays Requested (Used): 
Duplicate Images Checked up to: 
Statistical Reverberation Started at: 
Reflections Generated up to: 
Number of Rays in Fast Estimation: 

21950 m3 
20 ° C and 50 % RH 
10000 (10037) 
Order 6 or 250 ms 
250 ms 
1200 ms 
550 

The calculation time for the present investigation was in 
·total around 2 h 43 min on a 25 MHz 80386/387 PC. For each. 
part of the calculation the respective times were: 
Fast Estimated Rev. Time (Each of 2 Pos.): 1'05" 
Ray Tracing (Each of 2 Pos.): 25 1 25 11 

Point Response (Each of 10 Pos.): ~ 11' 
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4.0 RESULTS 

4.1 Reverberation Time. 
Calculated and measured reverberation times as a function of 
frequency are shown in Fig. 3. All situations are without 
audience. The fast estimated values are in relatively.good 
agreement with the more detailed calculations averaged over 
ten positions. The measured values are somewhat diverging, 
however. The original old values (Parkin P.H. et al.) are 
higher, whereas the new values (Gade A.C.) are lower than the 
calculated ones. Possible explanations are either changes of 
some absorbing surfaces between the two measurements in 1951 
and 1988, or a strong influence from the difference between 
the measuring methods. 
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4.2 Early Decay Time and Relative Sound Level. 
Calculated and measured values of EDT averaged at 500 Hz and 
1000 Hz are shown in Fig. 4 as a function of position. There 
is a tendency, that calculated values are lower than measured 
values, but the relative variation with position is more or 
less reproduced by the model, especially for source position 
Sl. Fig. 5 is similar to Fig. 4, but for the relative sound 
level. The tendency is, that in remote positions the calcu­
lated values are too high, especially in positions R3 and RS 
where attenuation of the direct sound due to propagation over 
seats are likely to influence the measuring results • 
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Measured and calculated results for the Clarity are shown in 
Fig. 6, and the relative variation with position is 
reproduced quite well by the model, however there is an 
offset pointing at too much early energy in the calculated 
impulse response. Results for the Lateral Energy fraction 
(LEF) are shown in Fig. 7, and for this parameter there is a 
close agreement between measurements and calculations. 

5.0 DISCUSSION OF RESULTS 

Deviations between measured and calculated results could be 
caused by several reasons, among which the following are 
listed: 

• the geometrical model is too rough 
• the absorption coefficients are not correct 
• shortcomings in the calculation model 

To the last point several shortcomings in the model can be 
mentioned: 

• no diffusion 
• no diffraction 
• no angle dependence of reflection factors 
• no phase relations in ·impulse response 

It is not very likely that a further refinement of the 
geometrical model could eliminate the observed deviations, 
but on the other hand the surroundings close to the source 
positions are very important, so it might be possible to 
improve the results a little further compared to the present 
investigation. The absorption coefficients are always 
encumbered with uncertainty, especially for the audience 
area. Although not shown here, it has actually been tried to 
adjust the absorption of the audience areas to fit the 
measured reverberation times from 1988, but this did not 
improve the fit of the other parameters. This leaves the main 
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responsibility with the computer model itself. However, the 
possible influence of the lack of diffusion and diffraction 
cannot easily be evaluated. 

A closer look at the results indicates, that most of the 
observed deviations can be explained from too high energy in 
the early part of the calculated impulse responses. It is. not 
correct to add the energies of each reflection, instead they 
should be added as complex sound pressures with amplitude and 
phase. This would especially attenuate the direct sound and 
the early reflections from the walls, as these contributions 
are always followed closely by reflections in counterphase 
coming from the audience area. This leads to the hypothesis, 
that the computer model might be improved considerably if the 
reflections could be calculated in terms of sound pressure 
instead of energy, and if the surfaces could be characterized 
by their impedance or by an angle dependent pressure 
reflection factor. This is intended to be tried in the near 
future. 

6.0 CONCLUSION 

Measured and calculated room acoustic parameters in the Royal 
Festival Hall, London have been compared, and the variation 
with position is relatively well reproduced by the model. The 
calculated values of LEF are in very close agreement, whereas 
the values of EDT, Level, Centre Time and Clarity show 
systematic deviations. These might be caused by the present 
computer model's simplified energy addition of reflections 

. and neglecting of the phase relations between reflections. 
This means that direct sound and early wall reflections are 
not attenuated as in the real hall. Still, with some caution 
and in the hands of trained acousticians, the present 
computer model can be a valuable tool in designing rooms. 
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ABS1RACT 

The just perceptible differences of reverberation times were measured. The dependences 

of the difference limen of reverberation time upon frequency and dynamic range were 

studied. Based on the results of difference limen tests, a subjective method of 

determining reverberation time by aurally comparing the sound decay in a room with 

standard electronically produced sound decays was investigated. For measuring 

reverberation times of less than 1.5 seconds, the results obtained by this method agree 
with those measured by the standard level recording method to within an accuracy of + 

0.2 second. 
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1.0 INTRODUCTION 

Reverberation time is an important parameter and one of the most frequently measured 
quantities in room acoustics. Many attempts have been made at measuring reverberation 
time and improving the accuracy of these measurements. 

Work presented in this article looks at the difference threshold for reverberation time and 
the possibility of judging reverberation time subjectively by means of electroacoustical 
apparatus. 

The difference threshold for reverberation time was studied by H. P. Seraphim and the 
dependence of the difference threshold for reverberation time upon frequency was 
studied by G. Plenge. Seraphim's results show that for reverberation times between 0.6s. 
and 4.0 s. the relative difference limen is between 3% and 4%. An octave band of noise 
from 800Hz to l 600Hz, with a level difference of 30d.B between the beginning and the 
end of the reverberant decay, was used in the tests. The difference threshold was defined 
as the value at which 75% of the test subjects could correctly identify the difference in 
two sound decays (W. N. Dember). A change of frequency and a reduction of the level 
difference to 20d.B made little difference in the results. Plenge's results show that the 
difference threshold for decays with the first 200ms suppressed decrease for frequencies 
below lOOOHz. From the work of Seraphim and Plenge it can be seen that there is no 
need to measure differences of less than a tenth of a second for reverberation times 
between 1.5s. and 2.Ss .. Another application of the above results, i.e. the possibility of 
judging reverberation time by comparing the sound decay in room with 
electroacoustically produced decay, can be explored. 

Two experiments were carried out. The first was to determine the just noticeable 
differences in reverberation times and the dependence of this difference threshold upon 
frequency and sound level difference. The second experiment was to investigate the 
possibility of judging reverberation time by comparing the sound decay in room with the 
electroacoustically produced decays. 

2.0 DIFFERENCE THRESHOLD OF REVERBERATION TIME 

2.1 Just Noticeable Difference in Reverberation Times at.lkHz 

An impulse of octave band limited white noise at lkHz was fed into a reverberation 
processor (YAMAHA DSP-:1) to produce reverberant decays of different rates. The 
reverberation times of the electronically produced sound decays can be varied from 0.3s. 
upwards, in steps of 0.ls .. The experimenter selects the four to six sound decays to be 
presented, so that they cluster around the standard sound decay and each is paired with 
the standard decay. The sound decays were recorded on a tape via a tape recorder(SONY 
TC-510-2) and the subjects listened to tape through headphones in quiet rooms. Subjects 
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listened to pairs of decays and were required to judge which was the longer of the two. 
Each pair of sound decays had the same impulse length of 0.lls., the same level 
difference of SOd.B and the same fine structure. Each pair of sound decays was presented 
twice in the same order, after which the subject was asked to make a judgement. 35 
subjects with normal hearing ability, most of whom were young undergraduate and 
postgraduate students, were tested. 

The difference threshold of reverberation times for octave band limited signals of lkHz 
were calculated from the total judgements of 35 subjects and are presented in Table 
2.1.1. 

Table 2.1.1 The difference threshold of reverberation time at 1 kHz octave centre frequency 

Reverberation Time (s) 0.5 0.7 0.8 1.0 2.0 

Difference Threshold (s) 0.1 0.1 0.1 0.1 0.2 

2.2 Difference Threshold of Reverberation Times At Different Frequencies 

The difference threshold for a reverberation time of 0.8s.was tested for each octave band 
centre frequency from 125Hz to 4000Hz. The conventional psychometric method of 
measuring difference threshold was used. Three experienced subjects with normal 
hearing ability participated in the tests and each subject made 10 to 50 judgements for 
each pair of sound decays. For a comparatively large difference in reverberation times, in 
this case 0.2s and 0.3s, the subjects confidently made a judgement after listening to each 
pair of sound decays five times. For smaller differences in reverberation times, e.g. O.ls., 
the subjects listened to the pair of sound decays repeatedly until they could make a 
judgement. 

The difference threshold for a reverberation time of 0.8s, at octave band centre 
frequencies from 125Hz to 4kHz are shown in Table 2.2.1 The level difference between 
the beginning and the end of the sound decays for each octave band is also shown in 
Table 2.2.1. 

The relative difference threshold increases at the lower frequencies of 125Hz and 250Hz 
which verified Plenge's results, even though Plenge used a different signal: reverberation 
signals with the first 200ms depressed. 
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Table 2.2.l Difference Threshold and Level Difference For A Reverberation Time of 0.8s At Various 
Octave Centre Frequencies 

Octave Freauencv (Hz) 125 250 500 lK 2K 4K 

Difference threshold (s) 0.1 0.1 <0.1 <0.1 <0.1 <0.1 

Level Difference (dB) 46 50 56 61 65 66 

2.3 Comparing Sound Decays with Different Level Differences 

The purpose of this test was to investigate whether the suojects could judge the sound 
decays by their decaying rates rather than their time durations. Sound decays of different 
reverberation times and different level differences between beginning and end of the 
decays were given to the subjects for comparison. The subjects were to report which 
sound decayed faster. 

The sound source was an impulse of band limited white noise at lkHz. The reverberation 
time of the reference sound decay was 0.8s. and reverberation times of the other sound 
decays were 0.2s. and O.ls. shorter or longer than the reference decay. The levels of the 
two sounds, at the beginning of the sound decays, were the same and the levels at the end 
of the decays were determined by .a background noise signal which was adjustable. The 
background noise signal was also band limited white noise at lkHz. The pulse length of 
the source signal was O.ls. The level differences of each sound decay were 25dB, 35dB, 
45dB and 55dB. After listening to each pair of sound decays the subject was to report 
which sound decayed faster. Uncertainty was excluded by repetitive listening until the 
subject could make a judgment. Two experienced subjects participated in the test. 

A lower proportion of correct judgements was observed when the subjects were 
comparing two sound decays with 0.1 s difference in reverberation time and the decay 
with the shorter reverberation time had much larger level difference than the other one. 
However the overall results show that the difference threshold for a reverberation time of 
0.8s, at lkHz, is still less than O.ls for different level differences between the beginning 
and the end of the sound decays. So it can be concluded that, within the accuracy of our 
test, the subjects can judge the sound decays by their decaying rates rather than time 
durations. 
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3.0 SUBJECTIVE METHOD OF MEASURING REVERBERATION TIME 

If individuals can identify the difference of 0.1 s to 0.2s. in reverberation times between 
0.6s. and 2.0s., reverberation time could possibly be measured by aurally comparing 
sound decays in the room with the electronically produced sound decays with known 
decay rates. Two experienced subjects took part in the experiment and reverberation 
times at octave band frequencies from 125Hz to 4kHz were judged for three enclosures. 
The three enclosures included a teaching lab, an office and a reverberant chamber. The 
reverberation times of the above enclosures were also measured as per Australian 
Standard 2460 - 1981, and the results were used for comparison with those obtained by 
the subjective method. 

An impulse of octave band limited white noise was again used as the source signal 
and the length of the signal impulse was O. ls. The sound decays in the room were 
recorded on a tape via Sony tape recorder. A Yamaha DSP-1 reverberation processor 
was used to provide electronically produced sound decays, for the Teaching Laboratory 
and the office and A Yamaha REV7 reverberation processor was used for the 
Reverberant Room. The level differences of the sound decays which were produced by 
Yamaha DSP-1 at each octave band centre frequency are as shown in Table 2.2.1. The 
level differences, between the beginning and the end of the sound decays at each octave 
band centre frequency in these three rooms, are shown in Table 3.0.1. The beginning 
level of the electronically produced sound decays was adjusted to be the same as that 
of the sound decay in the room. The level at the end of the electronically produced 
sound decays was not adjusted to be the same as that of room sound decay, so the level 
difference between the beginning and the end of the electronically produced decays was 
not the same as that of the room sound decay. The fine structure of the electronically 
produced sound decays was adjusted to be as close as possible to that of the sound 
decay in the room by aurally comparing and estimating. 

The electronically produced sound decays were input to the Sony tape recorder as source 
signal. The subjects listened to the electronically produced decays by selecting "source" 
and listened to the room sound decays on the tape. Four or five electronically 
produced decays with decay rates clustering around that of the room decay, were chosen 
and paired with the decay in the room. For each pair of sound decays, the subjects made 
judgments about whether the electronically produced decay was "faster" or "slower" 
than the sound decay in the room. The uncertainty was again excluded by listening to the 
pair repeatedly until a judgment could be made. The reverberation time of the 
electronically produced decay, which had the closest decay rate as the sound decay in the 
room, was taken. 

3.1 The Teaching Laboratory 

The Teaching Laboratory is located in Room 481, Wilkinson Building of Sydney 
University. Dimensions of the room are 10.6m x 14.0m x 3.0m. The floor is carpeted, 
two walls are brick faced and two other walls composed of glazing and brick. The 
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ceiling is concrete faced and furniture composed of desks, chairs and equipment. An 
omnidirectional loudspeaker was placed at the lecturing position and at a height of 
1 .4m. An artificial head with two microphones in the ears was placed on the desk at the 
centre of the room. 

The subjects spent approximately five to ten minutes on assessing reverberation time in 
each octave band. The results are shown in Table 3.1.1, together with those measured 
by standard recording method. 

3.2 The Office 

The office is located in Room 478, Wilkinson Building of Sydney University. 
Dimensions of the room are 4.0m x 4.4m x 3.4m. The floor is carpeted, two walls are 
brick faced, one wall composed of wooden door and bricks, one wall composed of 
windows and bricks, and the ceiling is concrete. The furniture included wooden desks, 
books, papers and bookshelves against one wall. An omnidirectional loudspeaker was 
placed in the comer of the room, opposite to the door and at a height of 1 .4m. The 
artificial head with microphones installed in the ears. was placed on a desk in the centre 
of the room. The results are shown in Table 3.2.1, together with those measured by 
standard recording method. 

3.3 The Reverberant Room 

The reverberant room is located in the Acoustic Laboratory, Wilkinson Building of 
Sydney University. The dimensions are 5.2m x 6.4m x 4.0m. Twelve pieces of 
fibregl~ss boards (Area: 1.2 m2 each) were distributed on the floor and against 
the walls. An omnidirectional microphone was placed in a comer of the room and at a 
height of 1 .4m. The microphone was located in the centre of the room. 

It was very difficult to simulate the sound decays in the reverberant room by altering the 
parameters of the Yamaha REV7 reverberation processor. The subjects found it hard 
to judge the reverberation times of the room for two reasons, first the sound decays in 
the room were too long and secondly, the electronically produced decays did not sound 
like the sound decays in the room. However, the subjects still estimated the 
reverberation times of the room. The results are shown in Table 3.3.1 together with 
those measured by standard recording method. 

3.4 Discussion 

The reverberation times which were obtained by the subjective method agreed with 

those measured by the standard method to within -:!"0.2s. for the Teaching Laboratory 
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and the office, where the reverberation times were less than 1.5s and a good simulation 
of the room reverberant decay was provided. A higher error was observed when judging 
reverberation times at lower frequencies, especially 125Hz. The subjects found that 
judging reverberation times at 125Hz was more difficult than that at higher frequencies. 
It is probably due to the lower hearing sensitivity and the smaller level differences 
between the beginning and the end of the sound decays at lower frequencies. 

4.0 CONCLUSIONS 

The difference threshold of reverberation times increases for longer reverberation 
times and for lower frequencies of 125Hz and 250Hz. The reverberation times of 

less than 1.5s could be judged subjectively within an accuracy of "±"0.2s by comparing the 

sound decay in the room with the electronically produced decays, providing the room 
reverberant decay is short, the sound decay in the room is relatively linear and the level 
difference between the beginning and the end of the room sound decay is more than 25 
dB. 
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Table 3.0.1 Level differences (dB) between beginning and end of the sound decays in the three rooms at 
each octave band centre frequency 

Octave Frequency (Hz) 125 250 500 1000 2000 4000 

Teaching Lab 37 43 48 49 52 52 

The Office 34 40 43 45 44 43 

Reverberant Room 31 47 67 69 73 72 

Table 3.1.1 Reverberation times (s) of Teaching Laboratory measured by the subjective method and the 
standard recording method 

Octave Frequency (Hz) 125 250 500 1000 2000 4000 

Subject 1 1.3 1.1 0.8 0.8 0.7 0.7 

Subiect 2 1.5 1.0 0.8 0.7 0.8 0.7 

Standard Method 1.4 1.0 0.8 0.8 0.8 0.6 

Table 3.2.1 Reverberation times (s) of the office, Room 478, measured by the subjective method and the 
standard recording method 

Octave Frequency (Hz) 125 250 500 1000 2000 4000 

Subiect 1 0.6 0.6 0.5 0.5 0.5 0.5 

Subiect 2 1.0 0.7 0.6 0.6 0.6 0.5 

Standard Method 0.8 0.7 0.6 0.6 0.6 0.6 
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Table 3.3.1 Reverberation times (s) of the reverberation room, measured by the subjective method and 
the standard recording method. 

Octave Frequency (Hz) 125 250 500 1000 2000 4000 

Subiect 1 2.4 2.8 1.8 1.8 1.8 2.0 

Subiect 2 2.8 2.4 1.8 1.7 1.8 1.9 

Standard Method 2.1 1.9 1.7 1.6 1.4 1.3 
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ABSTRACT 

The paper presents the results of measurements which were made to determine the sound 
insertion losses produced by four different types of preformed thermal pipe insulations 
of Australian manufacture which are widely used to insulate small diameter pipes such 
as those used in building services. Usually, the primary reason for using these 
preformed thermal pipe insulations is to thermally insulate the pipes associated with 
refrigeration and airconditioning systems and to reduce the heat loss from hot water 
pipes. However, airborne sound directly radiated from small diameter pipes can be a 
problem and it is useful to know the sound insertion losses which these preformed 
thermal pipe insulations can produce. Sound intensity measurements have been used to 
determine the frequency dependent insertion losses produced by preformed thermal pipe · 
insulations manufactured from four different materials in three typical thicknesses when 
applied to 25, 51 and 76 mm outside diameter copper pipes carrying turbulent water. 
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1.0 INTRODUCTION 

It is sometimes necessary to attenuate the airborne sound radiated by small diameter 
( < 100 mm) pipes. An example of a situation where it may be necessary to do this is 
with water pipes in buildings. The usual way of attenuating the airborne sound radiated 
from pipes, particularly those used in process industries, is to lag the pipes with porous 
and impervious layers such as fibreglass blankets and metal cladding sheets. Although 
the relatively small diameter pipes used in buildings are often insulated for thermal 
purposes, the insulation is often not of the type used in process industries. Since a wide 
range of preformed thermal pipe insulations for small diameter pipes is available, it is 
obviously convenient to use these products for acoustical purposes if they have 
appropriate acoustical performance. These preformed thermal pipe insulations are 
commonly used for insulating hot water pipes in buildings and pipes associated with 
refrigeration and airconditioning systems. 

Although there are a few publications in the readily accessible literature relating to the 
acoustic performance of pipe laggings, for example, the papers of Hale, Hale et al, Smith 
et al and Loney, these papers are concerned with the performance of laggings of the type 
used in process industries. There are, to the knowledge of the author, no published 
papers in the readily accessible literature relating to the acoustic performance of 
preformed thermal pipe insulations. The purpose of this paper is to present the results of 
measurements which were made to determine the sound insertion losses produced by 
four different types of widely used preformed thermal pipe insulations of Australian 
manufacture, when they are applied to small diameter pipes. 

Frequently, noise problems associated with small diameter pipes arise because of rigid 
connections between these pipes and effective radiating elements such as walls which 
support them. However, it should be noted that this paper is specifically related to the 
problem of attenuating airborne sound directly radiated from small diameter pipes. 

2.0 TEST PROGRAMME 

The test programme involved measurements to determine the 1/3 octave band sound 
insertion losses produced by four different pipe insulation materials of three different 
wall thicknesses applied to three sizes of copper pipe. 

2.1 Materials The preformed thermal pipe insulations used in the tests were of 
Australian manufacture and were made from four different materials. Similar preformed 
thermal pipe insulations are available in other countries. The materials used in the 
products which were tested are described below. 

Material A was a flexible closed cell nitrile rubber vinyl blend which has a density of 
85 to 105 kglm3 and a thermal conductivity of approximately 0.04 W/mK at 20°C. 
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Material B was a flexible closed cell polyethylene foam which has a nominal density of 
55 kglm3 and a thermal conductivity of 0.034 W/mK at 20°C. 

Material C was a rigid closed cell expanded polystyrene foam which has a nominal 
density of 13.5 kg/m3 and a thermal conductivity of 0.038 W/mK at 20°C. 

Material D was a rigid moulded glasswool. It has a nominal density of 85 kg/m3 and a 
thermal conductivity of 0.032 W/mK at 20°C. 

2.2 Pipes Preformed thermal pipe insulations manufactured from each of the four 
materials described in the previous section were tested when applied to hard drawn 
copper pipes of outer diameters 25, 51 and 76 mm. The wall thickness of all pipes was 
0.91 mm. 

2.3 Insulation Thicknesses The materials described in Section 2.1 are used in 
Australia to produce preformed thermal pipe insulations in a range of thicknesses, 
depending upon the size of pipe to which they are applied. The flexible closed cell foam 
insulations are manufactured in nominal wall thicknesses of 10, 15 and 20 mm. The 
rigid closed cell polystyrene foam and glasswool pipe insulations are manufactured in a 
greater range of wall thicknesses than the flexible insulations and wall thicknesses of 25, 
38 and 50 mm were selected for the tests. 

Table I summarizes the combinations of material, pipe diameter and insulation thickness 
which were examined. 

INSUIATION 

MATERIAL 

A 
(Nitrile Rubber) 

B 
(Polyethylene) 

C 
'(Polystyrene) 

D 
(Glas.swool) 

3.0 IBSTRIG 

TABLE I 
COMBINATIONS FOR TEST PROGRAMME 

25mmpipe 51 mm pipe 

Insulation Wall Thickness Insulation Wall Thickness 
(mm) (mm) 

9 13 19 9 13 19 

10 15 20 10 15 20 

25 38 50 25 38 50 

25 38 50 25 38 50 

76mmpipe 

Insulation Wall Thickness 
(mm) 

13 19 

15 20 

25 38 50 

25 38 50 

The basic method used to determine the insertion loss for a particular preformed thermal 
pipe insulation was to measure, in 1/3 octave bands, the average sound intensity level of 
the sound radiated from the pipe with and without the insulation fitted to it. If these 
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average sound intensity levels are denoted Lrw(f) and Lrwo<f), the 1/3 octave band 
insertion losses, IL(f), are given by equation (1). 

(1) 

The essential features of the test rig used to make the sound intensity measurements can 
be seen in Figure 1. 

PRESSURE 
GAUGE 

\ 

INTENSITY 
PROBE 

(ROTATES AND 
ELEVATES) 

NOISE 
SOURCE 

LINED ENCLOSURE 
(2mxlmxlm) 

Figure 1. Arrangement orTest Rig 

WATER TANK 

The pipes which were used in the tests were made to radiate realistic broad band sound 
by exciting them with turbulent internal water flow. The water flow was made highly 
turbulent by passing it through a multi-orifice fitting installed at the lower end of the 
test pipe. It can be seen from Figure 1 that the water was forced through the multi­
orifice fitting and into the pipe by a multi-stage centrifugal pump. The pressure 
upstream of the fitting could be monitored by an accurate pressure gauge. The multi­
orifice fitting was in fact the so-called "installation noise standard" described in ISO 
3822/1 - 1983 'Acoustics - Laboratory test on noise emission from appliances and 
equipment used in water supply installations - Part I: Method of measurement'. The 
significant features of this "installation noise standard" are shown in Figure 2. The 
average sound intensity level of the sound radiated from the bare and insulated pipes 
was determined with 
a Bruel and Kjaer 
2032 analyser. The 
recommendations 
given in the ISO 
Standard on sound 
power measurement 
ISO/DIS9614, were 
followed in making 
these measurements. 
The average sound 
intensity level was 
derived from 30 

Diaphragm ol insert 
(with lour~2.5 holes) 

Figure 2. Details or Installation Noise Standard 
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individual sound intensity measurements made in a radial direction at 60° intervals in 
five equally spaced planes along the central 1000 mm section of the 2000 mm long 
insulated section of pipe which was contained in the lined enclosure. This lined 
enclosure, whose nominal internal dimensions were 2000 mm x 1000 mm x 1000 mm, 
was intended to facilitate the sound intensity measurements by attenuating both the 
ambient sound and the internal reverberant sound. The sound intensity pnJbe was 
located 250 mm from the centre of the pipe. 

4.0 AVERAGE SOUND INTENSITIES FOR THE BARE PIPES AND A TYPICAL 
INSUIATED PIPE. 

The average sound intensity levels of the sound radiated frqm the three bare pipes must 
be known, as shown by equation (1 ), so that the insertion losses produced by the various 
insulations can be determined. It is also necessary that the level of excitation of the pipe 
wall produced by the internal turbulent flow not be changed with and without the 
insulation on the pipe. It was assumed that if the pressure upstream of the orifice did not 
change, the level of excitation would not change. The three average bare-pipe sound 
intensity levels in 1/3 octave bands are shown in Figure 3. An indication of the quality 
of the sound intensity measurements is given by the sound pressure and sound intensity 
spectra shown in Figure 4 which are for the 13 mm nitrile (Material A) applied to the 51 
mm pipe. The 1/3 octave band sound pressure levels are in dB re 2 x 10-5 Pa and the 
sound intensity levels are in dB re 10-12 watts/m2• 
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Figure 3. 1/3 Octave Band Average Bare­

pipe Sound Intensity Levels 

5.0 RESULTS 
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Figure 4. Typical 1/3 Octave Band Sound Pressure 

and Sound Intensity Spectra 

8000 

The insertion losses produced by each of the combinations given in Table I are plotted 
in Figures 5 to 16. 
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Figure 5. 1/3 Octave Band Insertion Losses for 

9, 13 and 19 mm Wall Thickness Nitrile Rubber 
(Material A) Insulation with 25 mm Pipe. 
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Figure 6. 1/3 Octave Band Insertion Losses for 

9, 13 and 19 mm Wall Thickness Nitrile Rubber 

(Material A) Insulation with 51 mm Pipe. 
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Figure 7. 1/3 Octave Band Insertion Losses for 

13 and 19 mm WaU Thickness Nitrile Rubber 

(Material A) Insulation with 76 mm Pipe. 
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Figure 8. 1/3 Octave Band Insertion Losses for 

10, 15 and 20 'mm WaU Thickness Polyethylene 
(Material B) In~ation with 25 mm Pipe. 
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Figure 9. 1/3 Octave Band Insertion Losses for 

10, 15 and 20 mm WaU Thickness Polyethylene 

(Material B) Insulation with 51 mm Pipe. 
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Figure 10. 1/3 Octave Band Insertion Losses for 

15 and 20 mm Wall Thickness Polyethylene 

(Material B) Insulation with 76 mm Pipe. 
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Figure 11. 1/3 Octave Band Insertion Losses for 

25, 38 and 50 mm Wall Thickness Polystyrene 

(Material C) Insulation with 25 mm Pipe. 
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Figure 12. 1/3 _Octave Band Insertion Losses ror 

25, 38 and 50 mm Wall Thickness Polystyrene 

(Material C) Insulation with 51 mm Pipe. 
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Figure 13. 1/3 Octave Band Insertion Losses ror 

25, 38 and 50 mm Wall Thickness Polystyrene 

(Material C) Insulation with 76 mm Pipe. 
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Figure 14. 1/3 Octave Band Insertion Losses for 

25, 38 and 50 mm Wall Thickness Glasswool 

(Material D) lnsulatioa with 25 mm Pipe. 
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Figure 15. 1/3 Octave Band Insertion Losses for 

25, 38 and 50 mm Wall Thickness Glasswool 

(Material D) Insulation with 51 mm Pipe. 
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Figure 16. 1/3 Octave Band Insertion Losses ror 

25, 38 and 50 mm Wall Thickness Glasswool 

(Material D) Insulation with 76 mm Pipe. 
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6.0 COMMENTS ON THE RESULTS 

The most striking feature of the results plotted in Figures 5 to 16 is that the insertion 
losses are generally negative. Thus the fitting of these preformed thermal pipe 
insulations to pipes will generally increase the sound radiated by pipes. The fact that 
larger negative insertion losses are associated with smaller diameter pipes suggests, for 
the following reason, that this effect is associated with the preformed thermal pipe 
insulations being forced to vibrate because of their intimate contact with the vibrating 
pipe. Kuhn and Morley have suggested that a significant component of the noise 
radiated from a pipe is associated with the bending vibrations of the pipe. It can be 
shown that, if a rigid cylinder of radius a is vibrating harmonically at a frequency of f 
Hz with a velocity amplitude of U0 in a medium characterised by p , the density and c 

, the velocity of sound, the sound power per unit length radiated from the cylinder, W, 
is given by equation (2) if ka << 1 where k = 2Jt f/c. 

(2) 

It can be seen that W is proportional to the fourth power of the pipe diameter. Thus if 
50 mm thick pipe insulation is applied tq a 25 mm diameter pipe and the vibratory 
motion of the pipe is transmitted to the outer surface of the insulation without 
attenuation, it would be expected that the acoustic power radiated per unit length would 
increase by a factor 54 = 625 at low frequencies for which ka << 1. Obviously 
significant attenuation of the vibratory motion does occur with practical insulations. 
Otherwise these insulations would be less effective than they are. 

It seems likely that the insertion losses produced by these preformed thermal pipe 
insulations could be improved greatly by arranging for an airspace to be present between 
the pipe and the insulation. A further increase in the insertion losses should be achieved 
by wrapping the insulations with a limp, massive impervious barrier. 
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ABS'l'RAC'.f 

In this paper, the performance of the sound insulation between residential 
units for apartments was surveyed and compared with the design criteria in 
Korea. The effects·related to the Jeaking and flanking of the sound were 
also investigated. 

The Sound Insulation Performance depending on the materials and 
construction methods adopted was also studied in order to propose the wall 
system which satisfies the sound insulation criteria. 
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l . 0 INTR.ODUC'?ION 

Airborne sounds transmitted from residential units in apartments originate 
from TV, audio, video, piano and conversation, through the walls and 
windows. The Sound Insulation Performance (SIP) between residential units 
must be estimated based on the SIP of the walls and well as that of the 
windows Therefore, before the path and the degree of loss of the sound 
transmission are identified, the methods for the sound insulation have to 
be planned. In this paper, the SIP of the walls between adjacent units was 
surveyed for various structures and wall thicknesses. The effect of the 
flanking transmission, and design examples for noise reduction, were 
investigated as well. 

2.0 SIP OF WALLS 

Table 1 represents the sound insulation criterion for the walls between 
residential units in Korea. So the SIP of the wall measured in . the 
laboratory has to be equal to this criterion. 

Table 1 
units 

The sound insulation criteria for the walls between residential 

l/1 octave band freq(Hz) 125 

Difference in SPL (dB) 30 

3. 0 SURWY OJ!' '?BB SIP 01' '?BB WALLS 

3. l O'O'rLINB 01' PRBSZN'l' SUR.WY 

500 1000 SIP 

45 50 D-45 

The Korea, walls between adjacent units in apartment buildings mainly 
consist of concrete structures, and their thickness are about 150 mm to 200 
mm. In this paper, the difference in the SPL between adjacent units was 
measured in several ways. Figure J: represents the model for surveying the 
SIP of various structures and wall thickness, and the effect of flanking 
transmission. 
Measurement was carried out based on the Korean Standard KS F 2809. For 
the assessment of the SIP, measured values in the 1/1 octave band frequency 
were dotted in contour lines based on JIS 1419 related to "the 
classification of air-borne and the impact sound Insulation for buildings", 
and the estimated from the index determine on a 1 dB scale, not from the 
grade related to D which is determined on a 5 dB scale. In this paper, 
this index is termed the Sound Insulation Index (SII). 
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A TYPE 

B TYPE 

C TYPE D TYPE 

Fig. l The models for surveying the SIP 

3.2 Eli'li'ECT OF WALL THICRNESS 

The difference in SPL between adjacent units is 45 in the SII for 150 mm 
wall thickness, and 48 for 180-200 mm wall thickness. These values satisfy 
the SIP criteria in Korea (Sound Insulation Index: 45). , 

The SIP for 150 mm concrete wall is 45, while the Japanese Architectural 
Society suggests 48 for the SII. The main reason for the difference is 
that the sound is transmitted not only though the wall but also through the 
windows installed in. exterior walls. 

Table 1 The SIP of concrete walls between residential main rooms 

The thick- The SIP in l/1 octave band ( dB·) The SII Model The SII 
ness of con measured for measured in 
crete wall 125 250 500 1000 2000 4000 in field survey laboratory 

150m.m 34 39 47 50° 56 60 45 A Type 48 

1801111D 34 42 48 53° 58 61 48 B Type 51 

2001D111 35 41 ° 50 54 58° 63 48 C Type -

The symbol** represents the frequency that determines the SII. 
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The SIPs of walls for wall-slab and Precast Concrete (PC) structures were 
estimated. The wall-slab structure is one of the most popular systems in 
Korea, and recently the PC structure has been adopted due to the advantage 
given by the reduction of manpower. Those structures comprise the joints 
between floors and• walls. The cracks in joints and thin walls may 
influence the SIP. The SIPs for the model structures were estimated in 10 
places. Similar values of the SIP were observed between PC and wall-slab 
structures, although the walls of PC structures are thinner than those of 
wall-slab structures. They also satisfy the sound insulation criterion for 
walls in Korea. 

Table 2 The SIPs of wails for wall-slab structure and PC structure 

I 

The SIP in l/1 octave band ( dB ) SIP -5-I P measur-
Wal 1 structure ! I 

measured in ed in the 
125 250 I 500 1000 I 2000 I 4000 the feild laboratory 

I I I 
I 

! Wall-slab 150MM 34 39 I 47 50 56 60 45 48 
' 

PC 120MM 34 38 I 46 52 59 I 65 45 -
I I 

3.4 l!:Fl!'J!:C'l'S 01!' i'LAN1CJ:NG 'rRANSHISSION 

Three cases are given below to examine the effects of the flanking 
transmission- to the windows in the exterior walls. First, the storage 
partially intercepts t~e flank~ng transmissi~n. Secondl¥, the par~it~on 
partially intercepts it. Thirdly, the-re is no flanking transinJ.s.:,ion 
because the concrete walls between adjacent bathing units have no effect on 
the sound. Table 3 shows the results of the SIP for three cases. The SIP 
between adjacent bathing units is the same as that of the concrete wall 
itself. When the storage or partition partially intercepts the flanking 
transmission, the SIP of them are worse about 1-3 dB than those of the 
concrete walls measured in the laboratory. Table 4 represents how much the 
window effects on the SIP of the wall. The flanking transmission though 
the windows increases, when the window is opened in summer. The SII 
between residential units is 33 for the window opened, while it is 46 for 
the window closed. 

Table 3 The SIPs by the effects of the flanking transmission 

wall thickness 
measurement condition measurement condition 

150!lllll 180mm 200l!llil 

concrete wall in the Lab 48 51 - .Measured in the laboratory • 

Between bathes in A TYPE 48 - - Noflankingtransmission 

Between main bedrooms - - 48 The I ightweight panel intercepts 
in C TYPE theflankingtrasaission in part 

Between main bedrooms 47 48 50 The store house intercepts the 
in D TYPE flanking transmission partially 
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Table 4 The SIPS by the effects of flanking transmission of windows 

Measurement The SIP in l/1 octave band 
condition 

125 250 500 1000 

When the window is closed 31 38 47 52 

When the window is opened 30 34 39 40 
.. 

4.0 DESIGN 11:DMPLES li'OR TBB SOUND IHSULATION 

4.1 SIP ll Pll'VIOUS SI'?CJllION 

2000 

60 

43 

SII 
4000 

63 46 

48 33 

If the compartments between adjacent residential areas have a problem 
related to the SIP, prior to designing of the sound insulation, . the 
transmission path and loss should be fully investigated. Figure 2 
represents one case that has a problem in the SIP. It is realized after 
examining the drawings that this problem was not caused by the poor quality 
of the concrete but by the aperture in the cement block that was adjacent 
to the concrete wall. The SIP of this wall was estimated and compared with 
the criteria in Korea. 

m 

E TYPE F TYPE 

Figure 2 The case that has a flanking transaission path 

The difference in SPL between main bed rooms of the E Type plan was about 
35-40 in the SII, between baby bed rooms of the E type plan about 40-43, 
and between main bed rooms of the F Type plan about 41. 
These SIPs are under the sound insulation criterion and it is considered 
that ·this poor performance is from the flanking transmission caused by the 
aperture. 
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Table 5 SIPs between units at the previous situation 

Measurement Type E TYPE F TYPE The SII of concrete 
wall measured in 

Measurement room Main bed RM Baby rooa Main bed RM the laboratory 

Concrete 150111111 - 40 - 48 

Concrete 180mm 40 43 41 51 
-

Concrete 200mm 35 41 - -

4.2 SIP Ali''?D ~Jm somm INSl:JLUION DlllSIGN 

In the previous section, it was concluded that the leak of sound was mainly 
due to the aperture in the cement block. So the glass wool and gypsum 
board_were added on the cement block, as can be seen in Figure 3, to 
intercept the flanking transmission. 

MAIN BED ROCW 
BABY Roo.t -

'MAIN BED ROCW 

I
. . 1 BABY Rrot -

• d!l 
n-wllll 

MAIN BED ROCW 
BABY RQO.t 

AD • 

Figure 3 The 111ethod of sound insulation at the joints 
of the concrete and the cement block 

The difference in the SPL between adjacent units in the E and F Type plans 
after the glass wool and gypsum board were added was equivalent to 35-47 in 
the SII, as shown in Table 6. Some values of SIP are below the sound 
insulation criterion. This sound insulation design improves the SIP above 
the 250 Hz octave band frequency but the SIP falls off at 125 Hz, which is 
concerned with the resonant frequence domain (frgure 4). The resonant 
frequency of this wall is 127 Hz and it is considered that the resonant 
frequency has an affect on the falling-off of the SIP. 

If one frequency affects the SIP as in the above examples, the SIP of the 
wall needs to be estimated by various methods such as the SII or STC 
number. 
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Table 6 SIPs between units after the sound insulation Design 

Measurement Type E TYPE F TYPE The Sll of concrete 
wall measured in 

Measurement room Main bed RM Baby room Main bed RM the laboratory 

concrete 150u - 40 - 48 

concrete 1800 45 42 44 51 .. 
1; 

concrete 200mm 47 35 - -

80 

70 D-60 

D-55 

60 D-50 

- D-45 
~ -..J 

es 50 -0-40 
C: ·-
Q) 

~ 
I. 40 Q) .... .... 

Q 

30 

20 ------------i----i----------1"""----' 
125 250 500 1000 2000 4000 

l/1 octave band frequency(Hz) 

0 at the previous situation 
II after the sound insulation design 

Figure 4 Difference in SPL after the sound insulation design 

4.3 SIP OF CONCRETE WALLS 

The SIPs of concrete walls in the A, B, c, D Type plans are shown in Table 
7. The SIP of the concrete wall 150 mm thick is 45 in terms of the SII, 
for the 180 mm thick wall 48-49 SII, and for the 200 mm thick wall 48-51 
SII. It is understo'od that the SIPs of concrete walls without any flanking 
transmission are above the sound insulation criterion in these results. 
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Table 7 Difference in SPL between adjacent units of concrete walls 

I 
I 

Measurement Place D TYPE A ,B ,C TYPE The laboratory I 
I 

I 

Concrete 150mm 45 45 (A TYl?E) 48 
I Concrete 180mm 49 48 (B TYl?E) 51 

Concrete 200mm 51 48 (C TYl?E) - I 

5. CONCLUSION 

The SIP between adjacent residential units in Korea is 45-50 in terms of 
the SII. There is no resulting problem to neighbou.rs but some apartments 
have a problem because of not accounting for the sound insulation design. 

No flanking transmission as well as no aperture is desirable to eliminate 
sound leaks. Especially, the cement block wall sh.ould not have an aperture 
even though it has a small area. 

There are several sound transmission paths in apartments. So the methods 
for the assessment capable of evaluating the SIP between adjacent units in 
the field are required for the presentation of its performance in proper 
(one) index. Finally, the method for the assessment by the SII needs to be 
compared with that by the STC number. 
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ABSTRACT 
This paper addresses common acoustic problems associated with high rise buildings. Through the 
use of case studies various control methods are discussed. 

The author condudes that the most common acoustic problems in high rise buildings arise from; 
- inadequate vibration isolation 
- fan instability 
- regenerated noise 
- location of fan coil units in ceiling voids 
- poor location of major equipment external to the building 
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1.0 INTRODUCTION 
I have encountered a number of "classical" building services acoustics problems in over twelve years 
as an acoustic engineer. These "classical" problems result from contravening or ignoring basic 
principles at the design stage. Problems result for the builder, contractor and tenant. Addressing 
these basic principles at the design stage by well qualified engineers could have ensured no extra 
costs would have been incurred and achieved a better result. In "classical" problems that escape 
detection at the design stage, significant modifications are often required with the final outcome not as 
good as it could have been. 

Generally the problems fall into 5 categories; - inadequate vibration isolation 
- tan instability 
- regenerated noise 
- location of fan coil units 
- environmental noise 

2.0 VIBRATION !SOLA TION 
The structure of modern high rise buildings is considerably lighter than they were 25 years ago. 
Consequence that the building is better able to carry structure borne sound. This is clearly noticed in 
how the impact of a hammer on a concrete floor can be clearly audible 1 0 floors below. In a recent 
project the author was required to reduce a noise problem in a court building in which screw 
compressors had been installed directly above a judges office. Initially the noise was NC65 in the office 
with the noise clearly audible all the way down 10 floors to ground level. The chillers had been placed 
on a plinth that was isolated from the main slab with a layer of high density fibreglass, having an overall 
thickness of 300mm. The chillers had been mounted on 25mm TICO cork pads (see figure 1 ). Upon 
initial evaluation it was clear that the main problem was the vibrational energy entering the structure 
through the cork pads. These were changed to 75mm deflection spring mounts and the noise level 
dropped to NC40 (still 10 NC units above specification). A sound.source was used to generate the 
same room sound pressure level as the compressors in the plant room (95dBA). This noise was not 
audible in the room below and showed that the problem was structure borne noise. At this stage all the 
condenser water pipework had spring hangers installed and the room noise level dropped to NC35. 
The final reduction was achieved by placing 35mm thick rubber pads under the spring mounts to 
achieve a level just above NC 30. Throughout this exercise it was clear that the problem was 
insufficient vibration isolation . 

Plantroom 
95 dB( A) 

Cork 
Pads 

High density 
Fi bregla 

Chilled Water pipes 

plllll---------
Compressor 

' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' --lp!ilj!i--lp!ilj!i--~...,...,,...,...r,, ......................................................................................................................... ...,,..,.... .............................. ~, 
' 
' ------"llr-----------dll--1 +=------.......-, 

Judges 
Office NC65 

Figure 1: Compressor located above Judges office 

Other problems experienced with insufficient vibration isolation relate to: 

' 
' 
' 

- ineffective vibration mounts on a toilet extract fan supported from the underside of guest 
room in a hotel 
25mm spring mounts under a 650 kVA generator set located directly above a hotel executive 
suite. In this case the mounts were changed for air bags with the noise level in the room 
changing from 51dB(A) to close to 40dB(A) which was considered acceptable by all the 
parties involved. 
a generator set exhaust pipe anchored onto the under side of an office floor. 
refrigerant pipes mounted with out isolation off a floor slab and with the pipework in some 

instances touching the structural, wall penetrations. The consequence was that this energy 
travelled some 1 Om in the structure and radiated out in the hotel ball room at close to NR48, 
with a clearly distinctive tone. 
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2.1 FAN INSTABILITY 

With the tendency in recent air conditioning systems to go to floor by floor air handling units there have 
been problems associated with noise from air conditioning plant rooms. This noise often breaks out of 
the ductwork and through the ceiling tiles (re figure 2). 

AHU Filter 
Chamber 

Plant 
room 

Sound Breakout 
to room 

Figure 2: Breakout from AHU discharge Ducting 

In some cases the noise is generated by the fan operating in an unstable point on its fan curve. Figure 
3 shows a typical centrifugal fan curve. 

Pressure Point 1 

Volume 

Figure 3 Fan curve showing two range of operations. 
Positon 1 is not a suitable selection position. 

If the fan were operating at point 2, it can be seen that under conditions of normal modulation of air 
volume from say a VAV box or duct damper, that the fan would operate up and down the fan curve. 
However at point 1 the fan has two points on the curve to oscillate from with the tendency to create 
instability within the ian. This is compounded by the fact that the fan as installed is in a very different 
configuration from that in which the test results ware assessed and the fan curve derived. In practice 
due to turbulent discharge conditions a fan will tend to stall earlier than predicted by a standard fan 
curve. This argument also applies to the fan sound power levels which are determined by BS 484. 
Variations can in practice be at least 10dB above the test levels, particularly at low frequencies. These 
factors are very difficult to account for in practice and often a judgement based upon experience is 
required. In general the fan should be installed with at least 2 of the largest duct dimensions clear 
down the duct from the fan and the fan selected with as low a system resistance as possible. In one 
particular case in which this problem was encountered the fan was a 300mm diameter forward curved 
centrifugal fan operating at around 1000 rpm at 3200 I/s against a resistance of 600 Pa. Under this 
condition a noise level of close to NR38 was measured in the office space immediately outside the 
plant room. However at minimum air volume the duty change to around 1200 I/s against a resistance of 
1100 Pa. Under this condition the noise level rose to around NR45 with a dominance of noise in the 
31, 63 and 125 hz bands as shown in figure 4 below. The problem could have been solved by 
changing the method of modulating the air either by controlling the speed of the fan electrically or 
installing a by pas duct between the fan discharge and inlet. In this case for other reasons the fans 
were changed (all 38 of them !) for a larger fan running at a lower speed. 
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Figure 4 : FFT plot of dB / HZ for fan running at 50% flow . 
Note 46 and 68 HZ peaks due to fan instability. 

2.2 REGENERATED NOISE 

Hz 

This is often experienced in a number of forms. The most common is due to turbulent conditions at a 
diffuser or grille or say a return air grille. A commonly experienced condition is the installation dampers 
close to grills in noise sensitive areas, with the effect that if the damper is balanced to give more than 
say a 50Pa pressure drop, regenerated noise level in the room space will exceed NR35. A second 
condition is when ducts are sized to give high velocities with the consequence that turbulent airflow 
occurs and noise is generated at bends and duct branches. The solution with regenerated noise is to 
attempt to either reduce the system air volumes, increase the duct passage areas or reduce the duct 
turbulence. Regenerated noise problems can often occur in flexible acoustic ducting. This ducting 
enables air to be easily supplied in an insulated duct to various ceiling mounted diffusers. The problem 
with flexible ducting is that it can easily be set with sharp bends with the consequence that significant 
levels of noise can be regenerated. A recent case concerned an air-conditioning units ducting 
system in a high rise building. Because of architectural restraints the supply air registers were located 
off the side of the ducts and close to the fan discharge. In this case a level of NASO was achieved 
instead of the design NR37 (re figure 5). 

Wall mounted supply 
air registers 450 Vs each 

CIW I blade b\ncing dampers 

♦ ♦ PLAN VIEW 

, , , 
,' Floor mounted Air conditioiing unit 
',, with vertical dicscharge complete with 

',, turning vanes - , ' , ' , ' , 
\ , 
" 

Figura 5 . Regenerated noise problem due to supP,y air registers too close to bends 
and taking directly off the side wall of theduct . Al the ducts were lined internally 

wilhfbeglass 

As with most acoustic problems regenerated noise is best solved at the design stage; at which time 
with the use of good standard practices the system can be appropriately sized (re ASHRAE Chap 53). 

131 



2.3 LOCATION OF FAN COIL UNITS IN CEILING VOIDS 
With fan coil type air conditioning systems the major advantage is one of flexibility. The FCU can be 
located above the areas where the peak loads are to be relocated as tenancies change. They have 
the disadvantage that they can be noisy and with out careful consideration are likely to cause noise 
problems when above sensitive areas. Typically the noise can come from three locations ( re figure 6): 

- the return air side of the fan, particularly if a ducted system is used 
- breakout from the case of the FCU 
- breakout through the supply diffuser if the diffuser is close to the FCU. 

Flexible Acoustic 
Supply Ducts 

FCU Discharge 
Plenu Fan Coil 

Unit 

Supply Grille 

Figure 6: Fan Coil Unit above ceilig tiles 
Noise Breakout 

FCU Suspended on 
Rubber 

Return 
Air Duct 

With FCU's around 800 Us noise levels can be expected to be close to NR45 to 50 under the unit if a 
lightweight tile is used, the system has a ceiling void return and no special acoustic treatment 
considered. A ducted return can be expected to be close to NR50 to 55 if a short duct is used. From 
the authors experience FCU unit can usually bs used successfully if the following is considered: 

- selecting the fan at low static pressure 
- inaeasing the mass of the ceiling tile 
- placing 50mm fibreglass under the FCU to increase the ceiling absorption 
- using "acoustic" flexible ducting 
- selecting FCU with low sound power levels 
- using a ceiling void return air system with the return air grills away from the FCU. 
- vibration isolation for the FCU from the support slab and any ducting. 

2.4 ENVIRONMENTAL NOISE 
Frequently high rise buildings or retail developments are located near, or adjacent to noise sensitive 
areas. In these cases care must be taken that the services do not create excessive noise levels. 
Equipment such as car park extract fans, air cooled condensers, chillers, cooling towers, and pumps 
are all likely offenders. This problem has been experienced when an apartment air conditioning 
system cooling tower was kx:ated Sm from a residential boundary. In this case the tower was built within 
a 4m high fenced off area which served to effectively reduce the tower noise. However the pumps 
were forgotten resulting in noise levels of around 75dB(A) on the boundary. The problem was solved 
by building the pumps into an acoustic enclosure and installing a 2m high solid fence on the boundary. 

3.0 CONCLUSION 
By: - the application of the basic principles of vibration isolation 

- selecting fans and operating fans in a stable portion of their fan curve 
- restricting duct and grille velocities to predefined values 
- acoustically treating major plant located close to noise sensitive boundaries 
• acoustically isolating hydraulic pipework above sensitive areas 

the majority of the building services noise problems experience by the author could have been 
avoided. · 

Considerable cost could have been saved in the cases refereed to in this paper if sufficient detailed 
acoustic design had been carried out at the design stage. 
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ABSTRACT 

It is very difficult to estimate the propagation of vibration within 
complex :,tructure buildings which is generated by mach-inery and · 
equipments installed in the buildings or generated by trains runing 
along the nearby railway lines. In general, FEM technique has been 
adopted for the analysis of vibration propagation, but it seems to be 
inefficient due to time consumption and cost efficiency. 
In order to acquire the propagation characteristics of vibration, we 
have carried out to the measurements of vibration in many buildings 
using the electro-dynamic shaker as a source of vibration. 
The results show that the vibration propagation characteristics have a 
definite tendency on attenuation. 
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1, INTRODUCTION 

There are a number of subway lines under the ground at the cities in 
Japan. The vibrations caused by these subway trains often travel into 
the nearby buildings. Furthermore, in recently-build buildings, 
structural frames become more and more light and thin, in order to 
reduce the weight and cost of construction. 
These building constructions are more sensitive against the vibration 
generated by railway trains or machinery and equipments installed in 
buildings. For the prediction and vibration control of vibration or 
structure-borne noise in buildings, it is :;:iecessary to arrange the data 
banks on the vibration propagation characteristics in buildings. We 
have measured the propagation characteristics of vibration in these 
buildings using the electro-dynamic shaker as a s~mrce of vibration. 
The measured values show that the attenuation of vibration energy with 
distance from excitation point has a definite tendency. That is, the 
attenuation of vibration energy through the building structures is 
represented by geometrical diffusion and internal dissipation in 
materials, just similar to the case of travelling waves in the infinitely 
homogeneous solid body. 
In this paper, investigations into the propagation characteristics of 
vibration in two buildings, one of which extends in the horizontal 
direction and the is high in the vertical direction, are described. 

2, MEASUREMENT 

The outlines of two buildings are shown in Fig.1 and Fig.2. A-building 
has a three stories, reinforced concrete structure and B-building has 23 
stories steel-framed reinforced concrete structure. Floor slabs in both 
buildings are excited by the method of a sine-sweep excitation using the 
electro-dynamic shaker and 1/3 octave-band acceleration levels are 
determined from the sweep-averaged acceleration that is synchronized 
with exciting force of the shaker by FFT analyzer. 

excitation point measurement points 

Fig. l Position of an excitation point 
and measurement points for A-building 

(third floor plan) 

3, PROPAGATION CHARACTERISTICS 

Attenuations of vibration energy with distance from excitation point 
are shown in Fig.3 and Fig.4. These results show some common features. 
Firstly, attenuations vibration energy is closely related to the 
distance from excitation point. Secondly, at high frequency regions, the 
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decrease in level per unit of 
distance is more than that for 
low frequency regions. 
If the propagation of vibration 
energy through building 
structures is assumed to be 
similar to the traveling wave in 
the infinite solid body, amplitude 
of vibration at some distance 
from a vibration source can be 
represented by geometrical 
diffusion and internal viscous 
damping, as shown in the 
following equation; 

1l = 1l e -ar r-n s (1) 

where u is amplitude at distance 
r(m) from source and us the 
amplitude at the source. 
a and n are internal damping 
factor and geometrical diffusion 
factor, respectively. Equation(l) 
is rewritten in terms of the 
distance from vibration source ro 
and Ti as follows. 

ui = e-a(ri-ro) l/ Ti)- n (2) 
uo ro 

where u i/uo is the ratio of 
amplitudes at TO and ri. 
Equation(2) becomes expressed by 
vibration acceleration level. 

Li=Lo-Nlog( ri l-M(Ti-To) (3) 
TOI 

where L i and Lo are vibration 
acceleration levels at distance 
Ri and RO, and N=lOn and 
M = a toge denote geometrical 
diffusion coefficient and 
internal viscous damping 
coefficient respectively. In case 
of A-building, by using the 
measured values and Eq.(3), M and 
N values are obtained by least 
square method and shown in 
Table.l(a) and· curved lines in 
Fig.~. 
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Fig.3 Attenuations of vibration in A-building and 
regression curves by method of least square 
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However, there are two core 
systems in this building. These 
sections of core systems have 
high impedance compared with 
other sections. The existence of 
these sections are not 
appropriate for assumption of 
Eq.(3). Accordingly, vibration 
level at core sections corrected 
by use of the difference of 
driving point impedance between 
core system floor and other 
sections floor. :'<1 and N values 
calculated from corrected 
measured values are shown in 
Table;l(b) and dotted lines in 
Fig-?. This results are somewhat 
small standard deviation of N 
value compared with Table.l(a). 
As shown in Table.l(b), 
N=21.4 (averaged value). If the 
geometrical diffusion in building 

Q.) 

.::: 
'c,j 
0 ., 
i:i: l0dB 

...I 

500Hz ·-----.. 

~ .. .. , 
~ • 

• attenuation levels 

- regression curves 

3 5 7 10 20 30 50 70 100 200 

Distance from exitation point(m) 

Fig.4 Attenuations of vibration in B-building and 
regression curves by method of least square 

constructions corresponds to the diffusion in the infinite solid bodies, 
theoretical value is N=20. 
The experimentally obtained average N value may be seen to be in good 
agreement with the theoretical value. On the other hand, internal 
viscous damping coefficient M depends on the frequency as shown in 
Fig.5. 

Table.1 Calculated N value for A-building. 

Frequency(Hz) 16 20 ZS l l. 5 40 50 63 80 100 125 160 200 250 315 400 500 Std-<iev. Ave, 

(a) N 2s., 25.4 24. 0 25.3 23.S 24. 9 34. 2 27.7 20.7 17.7 9.8 19.5 19.2 22.0 14.5 ZZ.8 5.6 22. 3 

(b) N 21. 8 zz.o 22. 3 23.0 21.4 23.S 33.0 26.2 20. 7 18.9 10. S 21. 0 19.S 22.014.SZt.7 4. 8 21.' 

The relation between M and a in Eq.(1), expressed in terms of frequency, 
is written as 

M=a✓f (4) 

The measured value M is represented approximately by Eq.(4) and a may 
be nearly equal to 0.03. Cremer[2] gives decrease in level with distance 
for bending waves as 

6. L B = 4. 341l TJ 6. X / A 8 (5) 

By use of loss factor n(concrete, n=0.004-0.007) and thickness of 0.12m 
one can rewrite Eq.(5) in terms of frequency fas 
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D. L 8 / D. x = 0. 025~0. 0350 (6) 

From Eq.(6), the a value becomes 0.03 in case of the concrete materials. 
In the same way, in case of B-building, M and N values are obtained by 
least square method as shown in Table.2(a) and curved lines in Fig.2. 
The experimentally obtained N values are different from results of 
A-building. However, above l00Hz, the frequency characteristics of M are 
in good agreement with the calculated a values as shown in Fig.6. 
These disagreement of N values may be caused by the difference in 
geometrical diffusion because of the fact that the excitation point is 
situated in the underground floor slab, and the attenuation of levels in 
vertical direction is larger than that in horizontal direction. At 
present, it is difficult to make clear the vibration propagation 
characteristics quantitatively in this case. 
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Fig.6 Calcurated M value for B-building 

Table.2 Calculated N value for B-building. 

Frcquency(Hz) 16 20 25 31.5 40 50 63 80 100 125 160 200 250 315 400 500 Std-dev. Ave. 

N - -11.2 -41.4 -12.1 8.5 4.7 10.3 4.7 -s 7.6 8.9 4.3 15.45 -0.54 

4, CONCLUSION 

In case of a point excitation in buildings, the attenuation of vibration 
energy shows a definite tendency on attenuation. If the structure of 
buildings has continuous same sections like a geometrical uniform 
diffusion, it is possible to estimate the approximate attenuation of 
vibration levels. However, this attenuation of level is different from 
between vertical direction and horizontal direction. 
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ABSTRACT 

Time-varing spectrum analysis is performed on Pyeon-kyeong; one of the Korean 
traditional percussive musical instruments. The fundamental frequency of Pyeon-kyeong 
is important because· it is used as a tuner when playing Dang-ak; a kind of Korean 
traditional musical forms. Therefore, the measurement of Pyeon-kyeong's fundamental 
gives the basis on the research of the entire Korean traditional music. 

Pyeon-kyeong is composed of sixteen hard stones, usually made of jadite, each of 
which is shaped in the Korean letter 11 7 11

• Pyeon-kyeong is played by striking them 
with a mallet tipped with the horn of a cow. 

In our experiment, time variant spectra of Hwang-jong-kyeong's tone corresponding to 
C5 of the piano , are computed and analyzed by using short time FFf with ten Pyeon­
kyeongs manufactured in different periods. Also, the influence of the striking point 
upon the spectra is examined. Such results may be used to alter the mechanical 
structure of Pyeong-kyeong for the improvement of its timber and playing method. 
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1.0 INTRODUCTION 

The research on the musical instrument by the analyzing the spectrum of its sound has 
been done by many scientists for a long time and considerable results have been 
reported. With those significant results, many studies on the development and the 
improvement of its form and sound have been accompanied, and they have contributed 
to the progress of musical instrument. Also, such theoretical studies has been applied to 
the western musical instruments from the early times. But the application of these 
analyses on the eastern musical instruments did not begin till several researchers had 
interests on the eastern musical instruments recently. 

In the case of Korean traditianal musical instruments, there is littk works done on 
analysis of the spectra of them. Therefore, a full-scale spectrum anslysis on the entire 
Korean traditional musical instruments is needed because it gives the basis to 
understand the Korean traditional music. To begin with, tl}e study on Pyeon-kyeong has 
attracted more attention because it makes an important role in the Korean traditional 
musical form,"Dang-ak" - because its fundmental tone, "Hwang-jong-eum", is used as 
the reference when tuning the tone of other Korean traditional musical instruments. 

2.0 THE PYEON-KYEONG 

Generally, the Korean traditional music is classified by two parts; 'Hyang-ak' and 
'Ah-ak'. As a kind of Ah-ak, 'Dang-ak' which was impurted from China in earlydays 
makes an important role in the music played at the Royal Court. Pyeon-kyeong, the 
stone chimes, is the melodic instrument and has been used ever since it was imported 
from China during Koryo dynasty. Nowadays it is played in Confucian and royal 
ancestral shrine music. Pyeon-kyeong is important in Korean traditional music because 

a) b) 

Fig. 1 a) The front view of Pyeon-kyeong. 
b) The size of Kyeong, one of the sixteen bent stones which compose 

Pyeon- kyeong and a mallet. 
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the sound of Hwang-jong-kyeong is used as a tuner when playing Dang-ak. Pyeon­
kyeong consists of a set of sixteen hard stones, usually made of jadite. Each of them is 
arr;mged by two upper and-lower lines according to the order of tones as shown in fig 
1 (a). Each stone called 'Kyeong' is bent in the shape of the Korean letter "7 ", or an 
inverted letter "L" also shown in fig. l(b). The both arms of the bent stones have 
different sizes. Also, the ratio of the longer side to the shorter side of each stone, 
Kyeong, is different acording to the tone. For Hwang-jong-kyeong, the stone which 
produces the tone of 'Hwang-jong-eum', the longer side of it is long as one and a half 
times as the other side. Pyeon-kyeong is played by striking the lower end of the longer 
side of each stone with a mallet tipped with the horn. When munufacturing Pyeon­
kyeong, if one of the Kyeongs produces too high tone over the correct one, the 
manufacturer makes its thickness thin by grinding it. li too low, he makes the longer 
arm shorter by grinding the end of it. 

3.0 EXPERIMENT AL MEASUREMENTS 

For ten kinds of Hwang-jong-kyeongs, the signals were analyzed by using the short­
time Fourier transform(SFT) in order to decide the fundamental frequency as the 
reference when tuning the Korean traditional musical instrument and to understand the 
characteristic of Pyeon-kyeong including the influence of the different striking point on 
the spectrum. 

The sounds were recorded by means of an AKO 414EB condenser microphone and a 
Teac X-2000 reel tape recoder in the recording room of the I.M.C.(Instructional Media 
Center) of Seoul National University. The reverberation time of the recording room 
was 0.2 seconds. The signal went from the microphone to the recorder and recorded on 
the digital audio tape, DENON DTR-lO0P. Each Hwang-jong-kyeong was set up with 
a microphone suspended 0.5m from the struck side of it in order to maintain a high 
signal-to-noise ratio, while at the same time minimizing other noise elements 
originating in the instrument itself. This microphone was on an axis perpendicular to 
the face of Hwnag-jong-kyeong. For the accuracy of the recording, the sound of the 
same Hwang-jong-kyeong was recorded three times by striking it the same number of 
times. The recorded signals were replayed and became the input to TMS320 digital 
signal processing board through the analog-digital converter and analyzed by using 
FFL The signals were sampled at 40KHz and windowed by rectangular window of 
2048 points (51.2ms). But, as usually at the transient period the frequency spectrum of 
Pyeon-kyeong is considerably complicated, so it is difficult to find the tone frequencies 
against the noise band because the meaningful partial frequencies are not dominant 
over the noise, sometimes. So we made time-frequency analysis by using SFT to 
determine the fundamental frequency and partial frequencies which last for a long time. 
Also, with those data obtained from the time-frequency analysis, the decay rates of the 
fundmental frequency and the partials were easily calculated. These data such as the 
fuandamental frequency and partials, sound pressure level, decay rates are important to 
synthesize the Pyeon-kyeong sounds. 

Also, for one of several Hwang-jong-kyeongs, in order to know the influence of 
striking point on the spectra, we examined the three different kind of spectra with 
changing the striking points; the lower end of longer side( correct point), that of shorter 
side, and the connecting point of both sides which were named A,B, and C as shown in 
fig. 1 (b) 

4.0 RESULTS AND DISCUSSION 

Hwang-jong-kyeong's signal is very complicated at the beginning of the sound. As 
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Table 1. The frequencies of the partials. 
a) when striking the point A. 
b) when striking the point B. 
c) when striking the point C. 

PK#l PK#2 PK#3 PK#4 
[Hz] avg avg avg avg 

1st Freq 527.30 537.10 532.20 537.10 
2nd Freq 786.10 766.60 805.70 766.60 
3rd Freq 1226.00 1255.00 1240.00 1255.00 

(a) 

PK#l PK#2 PK#3 PK#4 
[Hz] avg avg avg avg 

1st Freq 527.30 537.10 532.20 537.10 
2nd Freq 786.10 766.60 805.70 766.60 
3rd Freq 1226.00 1255.00 1240.00 1255.00 

(b) 

PK#l PK#2 PK#3 PK#4 
[Hz] avg avg avg avir 

1st Freq 527.30 537.10 532.20 537.10 
2nd Freq 786.10 766.60 805.70 766.60 
3rd Freq 1226.00 1255.00 1240.00 1255.00 

(c) 

time passed, the signal becomes approximately pure sine wave which determines the 
tone of Hwang-jong-kyeong. Table 1 shows the fundamental frequencies and the partial 
frequencies of four samples among ten Hwang-jong-kyeongs. Although they were 
made in different periods, their fundamental frequencies which represent the tone of 
each Hwang-jong-kyeong range from 527Hz to 537Hz. The average of the 
fuandamental frequency is 532.2Hz. Their second and the third partial frequencies also 
have the similar value to each other. Also, though striking the different points for the 
same Hwang-jong-kyeong, the fundamental frequency and the partial frequencies are 
the same. These frequencies contribute to the tone colour of the musical instrument. A 
half of average fundamental frequency is 266.1 Hz and this value corresponds to 
middle C of piano in western music. Actually that value makes a role of the reference 
when tuning other instruments in Dang-ak. Maybe the reason that the fundamental 
frequency of Hwang-jong-kyeong is set up at twice as high as that of the reference is to 
preserve Pyeon-kyeong for a long time against the fragility by making its width 
sufficiently thick. 

However, not only for each different Hwang-jong-kyeong but also for the each 
different striking point of the samewhat Hwang-jong-kyeong, the decay rates are some 
different Table 2 shows the results for several Hwang-jong-kyeongs. For the former 
case, the difference of the decay rates result from that of the damping loss between 
them. The difference of the damping loss may be caused by the difference of the time 
when they were manufactured. But, for the latter case, the difference of decay rates 
may be caused by the difference of the dominant modes. In other words, according to 
the striking points, which arm of the bented stone produces the modes more efficiently 
is determined. From the table 2, we can find the interesting phenomena. In the case of 
the fundamental frequency and the second overtone, the point A makes them last 
relatively longer than the point B or C. On the contrary, the first overtone lasts longer 
when the point C was striken. Although the precise structural analysis is required, the 
first and the third partials seem to be related to the longer arm of the Hwang-jong-
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Table 2. The decay rates of the partials. 
a) when striking the point A. 
b) when striking the point B. 
c) when striking the point C. 

decay rate PK#l PK#2 PK#3 PK#4 
[dB/sec] avg avg avg avg 
1st Freq 22.67 27.72 37.96 26.87 

2nd Freq 67.76 42.46 47.13 41.70 
3rd Freq 69.73 66.25 108.87 66.93 

(a) 

decay rate PK#l PK#2 PK#J PK#4 
[dB/sec] avg avg avg avg 
1st Freq 23.59 26.28 37.22 25.93 

2nd Freq 63.06 41.29 49.59 40.76 
3rd Freq 69.92 65.84 101.41 52.72 

(b) 

decay rate PK#l PK#2 PK#3 PK#4 
[dB/sec] avg avg avg avg 
1st Freq 23.31 27.46 41.62 27.08 
2nd Freq 44.62 37.17 55.72 40.68 
3rd Freq 92.28 69.64 107.85 72.22 

(c) 

kyeong and the second partial to the shorter. Fig. 3 shows the rapid decay rate of 
the fund.mental to other overtones when striking the shorter arm of Kyeong. It may be 
also corroborative of Jhe above assumption. In addition to that, the ratio of the first 
partial to the second is.almost same as that of the length of both arms, i.e. 1.5: 1. It 
makes us interested. These phenomena may give the clue to understand the acoustical 
structure of Pyeon-kyeong. Meanwhile, Fig.2 and fig. 3 represent how the change of 
the striking point gives the influence on the spectrum of Hwang-jong-kyeong. As 
shown in the spectrum, the peaks of the partial frequencies were observed as if &lie two 
kind of spectra overlaped together. From the results shown above, we could say that 
the vibration modes of Pyeon-kyeong are explained as those of two vibrating plates. 
One end of the one plate is attached to that of the other with an angle, where the 
joining point acts as a node. Also fig. 2 and fig. 3 shows that the sound of the point B 
or C is qualitively bad because the overtones last comparatively long time compared to 
the fundamental after considerable time passed. This phenomenum gives bad affection 
to the tone of Pyeon-kyeong. 

5.0 CONCLUSION 

The average value of the fundamental frequencies of ten Hwang-jong-kyeongs, which 
determine the tone of each Hwang-jong-kyeong was 532.2Hz. Hwang-jong-kyeong is 
the one of the sixteen bent stone of Pyeon-kyeong. A half value of it was 266. lHz and 
this value is similar to that of middle C of piano. As other musical instruments are 
tuned to this value as a reference on playing Dang-ak, it is important to understand the 
Korean traditional music. 

As well as the fundainental frequency, the overtones were similar between those Hwnag-
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jong-kyeongs though the era when they were made was different each other. But the 
decay rates of them were different and it implies that the damping losses of them are 
different, which may be caused by the fact that they were manufactured in different 
periods. 

When the striking points changed for the same Pyeon-kyeong's Hwang-jong-kyeong, 
the observed spectra showed different characteristic. This is caused by the change of 
the modes which are produced efficiently according to where the striking point is. 
From the spectra at the steady state and the time varying spectra of the sound, the 
sound produced when striking the lower end of the longer arm lasts long and its 
fundamental frequency remains strong compared with other overtones. 

Finally, from the spectra' of them, the vibrating modes of Pyeon-kyeong may be 
explained as thees of two attatched plates which have the node at their joint point, 
although more analysis on the structure of Pyeon-kyeong is required. 
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Fig. 2. The spectra of Hwang-jong-kyeong at steady state (0.5sec. after striking). 
a) when striking the point A. 
b) when striking the point B. 
c) when striking the point C. 
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THE ACOUSTIC ABSORPTION OF SOME STAINLESS STEEL WIRE PACKINGS 

C.A. Garson 
Sugar Research Institute, Mackay 

B.L. Manser 
WBM Pty. Ltd., Brisbane 

ABSTRACT 

The performance of conventional, fibrous acoustic packings can 
be quickly degraded by the service environment in some 
applications. The acoustic absorption of two stainless steel 
wire products has been investigated with a view to their use as 
acoustic packing in steam exhaust silencers in raw sugar 
factories. The results obtained indicate that the stainless 
steel wire products should be effective packings for absorptive 
silencers. However, the amount of packing required to achieve 
an acceptable level of acoustic absorption is such that the cost 
of the stainless steel wire packing is much greater than that of 
conventional packings. This is considered likely to make 
silencers incorporating stainless steel wire packings uneconomic 
for routine applications such as steam exhaust silencers in 
sugar factories. There may be other applications in which the 
extended life of stainless steel wire packing would outweigh the 
greater initial cost. 
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1.0 INTRODUCTION 

The process of making raw sugar from sugar cane involves 
squeezing and washing the juice from the fibrous part of the 
sugar cane plant and then concentrating the juice under vacuum 
until crystallisation can be induced under controlled 
conditions. The resultant sugar crystals are separated from the 
molasses in a centrifuge. After separation of the juice, the 
fibrous part of the sugar cane plant is used as fuel to produce 
high pressure steam for motive power. The low pressure exhaust 
steam from the steam turbines is used for process heating. The 
details of factory operation are such that the venting of low 
pressure steam to atmosphere is relatively frequent. 

Absorptive silencers are used to control the noise from these 
steam vents. The packing normally used in these silencers is 
industrial fibreglass blanketing protected by a facing of 
perforated steel sheet, woven steel mesh and a layer of 
fibreglass tape. Experience indicates that this arrangement has 
an effective life of less than five years because of 
deterioration of the fibreglass packing. 

2.0 SCOPE OF INVESTIGATION 

The work presented in this paper involved an investigation into 
the feasibility of using stainless steel wool packings in the 
absorptive silencers fitted to steam vents in sugar factories. 
It was anticipated that the stainless steel would have an 
effective life considerably longer than that of fibreglass. 

Specifically, the investigation sought to identify sources of 
stainless steel wools and quantify the acoustic performance of 
those products that might be suited for use as absorptive 
packing in steam silencers. A preliminary evaluation of cost 
effectiveness was also desired. 

3.0 RESULTS AND DISCUSSION 

Only two stainless steel wool products likely to be effective as 
packing materials were identified. Tests were conducted on 
samples of each of these stainless steel wool products and on a 
sample of fibreglass blanket for comparison. The three 
materials have been designated A, B and C in this paper. 
Details of the products were as follows: 

Material A. This was a flexible fibreglass blanketing typical 
of the materials usually used by sugar factories to pack 
steam silencers. The material tested had a nominal, 
uncompressed thickness of 50 mm. 

Material B. 
sock of 
product 
section 

The form of this material was a continuous knitted 
stainless steel wire. The wire from which this 

was knitted was approximately rectangular in cross­
with dimensions of 0.4 mm x 0.1 mm. 

Material C. This material was in the form of small, individual 
pads of entangled stainless steel wire. The wire from 
which these pads were formed was also approximately 
rectangular in cross-section but with dimensions of 0.4 mm 
X 0.05 mm. 

To quantify the absorptive performance of the various materials, 
normal incidence absorption coefficients were determined. This 
was done by the Department of Mechanical Engineering, University 
of Queensland using impedance tube apparatus. The absorption 
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coefficients were measured at octave band centre frequencies 
with 1/3 octave filtering for various arrangements of each of 
the packing materials. A facing of perforated steel sheet (2 mm 
thick sheet with 3 mm diameter holes at 5 mm staggered spacing), 
woven stainless steel gauze (0.5 mm aperture, 0.28 mm diameter 
wire) and a layer of fibreglass cloth tape (for the fibreglass 
blanket only) was used in the tests. Where the test geometry 
involved an air gap behind the packing, a similar facing was 
used to restrain both sides of the packing. These facings are 
typical of those used in actual silencers in sugar factories. 

Two series of tests were carried out. 
turn below. 

These are described in 

3 .1 Test 1. Absorption coefficient tests were carried out on 
the following arrangements in the first series of tests: 

One layer of the fibreglass blanket 
to a thickness of 40 mm (bulk 
60 kg/m3

) • 

Two layers of the fibreglass 
compressed to a thickness of 
approximately 60 kg/m3

). 

(material A) compressed 
density approximately 

blanket 
80 · mm 

(material A) 
(bulk density 

An 80 mm thickness of the knitted stainless steel product 
(material B) packed to bulk densities of 100 kg/m3 (lightly 
compressed), 270 kg/m3 (an intermediate bulk density) and 
330 kg/m3 (approximately the highest bulk density that could 
be achieved when packed by hand). 

An 80 mm thickness of the stainless steel pads (material C) 
packed to bulk densities of 2 60 kg/m3 (lightly compressed) 
and 380 kg/m3 (approximately the highest bulk density that 
could be achieved when packed by hand). The bulk density 
of these pads when unconstrained was greater than 100 kg/m3 

so no test could be done close to that density. 

The results obtained are shown in Figure 1. 
be noted from inspection of the figure: 

Several effects may 

As expected, the greater thickness of fibreglass blanket 
had a beneficial effect on sound absorption, particularly 
at the lower frequencies. 

The high frequency absorption (8000 Hz) of all 
materials was good. This was also expected since 
frequency noise is relatively easy to absorb. 

the 
high 

The performance of the stainless steel pads (material C) 
was clearly superior to that of the knitted stainless steel 
product (material B) at the mid frequencies. Since sound 
absorption at lower frequencies normally increases with 
increasing flow resistivity of the packing material, it is 
instructive to consider this response in terms of flow 
resistivity and the influence of fibre diameter (Beranek) . 
The same flow resistivity could be achieved at lower bulk 
density if stainless steel wool comprising wires of smaller 
cross-section were available. This might impact greatly on 
the economic viability of using stainless steel wool 
packings. 

The absorption of the stainless steel products generally 
improved with increasing bulk density. This is consistent 
with the expectation of a higher flow resistivity with 
increased bulk density. 
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A second set of tests was subsequently car:i:-ied out as a result 
of the findings from Test 1. 
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Figure 1. Normal Incidence Absorption Coefficients of Various 
Packing Materials and Arrangements. 

3.2 Test 2. Only material C was evaluated in the second set of 
tests because it appeared the more promising of the two 
stainless steel wools. Two physical arrangements of this 
material were evaluated at the bulk densities of 260 and 
380 kg/m3

• The arrangements tested were as follows: 

A 50 mm thickness of the material. This was done to 
investigate the loss of performance with thickness of the 
layer of packing. 

A 50 mm thickness of the material backed by a 30 mm air 
gap. This was done to examine the significance of any 
improvement in absorption performance associated with 
introduction of the air gap. 

The results from the second set of tests are presented in 
Figures 2 and 3 for the bulk densities of 260 and 380 kg/m3 

respectively. Results from the first series of tests for an 
80 mm thickness of the fibreglass blanket (material A) and 80 mm 
of the stainless steel pads (material C) have been reproduced in 
Figures 2 and 3 for comparison. 

Inspection of Figures 2 and 3 reveals the following features: 

Reducing the thickness of the packing from 80 mm to 50 mm 
resulted in generally degraded performance. 

Incorporation of a 30 mm air gap behind a 50 mm thickness 
of the packing increased the absorption performance below 
2 000 Hz to a level almost as good as that achievable with 
80. mm of the packing. 
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Comparison of Figures 2 and 3 reveals that for material c, 
performance of the more tightly packed material was generally 
superior at the lower frequencies for all arrangements of the 
pac_king. However, the performance of material C did not 
approach that of 80 mm of the fibreglass blanket (material A) at 
the lowest frequency for any of the arrangements investigated. 

3.3 Cost Comparison. For the purposes of the cost comparison, 
it was assumed that a 100 mm thickness of material C packed to a 
bulk density of 380 kg/m3 would offer the same acoustic 
performance as 100 mm of fibreglass blanketing. A cash flow 
comparison of these two packings was performed for a silencer of 
0.6 m internal diameter and 3 m length. 

The life of a fibreglass packed silencer was assumed to be three 
years at which time it would require repacking. This was 
thought a conservative assumption with regard to justification 
of the use of stainless steel wool packing. It was further 
assumed that a silencer packed with stainless steel wool would 
require no maintenance at all during the period of interest. 
Estimates of the required rate of return, inflation and cost of 
repacking a silencer were also made. 

On the basis of the assumptions made, the "break even" period 
for the silencer packed with stainless steel wool as opposed to 
the usual fibreglass blanket was calculated to be about 15 
years. 

4.0 CONCLUSION 

The results obtained during this investigation indicate that a 
packing material of commercially available stainless steel wool 
can exhibit good sound absorption P~Fformance when an 
appropriate fibre size, packing thickness and bulk density are 
selected. Stainless steel wire products thus represent a real 
alternative to conventional fibreg_lass packings for applications 
in which fibreglass packings degrade rapidly. 

It is envisaged that a packing material of stainless steel wool 
would suffer minimal degradation in a sugar factory steam 
exhaust silencer. Conventional fibreglass packing can have a 
life of only three years in this environment. 

The material cost of the stainless steel packing has been found 
greater than that of fibreglass of equivalent absorption by a 
factor of about 20. A cash flow comparison has shown that 
stainless steel wire packing would most likely be considered 
uneconomic for routine silencer applications in sugar factories. 
However, there may be other industrial applications in which the 
extended life of a stainless steel wire packing does outweigh 
the greater initial cost. 
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'SOUND ATTENUATION OF DUCTS WITH V-WEDGE SOUND ABSORBENT 
MATERIALS 

Rod Satory 
Satory Acoustic Services 
NEW ZEALAND 

Wu Qunli 
Satciry Acoustic Services 
NEW ZEALAND 

ABSTRACT 

There are a number of shortcomings in the usual design 
for the normal sound absorption in ducted systems. One 
of the most disturbing aspects in the design of such 
absorption systems is the limitations of maximum 
absorption in the length of the treatment. It is true 
that this limitation no longer exists if there is a 
velocity difference across the duct. 

Our original redesign of a duct was to put all of the 
absorption on one side of the duct which extended the 
useful length of duct absorption in a relatively infinite 
way. The other changes we were able to achieve with this 
absorption on one side of the duct was to affect a much 
less expensive system for an absorption design. 
Practical designs can be affected that achieve absorption 
for something like one tenth of the production cost of 
the duct design. 

Cost savings are to a significant extent affected by the 
low cost mounting system but there are savings available 
even though one of our designs that deal with erosion 
problems and high velocity systems is used. 
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1.0 SOUND ATTENUATION OF DUCTS WITH V-WEDGE SOUND 
ABSORBENT MATERIALS 

In an effort to treat sound absorption in ducts using the 
most economical method available the Authors have 
discovered that the treatment along one side of a round 
duct is very effective, inexpensive to mount and loses 
little in effectiveness with length. A formal test was 
conducted using British Standard 4718 as the test guide 
which confirmed the Empirical data from the field. 

Amongst the vqriables checked using a standard V-Wedge of 
Polyurethane foam installed along one edge of the duct we 
varied the wedge for size, length and material. The duct 
was tried as a square duct, round duct, and different 
size of duct. 

i----------1/ 
I 

I 

1/60 -
l¾Df 

r---"---'--"--'C......:._.(..._,;_.....__.'---"~ 

l 

FIGURE 1: Round duct with V-wedge 
sound absorbent material. 

The V-wedge used for Sound attenuation is shown in Figure 
l covering 6.3 percent of the cross-sectional area of 
various diameter ducts. It is normally accepted that the 
sound attenuation levels increase with higher effective 
frequencies as the diameter of the duct decreases, (see 
Figure 2 on next page). 

It is interesting to note that the sound attenuation is 
still very effective up to 8000 Hz. 
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FIGURE 2. Effect of Duct Size on Sound Attenuation 
(Duct diameter shown in mm above) 

We get two peaks on each sound attenuation curve. The 
second peak can be greater than the first one and the 
effective frequency band of the attenuation is broad . 
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FIGURE 3: Percentage of Foam Varied 
(200 mm diameter duct) 

It is shown in Figure 3 that sound attenuation changes 
with the percentage of the cross-sectional area used for 
Sound Absorption. (S.A.) 
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As the percentage increases, the maximum attenuation 
increases and the attenuation at low frequencies is 
increased. There is 14 dB additional attenuation at 1250 
Hz by simply adding a second (12.6% of the cross-section 
area) V-wedge (Fig 2) and we get 16 dB additional 
attenuation at 800 HZ by redoubling the size of the 
v-wedge which is an effective way to achieve low 
frequency attenuation. 

Note the broad band attenuation curve between 1000 and 
8000 Hz. Comparing these two treatments, the attenuation 
curves shown in Figure 3 have narrow peaks at low 
frequencies and the curves in Figure 4 have broad peaks 
with more high frequency attenuation. 
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FIGURE 4: Percentage of Foam Varied 
(300 mm diameter duct) 

2.0 SOUND ATTENUATION OF VARIOUS DUCT LENGTHS 

8CIJO 

Previous data for rectangular lined ducts indicate that 
as duct length increases, additional attenuation at low 
frequencies can be achieved, while attenuation at high 
frequency quickly reaches the condition where little 
additional sound energy is absorbed. In the case of the 
V-wedge duct system, data in Figure 5 (see next page) 
indicates that the high frequency attenuation continues 
to increase when increasing the length of the V-wedge 
duct. The results show that we get 18 dB attenuation at 
8000 Hz when using a 4 metre V-wedge in a 200 mm diameter 
duct. As expected, the low frequency attenuation is 
proportional to the length of the V-wedge duct. 
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FIGURE 5: Foam Length Varied 

3.0 COMPARISON OF SOUND ATTENUATION BETWEEN V-WEDGE 
DUCTS AND LINED DUCTS. 

The question arises as to what advantages the V-wedge 
duct has when compared to the lined duct with an equal 
cross-sectional area using the same amount of sound 
absorbent material. 

In an experimental comparison, a partly lined duct was 
made by lying the V-wedge against the interior duct wall, 
illustrated by Figure 6. 

FIGURE 6: Foam position varied. 
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Figure 7 shows the sound attenuation of two pieces of 
V-wedge in a 200 mm diameter duct with the two different 
treatments. 
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FIGURE 7: Foam position varied. See Fig 6. 

The results show that the frequency of greatest 
attenuation is higher when the V-wedges are against a 
surface. When using V-wedge treatment on a round duct, 
there was 7 dB additional attenuation at 1000 Hz and 8.5 
dB at 1250 Hz. The data shows that more sound 
attenuation can be achieved at low frequency by V-wedge 
treatment than by lining the duct. 

4.0 CONCLUSION 

An experimental study was made of the sound attenuation 
in a duct with v-wedge sound absorbent material. It is 
found that the duct with the V-wedge material has the 
following advantages compared to the lined duct with the 
same amount of material: 

1) More effective at low frequencies. 
2) Better attenuation at high frequencies. 
3) Much wider frequency band of sound attenuation. 
4) Lower cost. (The V-wedge duct costs less than one 

tenth of the price of some commercial silencers). 
5) Much less duct space used for SA materials. 
6) Easier installation, and 
7) Little loss of attenuation with length. 

Summing up, the V-wedge treated duct is very effective on 
. sound attenuation and can be installed at a low cost. 
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AN m,USuAL GRID SHAPED ABSORBING CEILING FOR A LARGE SPACE 
---A~OUSTIC REFURBISHMENT TO CHANGE A GYMNASIUM WITH POOR 
· ACCUSTIC QUALITIES INTO A MULTI-PURPOSE AUDITORIUM WITH 

EXCELLENT ACOUSTIC QUALITIES 

Zhen KaiYuan 
Department of Architecture, Southeast University, 
Nanjing, People's Republic of China 

Sun ~<ing:.Yuan 
XuZhou Institute of Architectural Design, 
XuZhou, People's Republic of China 

ABSTRACT 

A suspended-grid absorhing ceiling was installed in a gymnasium that was 
originally cfpoor acoustic quality. The ceiling resulted in reverberation times 
suitahlc for speech hut was light enough to be borne by the structure. The 
nawral lighting through the roof lights remained sufficient to illuminate the 
g_rnmasium in daytime. and the finish was light, reflective, and elegant. 
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Gymnasia in C1ina are often used as multi-purpose auditoria, where, in 
addition to sporting activities, films, operas, and concerts take place. The 
gymnasium of Xu Zhou is the main hall of the city and is used for the full 
range of functions described. It was typical in that its large volume and the 
hard internal surfaces precluded good acoustics for speech and musical 
performance. In 1976, the authors of the paper were given the task of 
improving the acoustics by the introduction of additional absorption in such 
a way that the natural lighting remained adequate and the roof loading was 
not substantially increased. 

The gymnasium is rectangular in plan, with a floor area of 51 ·8 m x 36·0 m 
{ Fig. I). The walls are of a height of 1 0· l m, and the roof structure is a 
reinforced-concrete arch with an apex 16-4 m above floor level (Figs 2 and 3). 
The gymnasium can hold audiences of up to 3000 people, in which case the 
volume per person is 7·3 m 3

• The spectators' seating is formed from 
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Fig. 3. The upper space of the ceiling with the original arched roof. 

reinforced-concrete steps with no-chairs or benches. The lighting is mainly 
naturnl from the side windows and through 320 roof lights, each of 500 mm 
diameter ( Fig. 3). The large volume and hard surfaces resulted in a 
reverberation time that was too long, and activities involving speech and 
musical performance were limited. The reverberation times in seconds were 
measured und found lo have the values given in Table 1. 

EYcn \\·hen the gymnasium is fully occupied. a reverberation time below 
~kl Iz is lot1 lung for the perception of speech and the enjoyment of music. 
The percentage articulation index was also measured and yielded vaiues of 
soc~.o for men·s voices and 69% for women's voices. lt was very evident that 
the sound quality could be improved by shortening the reverberation time. 
This was possible by the reduction of the effective volume or the addition of 
::;ound absorption or both. However. the authors were faced with two 
difficulties. since the original structure was not allowed to bear very heavy 

I Ocla\'e 
Central rrcqucncy (Hz) 

Reverberation t1mcls) 
(empty) 

Rcvcrhcralion timcts) 
(occupied) 

TABLE 1 
Reverberation Times 
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Fig. 4. The details of the ceiling construction. (All dimensions in millimetres.) 

sound-absorption materials. and the daylight from the side windows and 
rol1r lights was not to be obstructed. 

Four designs of absorbing ceilings were considered as follows. 

Ii) A large-area suspended ceiling, with a steel or timber frame and 
covered with 5-cm-thick glass-fibre board. was quickly rejected. This 
is a typical treatment for gymnasia in China but was not allowed here 
because of its weight and because it blocked the natural lighting 
through the roof. 

1 ii) Aluminium-coated corrugated sheeting inside the arched roof 
appeared to offer some advantages, including low weight, ease of 
installation. low cost, and good thermal insulation. It could also be 
perforated at the roof lights, and the silvering increased light 
reflectivity. However, it was not waterproof, and high humidity 
might eventually cause failure. The silvering easily tarnished and was 
not fireproof. The main disadvantage ·was that the volume of the 
gymnasium was not reduced significantly. 

(iii) A step-shaped absorption ceiling, which reduced the volume to some 
extent, was also considered but again was rejected because of 
excessive weight. 

(iv) A suspei1ded-grid ceiling of timber strips with urea-formaldehyde 
foam plastics of density 12-15 kg/m 3 was finally selected (Figs 2, 3, 4). 

The frame forming the grid (Fig. 5) was suspended from the roof arch by 
. cords (Fig. 3). The suspended ceilings were placed at both the central and 
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Fig. 5. The interior view of the gymnasium after re-forming. 

l Octave 
Central frequency (Hz) 

Rc\'crhcratitlll limc(s) 

(empty) 
Reverberation time(s) 

(occupied) 

TABLE 2 
Rcvcrhcration Times 
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500 1000 2000 
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4000 
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the side parts or the gymnasium. The grid of the central part was of 
dimensions 900 mm x 715 mm with a height of 1 m, and that of the side part 
was of 715 mm x 600 mm, with a height of 0·5 m (Fig. 1). The rest of the 
ceiling m:1s untreated. 

The whole volume of the gymnasium could n·ow be considered to be two 
coupled spaces, and the volume below the ceiling was reduced to about two­
thirds of that of the original. In addition. the walls were treated with 
conventional absorbing material. 

The measured reverberation times.after installation were as given in Table 
2. The percentage articulation index was again measured to give values of 
87%1 for men and 89% for women. The client was very satisfied, and the level 
and range of activities allowed in the refurbished gymnasium increased. 
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A FIELD STUDY OF TRAFFIC NOISE & CARDIAC ARRHYTHMIA DURING SLEEP 

Norman L. Carter 
National Acoustic Laboratories, Chatswood, 2067. Australia 

Stephen N Hunyor 
Royal North Shore Hospital, St Leonards, 2065. Australia 

ABSTRACT 

There are reasons to suppose that exposure to traffic noise 
during sleep could increase the frequency of cardiac arrhythmias 
in susceptible people. We recorded physiological measures of 
sleep, and a single channel electrocardiograph, continuously 
overnight in 4 middle-aged and elderly males with cardiac 
arrhythmia, sleeping in their own homes. Recordings of the 
traffic noise in the bedroom, and outside the bedroom window, 
were made, and sleep stage, arrhythmia counts, and noise 
measurements in LAeq, LAPeaK• and LA1 were carried out for each 20-
second interval of the night. Single indoor noise 'events 
exceeding 50 dBA peak were also identified. Noise levels were 
no greater in the same, or the two previous 20-second epochs, 
than they were in the epoch following those containing the 
arrhythmic (ectopic) heart beats. Chi-square tests of 
association between noise events exceeding 50 dBA and ectopic 
beats were also, in the main, non-significant. Those that were 
significant occurred predominantly when the subjects were in 
stage 4 sleep, and the association tested was between noise 
events, and ectopics occurring 20 seconds to one minute later. 
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1.0. INTRODUCTION 

Previous studies have shown that noise induces a change in heart 
rate in people during sleep. The response consists of an 
increase, followed by a decrease, in heart rate (Johnson et. 
al., 1973; Muzet and Ehrhart, 1980, Kumar et. al., 1983; Vallet 
et. al., 1983}. Several researchers have also reported a 
positive correlation between average minute-by-minute heart rate 
and noise level in people exposed to traffic noise while 
sleeping in their own homes (Kumar et. al., 1983; Greifahn and 
Gros, 1986). They also found that the response did not 
habituate, even after many years of exposure (Muzet and Ehrhart, 
1980; Vallet et. al., 1983). Even when habituation occurred 
while the subject was awake, the response to the same noise 
reappeared during sleep (Johnson et. al., 1973). 

The fact that the heart rate response to noise during sleep does 
not habituate suggests that noise may have an effect on health 
in the long term, even in otherwise normal people. On the other 
hand, the effect of noise during sleep on people who already 
have heart disease has not been studied. In people with cardiac 
arrhythmia (disturbances of heart rhythm due to abnormal sites 
of origin or conduction of the electrical activity in the heart 
which causes it to contract} an increase in heart rate due to 
quite mild psychological stress while awake is correlated with 
an increase in the frequency and severity of the arrhythmias (De 
Silva and Lown, 197B). 

The most likely reason for the effects of noise on heart rate 
during sleep in normals, and the association of stress with 
cardiac arrhythmia in awake people is an increase in sympathetic 
tone. Direct evidence of this can be found in a report by 
Wellens (1972) that the noise of an alarm clock regularly led to 
self- limiting cardiac fibrillation (uncoordinated contractions) 
in a sleeping teenage girl. There was an abnormal substrate 
(the girl had a prolonged 'Q-T' interval in the 
electrocardiogram) but the fibrillatory response could be 
prevented by propranolol, a drug which suppresses sympathetic 
nervous activity. 

The effect of noise on heart rate during sleep in normals, and 
the association of increased heart rate and arrhythmia with 
psychological stress in cardiac patients, both probably mediated 
by the sympathetic nervous system, suggested that noise could 
cause cardiac arrhythmias during sleep in susceptible people. 
If this were true then the consequences, in some cases, could be 
quite serious. Moreover, if the heart rate response to noise 
can habituate while the subject is awake, but reappear when 
he/she is asleep, then the same may apply to an arrhythmic 
response. 

Nocturnal noise could also be linked to cardiac arrhythmia by 
way of sleep stage change. Some studies of arrhythmia during 
sleep have indicated that it is more common when sleep stage is 
changing (Otsuka et. al., 1982; Rosenblatt et. al., 1969; Smith 
et. al., 1972), and several researchers have shown that noise 
can cause sleep stage change without awakening (Jurriens, 1980; 
Vallet et. al., 1981), and increase the total number of sleep 
stage changes during the night. It is possible, therefore, that 
noise could lead to an increase in the frequency and/or severity 
of cardiac arrhythmias by way of more frequent changes in sleep 
stage. 
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In all modern cities very large numbers of people are subjected 
to environmental noise, mainly traffic noise, during sleeping 
hours. Also, cardiac arrhythmia is very common in the adult 
population (Glasser et. al., 1979; Fleg et. al., 1982). An 
effect of environmental noise on cardiac arrhythmia during sleep 
could, therefore, have widespread implications for patient 
management, community health and environmental planning. 

The aim of the present study was to determine whether or not 
noise level during sleep was associated with a change in heart 
rhythm in people with cardiac arrhythmias. Sleep, noise and 
heart rate and rhythm were studied in people sleeping in their 
own homes. The passing traffic on a busy Sydney highway 
(Pennant Hills Road) was recorded on video tape, and the noise 
recorded throughout each night outside the dwelling and inside 
the bedroom. The subjects' sleep, ECG, respiration and blood 
oxygen saturatio.n were monitored and recorded continuously 
throughout the night. 

Subjects were studied on three nights each. The first night was 
used to accustom the subject to the test procedure. Ten 
subjects (aged 56 to 83 years) completed the study. Four of 
these had frequent arrhythmias during sleeping hours. Noise 
measurements and their relation to cardiac arrhythmia are 
reported for one night for each of these four subjects. 

2.0. INSTRUMENTATION AND METHOD 

2.1. Noise Recording and Analysis 

A Bruel and Kjaer Type 4921 outdoor microphone system was placed 
between the house and the roadway such that the microphone was 
at the centre position of the bedroom window and one metre from 
it, in accordance with Australian Standard AS2702 (1974). The 
output of the microphone system was fed indoors to a high 
fidelity audio channel of a video recorder in a room adjacent to 
the bedroom. 

The indoor microphone system used a Bruel a 
condenser microphone type 4165 and Bruel an 
sound level meter (SLM). The SLM and micropho 
a tripod at the foot of the bed, at a height 
the floor. The output of the SLM was fed t 
fidelity audio channel of the video recorder. 
pistonphone Type 4220 was used to calibrate t 
system. 

Kjaer half-inch 
Kjaer Type 2204 
were mounted on 
1. 2 metres from 

the second high 
Bruel and Kjaer 

microphone/SLM 

The noise recordings were analysed by replaying he tapes into a 
Metro sonics db 604 Sound Level Analyser, contro r,· ed by a PDP-11 
computer. In each analysis the db 604 was manually programmed 
to analyse the noise, in one of two modes: Single Event or 
Multiple Interval mode. Separate analyses were also carried out 
for indoor and outdoor noise. 

In Single Event mode the db 604 was instructed to log each noise 
event which exceeded 50 dBA (for the indoor noise channel) or 70 
dBA (outdoor noise channel) for two seconds or more. For each 
of these noise events the db 604 stored the time of the event in 
seconds from Start (i.e. To), its duration above the 'threshold' 
value, in seconds, and its peak level (in dBA). 
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In Multiple Interval Mode the db 604 was programmed to log LAeq, 
LAmax, LApkf LA90t LA10f and LAl in each 20-second interval of the 
night. This too was carried out separately for indoor and 
outdoor noise channels. 

2.2. Physiological Data 

Sleep was monitored using standard methods. The electromyograph 
(EMG) was recorded from the submental (chin) muscles, the 
electrooculograph, (EOG), from one eye. The vertex EEG was 
duplicated because electrodes can be dislodged during the night 
(the subject was unattended) . The signals were fed to a Teac 
SR-30 data recorder, and recorded overnight. Sleep stage and 
movement were hand scored in 20-second epochs, using the method 
of Rechtschaffen and Kales (1968). 

The tape recorded ECG waveform from each night was replayed 
through the chart recorder to give a hard copy. This copy was 
hand 'scored' for arrhythmias, and the type of each arrhythmia· 
and its onset time, in seconds from T0 , was entered into the 
computer. 

2.3. Timing of Recordings For Subsequent Analysis 

The reference time, 'Time Zero' (T0 ) for all recorded signals 
was derived from the square wave calibration pulses generated by 
the Holter monitor at the outset of its recording, fed to the 
instrumentation recorder to provide a time reference for all of 
the physiological (EEG) DATA. It was also recorded on the 
normal audio channel of the video recorder to provide a time 
reference for the noise recordings and the video recording of 
the traffic. 

3.0 RESULTS 

3.1 Arrhythmias 

Four subjects, aged 77, 60, 59 and 76, were found to have 
cardiac arrhythmias. The number of abnormal beats in each 20 
second epoch of the night, regardless of type of arrhythmia, was 
derived. Three of the four subjects had only single ectopics. 
The remaining subject also had more complex arrhythmias. 

3.2. The Relation of Noise to Cardiac Arrhythmia 

3.2.1. Analyses Using Multiple interval Noise Data. 

The association between the presence of ectopic beats in the 20-
second epochs and the LAeq, LApk, and LAl measures of noise 
level in these epochs was tested. The test assumed that if noise 
facilitates the appearance of ectopic beats then at least one of 
the two epochs preceding the ectopic-containing epoch, 
(designated ARH-2 and ARH-1) or that epoch itself (ARH), would 
have, on average, a higher noise level than the epoch following 
that containing the ectopic beat/s (epoch ARH + 1). 
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60 single factor analyses of variance were carried out, one for 
each combination of the three noise measures LAeq, LApk, and 
LAl, and each of the sleep stages 2, 3, 4, 3+4 (SWS), and stage 
REM, for each subject. None of the F values were significant at 
th.e . 05 level of probability. 

3~2.2. Analyses Using Single Event Noise Data 

The foregoing analysis assumed that the likelihood of an 
arrhythmia· is related to the average noise level, or to the 
highest instantaneous noise level encountered, in a given time 
interval. Alternatively, it could be assumed that only noise 
events exceeding some 'threshold' level would trigger 
arrhythmias, and that the frequency of arrhythmias in any 
interval would increase with the number of such noise events. 
To examine this possibility, the number of such noise events, 
and the number of ectopics, in every 2 a-second epoch of the 
night were tabulated, separately for (i) all night from light~ 

.out; (ii) all night from the commencement of the first period of 
stage 1 sleep; (iii) sleep stages 1+2; (iv) stage 4; (v) stages 
3+4. (slow wave sleep or SWS); (vi) all stages of sleep except 
rapid eye movement sleep (REM), called non-REM (NREM) sleep; and 
(vii) rapid eye movement sleep (REM). Contingency tables were 
set up which had two or three categories of frequency of noise 
events exceeding 50 dBA for two seconds or more, and up to two 
or three categories of numbers of ectopics (e.g. 0; 1; >1). The 
number of categories in each case was such as to ensure adequate 
numbers in the individual cells of the contingency table. 

None of the above Chi-Square tests were significant at the .05 
level of probability in any subject/night. However, since the 
association tested was between noise events and ectopics, one 

. possible reason for the finding was that some noise events 
occurred after the ectopic (though still in the same, 20-second, 
epoch) . Again, there may have been a delay between the noise 
events and appearance of associated ectopic beats. To test 
these possibilities, an association between the number of noise 
events exceeding 50 dBA, and the number of ectopic one, and two, 
epochs later, was tested . 

. The analysis entailed the computation of an additional 14 Chi­
squares for each subject (seven sleep 'stages' x two delays or 
'lags') . The bulk of these Chi-squares were not significant. 
In one subject none was significant. The other subjects showed 
s.ignificant Ch-squares in Stage 4 sleep, with more ectopics than 
expected in epochs following noise events. One subject also 
showed more ectopics following noise events when the whole 
night, and the whole night after onset of stage one was 
analysed. 

It may: .be that the likelihood of an ectopic following a noise 
event is greater for 'louder'noise events. Accordingly a 
further analysis was carried out in which, of the events above 
50 dBA, only those with peak levels at, or above the median LApk 
were considered. The data were also subdivided as before 
according to sleep stage, and associations were sought between 
number of noise events in an epoch and number of ectopics in the 
same (unlagged), the next (lagged by one), and the following 
(lagged. by two) epoch. Two of the subjects showed one 
significant Chi-square (p<0. 05) each, again for 'lagged' 
analysis and sleep stage 4, with more ectopics following epochs 
with noise events than epochs without noise events. 
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In all of the above analyses each abnormal heart beat was 
treated as though it were an isolated event. In three of the 
four subjects this was, in fact, the case in ,that only single or 
.isolated ectopics occurred. In one subject more complex 
arrhythmias such as sequences of abnormal or premature 
ventricular beats also occurred. For this subject additional 
analyses were carried out in which a numerical weighting was 
given to the more complex arrhythmias in arriving at an ectopic 
'score' for each 20-second epoch. Chi-square tests were then 
carried out as before, in which an association was tested 
between the occurrence of noise events exceeding the median 
level ( 69 LApk) and ectopic score. These tests were repeated 
for each sleep stage, for ectopics in the same, and also for the 
two epochs following the epoch containing the noise event. None 
of these Chi-squares were significant at the 5% level. 

4.0. DISCUSSION 

The bulk of the above data show no temporal relationship between 
noise during sleep and the frequency of abnormal (ectopic) 
ventricular beats. On average, the noise level during, or up to 
one minute before, 20-second epochs containing ectopic beats, 
was not greater than it was during 20-second intervals after the 
ectopics occurred. A similar result was found when single noise 
events exceeding a predetermined threshold value were 
considered. In this case however, there may have been an 
association, in three of the four subjects, between these noise 
events and the appearance of ectopics 20-seconds to one minute 
later, when the subject was in stage 4 sleep. The effect was 
slight, however, and bearing in mind the large number of Chi­
squares which were calculated, this result must be treated 
cautiously. 

Again, the number of subjects we tested was very small. All 
were living active lives, and there was no way of determining 
whether any of them were unusually more, or less, susceptible to 
induced arrhythmias. Study of the possible effect of sleeping 
in a relatively noisy environment on the total number of ectopic 
beats overnight, by controlling the noise exposure on different 
nights, was not possible in the circumstances. 

There are theoretical reasons for supposing that stage 4 sleep 
could be a vulnerable period for cardiac arrhythmias, but if 
there are effects they are more subtle than the present study 
was capable of revealing with any degree of clarity. We have 
commenced further studies in this area, which will be described 
elsewhere. 
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Barbara Griefahn 
Institute for Work Physiology, Department 'Environmental 
Physiology and Occupational Medicine', Ardeystr.67, 
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ABSTRACT 

89 normal hearing hypertensive subjects (30-60 yrs) were expo­
sed to noise under controlled conditions in the laboratory. 
Mood and cardiovascular responses were compared to those of 
100 normal hearing and normotensive subjects of the same age. 
A more detailed analysis was performed for a subgroup of 26 
untreated hypertensives who were individually matched with 26 
normotensive subjects. 

48 noises, pink, traffic, and impulse noise were applied for 
19 seconds and with equivalent sound pressure levels from 62 
to 80dBA in 2 separate sessions. Mood was recorded in the 
first, cardiovascular responses in the second session. 

The only significant difference between normotensive and 
hypertensive subjects was a smaller noise-induced vasocon­
striction in the latter group. This is explained by an in­
creased .inertia of the blood vessels due to structural alte­
rations. There are some indications that this increased resi­
stance may be surpassed in hypertensives with a self-estimated 
sensitivity to noise. If this is verified in extended studies 
this group runs probably a higher risk to be impaired by envi­
ronmental noise. 
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1.0 Introduction 

Noise causes numerous autonomic responses which are characte­
ristic for stress (e.g. heart rate acceleration vasoconstric­
tion, increased excretion of stress hormones). 

Stress and thereby noise is assumed to contribute to the gene­
sis of hypertension. The hypothetical pathogenic mechanism is 
as follows: noise increases the peripheral resistance and ele­
vates the blood pressure. Longterm exposure causes smooth 
muscle hypertrophy of the blood vessels and thereby sustained 
hypertension. This is postulated e.g. by Andren (1982), Neus 
et al. (1983), Singh et al. (1982) but denied by Borg (1981) 
und by Kornhuber & Lisson (1981). 

Other authors suggest that hypertension is associated with a 
generally increased sympathetic reagibility. This, however, 
contradicts the consideration that the extent of acute vaso­
constrictions must decrease due to structural alterations of 
the blood vessels, due to their increased rigidity and due to 
their smaller diameter (e.g. Korner, 1982). 

2.0 Objectives 

This study was designed to proof the following hypothesis: 
Hypertension is accompanied by a reduced elasticity and a 
smaller diameter of the blood vessels. Accordingly, noise­
induced vascular responses (vasoconstrictions) must decrease 
while the cardiac responses (heart rates) are not expected to 
vary with the blood pressure. 

3.0 Material and methods, experimental design 

Subjects: 189 normal hearing subjects, 30 to 60 years of age, 
either resistant or sensitive to noise, took part in the expe­
riments. 100 ss were normotensive and 89 were hypertensive 
(without severe longterm effects). The subjects were naive; 
they had never participated in noise experiments. Normal hea­
ring was defined according to ISO 1999 and hypertension was 
assumed if the WHO-criteria for mild hypertension were fulfil­
led (RRsyst>140mmHg and/or RRdiast>90mmgHg). 

Experimental design: The subjects passed 2 sessions which were 
separated by half an hour. 48 distinct noises with durations 
of 19 seconds and consecutive intervals of 27 to 50 seconds 
were applied during each session. 

Pink noise, traffic noise, and impulse noise with a repetition 
rate of 2 impulses per second (gunfire I) were presented with 
equivalent sound pressure levels of 62, 68, 74, and 80 dBA. 
The impulses were also applied with repetition rates of 1, 2, 
4, and 8 per second and an equivalent sound pressure level of 
71 dBA (gunfire II). Each noise was applied 3 times in a ran­
dom order. During the 1st session the subjects assessed their 
mood during each single noise on 6 analogue scales. These data 
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were furtheron comprised to the variable carled 'displeasure'. 
During the second session the physiologic variables heart rate 
and peripheral blood flow were zecorded. 

Statistics: The physiologic data were evaluated pulse by pulse 
and thereafter presented in 1-second intervals. The heart 
rates were standardized to a prestimulus rate of 60 beats per 
minute, the £ingerpulse amplitude to 100%. 

The t-test was calculated for dependent and for independent 
samples and the analysis of variance was completed. Differen­
ces are called 'significant' if the probability of errors does 
not exceed 1%. 

As no differences existed between male and female subjects, 
the data of both sexes were combined. 

The effects of self-estimated sensitivity to noise were analy­
zed, but whenever 2 samples are compared it was ensured that 
the ratios between sensitive and resistant subjects were the 
same in both groups. 

4.0 Results 

4.1 Hypertension vs normotension 

Figure 1 presents the cardiovascular responses averaged over 
all trials regardless of the type of noise and of the equiva­
lent sound pressure levels. 

Unselected subjects Untreated subjects 
(100 normotensive, 89 hypertensive ss) (26 matched pairs, 7w, 19m, 43.9 yrs) 

62.5 Heart rates 62.5 Heart rates 

61.5 
[beats/min J 61.5 

[beats/min] 

60.5 60.5 

59.5 59.5 
,._noise- seconds ,._noise- seconds 
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100 100 
95 95 
90 I Fingerpulse- 90 gerpulse-
85 : amp I i tu des [%] 85 mp I itudes [%] 
80 I l 80 I 

,._noise- seconds ,._noise- seconds 
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48 noises (a 19 s; pink, traffic, impulse noise), Leq: 62, 68, 74, 80 dBA 
normotens i ve subjects ------· hypertensive subjects 
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The heart rates accelerate shortly after noise onset and peak 
after 3-4 seconds. The consecutive minimum at 8-9 seconds is 
followed by a second, less steep acceleration, the second 
maximum is comparable to the first. Deceleration towards the 
baseline begins immediately after noise offset. 

The responses of the hypertensive subjects vary less. Both 
maxima are below and the minimum is significantly above the 
appropriate data of the normotensive subjects. 

Peripheral blood flow decreases 3 seconds after noise onset 
and the minimum occurs after 8-9 seconds. The consecutive 
gradual approach towards the baseline is finished 13 to 15 
seconds after noise offset. 

The vasoconstriction is less significant in hypertensive sub~ 
jects from the 4th to the 10th second of noise exposure. 

4.2 Untreated hypertensives vs matched normotensives 

As two thirds of the hypertensives take remedies which inter­
act with the cardiovascular system, the differences described 
are not unequivocally related to the blood pressure. 

To determine the real effect of sustained hypertension the 
noise-induced responses of 26 untreated hypertensives were 
compared to those of 26 normotensives. The latter were indivi­
dually matched to the hypertensives according to age, sex, and 
self-estimated sensitivity to noise. 

Mood: Displeasure was the same in both 89 unselected hyperten­
sives and 100 normotensives. But it became significantly less 
in untreated hypertonics compared to their normotensive con­
trols (54.5:49.3, t=4.61, p<.1%, figure 2). 

Cardiovascular responses: The response pattern is the same as 
observed for the total sample (figure 1, right part). 

Heart rate: The smaller variation of the heart rate response 
observed in the untreated hypertensives is considerably more 
pronounced. The initial maximum is moderately but significant­
ly below and the minimum is above the appropriate data of the 
normotensive subsample. The consecutive acceleration is the 
same in both subsets. This pattern explains the lack of a dif­
ference if the data are averaged over the period from the 3rd 
to the 18th second (figure 2). 

Peripheral blood flow: The 26 untreated hypertensives reveal a 
significantly smaller vasoconstriction than their normotensive 
counterparts. The ascent of the return towards the baseline is 
less steep (0.66%/sec versus 0.75%/sec) indicating a relative­
ly retarded recovery. 

176 



g; Peripheral blood 
c ~ f1o• (3-18s) 
Q 

t; IS 

:::; 10 ... 
c· 
3 s 
Q .. 
"' > 

62 dBA 68 dBA 74 dBA 80 dBA 

G) 

~ 62.6 Heart rates (3-18s) 
C 

1111 
62.2 ... 

ID 
a.. . . 
., 61.8 .. 
tO 

~ 61.4 

62 dBA 68 dBA 74 dBA 80 dBA 

Figure 2 

i Displeasure 
-;;; 60 
> 

~ 55 

E se 
G) 

'- 45 

62 dBA 68 dBA 74 dBA 80 dBA 

- 26 normotensive subjects 
(7f, 19m, 5<=43.5 years) 

26 hypertensive subjects 
---· (7f, 19m, 5<=44.3 years) 

+,*: probability of errors p<l¾, p<.1¾ 
36 noises (pink, traffic, gunfire I; 
19 seconds, intervals 27-50 seconds) 

Equivalent sound pressure level: The analysis of variance re­
veals that displeasure and vasoconstriction increase signifi­
cantly with the sound pressure levels in both groups. But, as 
the increase is less in the hypertensives, their responses are 
significantly smaller if the sound pressure levels exceed 68 
dBA. On the contrary, heart rate accelerations are not syste­
matically related to the noise intensity and the cardiac res­
ponse is statistically different only at Leq = 62 dBA. 

Sensitivity to noise and blood pressure: If the effects of 
noise are then related to blood pressure and to selfestimated 
sensitivity to noise, it becomes evident that the differences 
between the unselected hypertensives and normotensives base on 
the behavior of the resistant subjects. Sensitive subjects, 
however, reveal the same vasoconstriction regardless of their 
blood pressure though displeasure during noise exposure was 
significantly less in the hypertensive subsample. 

5.0 Discussion 

A characteristic cardiovascular response was observed in all 
subgroups. It consists of a moderate but significant heart 
rate acceleration and a pronounced vasoconstriction. The lat­
ter was observed by many authors (e.g. Jansen et al., 1981) 
and it indicates an elevated sympathetic tone. 

Heart .rate accelerations are generally regarded as a characte­
ristic response to stress. But as it is a rather facultative 

177 



reaction (e.g. Andren, 1982). Kryter and Po,za (1980) conclude 
that vasoconstriction must not necessarily be considered as 
physiologically stressful. It may be a manifestation of a bio­
logical, reflexive protection mechanism. 

This explanation, however, must be refused in view of the pre­
sent results. The rather characteristic pattern of the heart 
rate response suggests that the effects of noise are not res­
tricted to peripheral blood flow. 

The heart rates accelerate shortly after noise onset and peak 
at 3-4 seconds. The consecutive minimum is still above the 
baseline and followed by a second increase. Deceleration 
towards the baseline begins immediately after noise offset. 

This pattern was observed in normotensives and in hyperten­
sives, it was evoked by pink, traffic, and impulse noise, and 
by any other sound pressure level. It is supported by those 
authors who performed a detailed analyses comparable to the 
analysis completed here. 

The initial acceleration seems to be obligatary. It is also 
evoked by single acoustic impulses as well as by various traf­
fic noise during awake or during sleep and it is probably cau­
sed by a transient, short latency inhibition of the vagal tone 
(Di Nisi, 1987; Griefahn, 1989; Muzet, 1985). 

The second acceleration which follows the minimum after 8-10 
seconds is probably caused by an elevated sympathetic tone or 
mediated by an increase of epinephrine (Eves & Gruzelier, 
1984; Turpin & Siddle, 1978) . 

5.1 Untreated hypertension vs normotension 

The following discussion is restricted to the subgroup of 26 
untreated hypertensives and their appropriate normotensive 
counterparts. 

Heart rates: The smaller variability of the heart rate respon­
ses of the hypertensives indicates a reduced flexibility of 
the cardiac function during elevated blood pressure. 

The finding that the heart rate reactions are not systemati­
ca_lly related to the equivalent sound pressure level is con­
firmed by other studies. It is rather characteristic that the 
cardiac function obeys the all-or-none law. 

Peripheral blood flow: noise-induced vasoconstrictions were 
significantly smaller and the consecutive dilatation was rela­
tively slower in hypertensives than in normotensives. Similar 
alterations were reported e.g. by Jansen et al. (1981) and by 
Singh et al. (1982). The reduced reactions are probably rela­
ted to secondary structural alterations of the blood vessels. 
Smooth muscle hypertrophy and sclerotic processes attenuate 
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the elasticity of the blood vessels during sustained hyperten­
sion. 

On the contrary other authors found particularly larger res­
ponses in subjects with newly detected mild hypertension and 
in subjects wi~h a family history of hypertension (Jern et 
al., 1981). This is probably related to the fact that hyper­
tension is accompanied by a hyperactivity of the sympathetic 
structures which probably becomes gradually less evident. When 
hypertension progresses the vascular responses decrease. 

Another rather common assumption is that noise-induced vaso­
constriction is influenced by mood. Though it is well known 
that noise evokes,vegetative responses even in subjects who 
are not aware of the sound (e.g. during sleep, Griefahn, 
1989), it is supposed that in case of concomitant emotions 
secondary vegetative alterations can superimpose the noise­
related effects (Borg, 1981; Guski, 1980). This seems to be 
verified by the behavior of the hypertensives who are subjec­
tively and physiologically less affected. The detailed analy­
sis of 150 normotensive subjects (50 sensitive, 50 resistant, 
50 indifferent), however, revealed that displeasure during 
noise was determined to a lesser degree by selfestimated sen­
sitivity to noise. 

The results of the cited papers and of the present study lead 
to the following hypothesis: long lasting noise exposure con­
tributes to the genesis of hypertension in case of predispo­
sing factors such as heredity which again increase the sympa­
thetic reagibility. Repeated vasoconstrictions cause hypertro­
phic smooth muscles and thereby structural alterations of the 
blood vessels. This results in a smaller lumen and a reduced 
elasticity and finally in an attenuated vascular response and 
a slowing down of the consecutive recovery. 

5.2 Sensitivity to noise 

If resistant and sensitive subjects are considered separately, 
noise-induced heart rate accelerations are found to be inde­
pendent from blood pressure in both these subgroups. 

Displeasure during noise was different only in the sensitive 
subsamples and significantly less in the hypertensives. As 
discussed before this may influence the vascular response to a 
certain degree. 

A detailed analysis revealed that sensitivity as recorded here 
is not specifically directed to noise but to a great variety 
of environmental stress. 

As vasoconstriction was the same in sensitive subjects regard­
less of their blood pressure it may be assumed that the 
increased resistance, the reduced elasticity and the smaller 
diameter of the blood vessels of the hypertensive persons can 
perhaps be passed in particular situations. 
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The results indicate a relatively larger response in sensitive 
hypertensives. In view of the numerically very small differen­
ces '(though significant) it is certainly premature to conclude 
that hypertensive people run a higher risk to be impaired by 
environmental noise in case of an additional personal sensiti­
vity. 
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ABSTRACT Since the pitches of speech signals are characterized by a physical 
1 imitation of the coarticulation mechanism, a 1 i ttle deviations are observed 
with a center pitch in the pitch distribution. If the center pitches are used 
in the decision logic, the pitch detection algorithm will be not only simplified 
in procedure but also improved in accuracy. In this paper, we proposed an 
algorithm that the center pitches are accurately detected by using the spectrum 

leakage phenomenon for the noise corrupted signals. 

1.0 INTRODUCTION 

In speech signal processing, if we can detect the pitches of speech signals, 
then the pitches can be used in the analysis of the vocal tract parameter 
without the influences of vocal cord. And they can be used to maintain the 
naturalness and intelligibility in speech synthesis. The pitch detection methods 
used until now are classfied into the time domain, the frequency domain, and the 
time-frequency hybrid domain method [1-3, 7-12]. 

speech periodicity decision 
pitch 

signals accentation logic 

Fig. 1-1. Typical processing for the pitch extration 
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Generally, the pitch is detected by the decision logic after periodic 

components were emphasized, as shown in Fig. 1-1. 

However, when the periodic components were accentuated in the pitch detection 

method, the components that present a wide band according to the age or sex 

can weakened rather than accentuated partially. In the pitch detection, the 

accuracy is decreased by errors that were generated in periodicity accentuation. 

And it is more difficult to detect when the speech signals are corrupted by 

background noise. So, the pitch detection that is strong in all cases is very 

difficult problem. 

The pitch variation of speaker is limited by physical limitation of the 

coarticulation mechanism, and also it is varied by a mental security. Since 

the pitches have quasi-periodic property for a short time segment, it is not 

suddenly changed. The distribution of pitches that were detected for a short 

time have some deviations for the center pitch. We can use the property for 

pitch detection algori thim. If perio~ici ty of speech signals was emphasized, 

and at the same time we used the center pitch that was detected in several 

frames, then the pitch detection became easy and more accurate. In this paper, 

we propose a new center pitch estimation algori thim that detects the center 

pitch using the spectrum leakage phenomenon. 

2.0 THE LEAKAGE PHENOMENON OF SPEECH ENERGIES 

Speech signals are classfied into voiced speech, unvoiced speech and silence 

by production sources. The unvoiced speech in the production models has not 

periodicity because its source is random noise. But, because the excitation 

source of voiced speech is a pseudo periodic sequence, the voiced waveforms are 

quasi-periodic. And since the energy of voiced speech is different from that of 

the unvoiced speech, the energy contour of speech signals can approximately 

indicate the variation of the phonemes. 

For the window function w(n), if a speech signal is s( ·) and A(n) = [s(n)2]. 

then the short time erergy of speech signals, E(n) is as follows: 
00 

E(n) = I: A(k)· w(n-k) 
k=oo 

= A(n) * w(n) (2-1) 

In this case, if we apply the rectangular window with size N, then the frequency 

response is as follews: 

sin(Q NT/2) 
ejwT N-1/2 (2-2) 

sin(Q NT/2) 
For Eq. (2-2), the short time energy calculated is equal to that of the speech 
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signal which passed through the low pass fi 1 ter with cutoff frequency fc (= 

fs/N, ). Where fs is the sampling frequency. At this time, if the low pass 
filter is ideal, then the frequency components above cutoff frequency is 
eliminated perfectly. However, for the retangular window as Eq. (2-2). the 
components above cutoff frequencies are remained by the side lobes of sine 

function. 

The spectrum of speech signal is a function of window length also, because the 
sampling period is fixed. For the spectrum of window function, the distance 
between main-lobe and side-lobe is varied by the size of N. At this time, if 
the bandwidth of maln-lobe is shorter than the fundamental frequency, then the 
local peaks that we don't want will appear in the speech energy contour. On the 
other hand, if the band width is greater than the fundamental frequency, then 
smoothing phenomenon wi 11 happen, because variation characteristics of speech 
signal are not represented well. 

The voiced spectrum is represented by the peaks and valleys of the harmonics. 

If the valleys and peaks of the spectrum of the window changes linearly, and at 
the same time, multiplied to the spectrum of voiced speech, then the peaks and 
valleys matched to each other, or not. For the former, the components above 
cutoff ferquency are added to the passband components. For the latter, the 
components above cutoff frequency are offseted each other. This is similiar to 
the leakage phenomenon of the window. When the window length is varied step by 
step, th~ energy contour that used the rectangular window function has the 
greatest variation. If the window length is accorded with the multiple pitches, 
the leakage phenomenon becomes minimum. The energy varied by the phenomenon is 

called as the leakage energy. 

3.0 CENTER PITCH DETECTION USING THE LEAKAGE ENERGY 

We assume that the leakage energy according to the window length is E1(· ). The 
speech energy obtained from n'th sample is, 

Et (n) = E(n) + E1 (n). (3-1) 

In order to measure the leakage, the rectangular window with the length N is 
applied to speech signal, and then the Et(n,N) are as follows: 

Et(n,N) = E(n,N) + E1(n,N) 
Et(n-1,N) = E(n,N) + E1(n-l,N) 

Et(n-N-1,N) = E(n,N) + E1(n-N+l,N) (3-2) 

Where the E(n,N) is the energy in passband because it isn't influenced by delay 
time. 
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The maximum and minimum values of the energy according to the delay applied to 
the window are obtained as follows: 

Emax(n,N) = Max[ Et(n,N), Et(n-1,N),· · · ,Et(n-N+l,N)] 
Emin(n,N) = Min[ Edn,N), Edn-1,N),···,Edn-N+l.N)] (3-3) 

Where the Emax(n,N) and the Emin(n,N) are the maximum and minimum energy of the 
function, respectively. If the variation of the leakage energy E1 (n, N) has 
uniform distribution between the energies, the E(n,N) without the leakage energy 
can be obtained as follows: 

E(n,N) = [ Edn,N) + Edn-1,N) + · · · + Edn-N+l,N)] 

Then, we can approximately represent the Eq. (3-4) as, 
E(n,N) = [ Emax(n,N) + Emin(n,N) ] I 2 

and then, the leakage energy as 

E1(n,N) = Emax(n,N) - Emin(n,N). 

(3-4) 

(3-5) 

(3-6) 

The Fig.3-1 shows the maximum and the minimum values of Eq. (3-3) for speech 
signal /KAMSA HAMNIDA/. We can see that the maximum and the minimum values are 
varied with similar width, and thus that the assumption of Eq.(3-4) and (3-5) 
have been proved by them. 

If one frame of speech signal is convolved with the window of the length N, 
then we can obtain the average leakage energy for each leakage energy. For the 
frame length M, the averge leakage energy G1(N) with the window length N is as 
follows: 

2047 

-2048,__ ______________ ~ 

8 a) Waveform /kamsa halllnida/ B. bSsec 

25785 

b) The maximWR and minimum of speech energy 

Fig. 3-1. Emax ( · ) and Emi n ( · ) contours 
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1 M-N+l 
G1(N) = l: E1(n,N) 

M - N + 1 n=0 

1 M-N+l 
= l: [Emax(n,N)-Emin(n,N)] (3-7) 

M - N + 1 n=0 

When the sampling frequency is 8KHz, the window length N is varied from 20 to 
200 samples. Therefore, the frame length must be 400 samples at least. whenever 
the range of N was varied from 20 to 200, and at the same time, we obtained the 
contour of G1 (N). then the contour should indicate the nul 1 points when the 
length is equal to the multiple pitches. Thus, we can say that the first null 
point is the dominant pitch. 
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Fig.3-2. G1(·) Contour for utterance /SA/ of /SAM/ 

The above assumption is proved by Fig. 3-2 that represents the result applied 

to the real speech and presents the contour of G1(N). The speech utterance used 
. i_s. /SA/ in /SAM/, and the speaker is a female of 26 years old. The frame length 
is 512 samples. From the Fig.3-2, the null points are indicated by the multiple 
pitches. And the shape of the null points shows a state of pitches on the frame. 
The Fig. 3-2 shows that the center pitch has 29-sample length. The length 
represents that the pitch is 3. 625ms. Also, from the result, we can see that 
the algorithm can detect the center pitch well in the transition segment. 

4.0 EXPERIMENTS AND RESULTS 

The proposed algorithm has been implemented in IBM PC/AT with the 12-bit AID 
converter. The sampling frequency was 8KHz. The following utterances were 
chosen. 
Utterance 1) male speaker, 23 years old: 

I INSOONAE KOMAGA CHUNJAE SONYUNWL JOAHANDA I 

Utterance 2) male speaker, 32 years old: 
I HOSEODAE JUNJAKONGHAKWA WMSUNGSINHO CHURITIM / 
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The experimental process is shown in Fig.4-1. In analysis, the length of one 
frame is 256 samples and each adjacent frame is overlapped by 128 samples. And 
the rectangular window was used. We implemented to the Eq(3-3) for the range of 
N from 20 to 200 samples. Then we extracted the average leakage energy 
according to the range of the length variations. As result, we drawed the 
contour for the leakage energy detected. The minimum null points of the contour 
indicate the multiple pitches. 

G1(N) = 

INITIAL VALUE ' 
~ = 512, f = 0 

R : f X 512 

N-1 
Mdnl = i: s(kl·w<n-kl 

k=O 

PPH = Min[Gi(20l, G2(2ll. 
· G,(199l,Ci2(200l] 

PCH( fl = FIRST NULL PIM 

n = n • I 

Fig.4-1. Flow chart for computer simulation 

In Fig.4-2, Fig.a) shows speech waveform, Fig.b) shows the center 
pitches(line) that have been extracted in this paper and pitches(dashed line) 
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Fig.4-2. Pitch contour for utterance(0dB Gaussian Noise) 
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that were checked by the eyes, and Fig.c) shows the difference between two 
pitches. We experimented again on the same utterance that was corrupted by 0-dB 
Gaussian noise. 

From the results, the center pitches are different from the eye checked 

pitches in the end points of phonemes, because in this paper, we have used 512 
samples as one frame length. 

Genernal pitch detection methods in time domain have difficulties to detect 
the pitches in transition segments. But, the proposed method in this paper can 
detect the pitches if speech signals have only the periodicity. And the proposed 
method is robust to noise corrupted speech, because it is involved the 
characteristic of low pass filter, and it can easily detect the averaged pitch 
in spite of some variation. Also, it can be used to decide the voiced and the 
unvoiced speech, because the unvoiced and silence have shorter pitches than 

2. 5ms. 

5.0 CONCLUSIONS 

The pitch of speech signal is not suddenly changed. The center pitch was 
detected by using the fundamental characteristics for all possible candidate 
pitches. The proposed method has used the rectangular window for the center 
pitch detection, because the rectangular window has the greater spectrum leakage 
than the other windows. At first , in the time domain, the rectangular window 
was applied and then window length was varied step by step. At this time, the 

leakage energies are obtained. Here, the variation of the leakage energy is very 

serious, because the leakage phenomenon by the window can be added in the 

original energy according to the 1 inear variation of the window length. The 
contour of the average leakage energy show the null point whenever the length of 

the window equal to the multiple pitches. Therefore, the first null point that 
the energy is minimum become the dominant pitch of the frame. 

The proposed method is robust to noise corrupted speech, because it is 
involved the characteristic of low pass filter, and it can easily detect the 
averaged pitch in spite of some variation. Also, it can be used to decide the 
voiced and the unvoiced speech, because the unvoiced and silence have shorter 
pitches than 2.Sms. 
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ABSTRACT 

In this paper a Chinese speech synthesis by rules system has been described. In this 

system, there is a Chinese speech parameters database which generated by coding all 

1181 Mandarin syllables based on multi -pulse LPC technique. Because one Chinese 

character pronunciation corresponding one syllable, when input Chinese text from 

keyboard of computer, the syllables speech parameters will be searched from the 

database. With decoding and then passing through a synthesis filter under control of 

rules, Chinese speech would be synthesized in real time with natural speech quality. 

This system has been realized in IBM - PC computer, with a DSP TMS320C2-5 

acquisition/development board for real-time processing. 
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1.0 INTRODUCTION 

In recent years, DSP, VLSI and AI develop speedily, this lay a good foundation for 
speech signal processing, and some text - to - speech system entry into social from labor­
atory. 

It is the goal of this paper to research high quality Chinese text-to-speech system 
with new attainment of speech acoustics and DSP. The first step, researching high quali­
ty Chinese all - syllable speech database, all Chinese syllable can be synthesized by 
using feature parameters of the database, and it is easy to change its duration, intensi­
ty and tone by means of control the parameters. The next step is creating Chinese 
speech knowledge database, it includes Chinese syntax rules, grammar rules and other 
rules. According to the input text, the Chinese knowledge database can form 
pronunciation rules, and then the synthesis system can output fluent and natural 
Chinese speech. This realized really Chinese text to speech conversation. 

2-.0 THE FUNDAMENTAL PRINCIPLE AND ALGORITHM 

2.1 Phonetic Units. Chinese language and Chinese characters have many features which 
are different from the European language. Each Chinese character pronunciation corre­
sponds one syllable, although there are more than 10000 Chinese characters (words) in 
common use, considering with many characters have the same pronunciation in 
Chinese, there are 1281 difference pronunciation in Chinese. Chinese is tone language, 
each syllable has one tone of four. it is the best choice to use syllable as the synthesis 
basic unit. For text-to -speech system, of course, not only these syllables have correct 
articulatic pronunciation, but also, their pronunciation feature, e.g. stress, intonation, 
duration, lexical tone etc., can be controlled by rules. 

2.2- Analysis- by-synthesis method• We selected syllables as the basic synthesis units, 
and used Multi - Pulse Linear Predication Coding (MPLPC) method as speech analysis 
and synthesis method, although MPLPC in major used in speech coding, but it may 
have good application in Chinese synthesis by rules. 

The MPLPC algorithm use a group multi-pulse generation to instead of pitch pulse 
generation and white noise generation, and synthetic speech is produced with synthesis 
filter excited by the multi-pulse, pulses' location and amplitude are carried out 
by minimiz error between synthetic and original speech signal. The simplified pulse 
search algorithm is given as follows: pulse location ni for the i - th pulse is determined 

by searching the maximum absolute value for g1 • 

1-1 
RhxCn1)- L g1c x R1,1t(ln1c - n1I) 

lcml 

Where N denoted the analysis frame length, Rh.(n) is the crosscorrelation function between 
weighted speech and weighted impulse response, and R11h is the autocorrelation function 
for the weighted impulse response. 
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2.3 Coding. A group of reflection coefficients and multi-pulse sequence have been 
gotten after doing MPLPC analysis to Chinese syllable speech signal, due to the 
parameters is too much to control them in synthesis by rules, it must be simplified. 

After analysis, we find there are strongly periodical in vowel part (YunMu part1 the 
multi - pulse sequence of all Chinese syllables can be divided three part after mul­
ti- pulse LPC analysis : (1) initial part which contains unvoiced consonant and transi­
tion between unvoiced and voiced sound. (2-) middle part which contains a main vowel 
and it' s a largest part of syllable, and (3) ending part which has no clear period as 
part (1} The K (PARCOR) coefficents and the location and amplitude of excitation 
pulses (multi-pulse) will be coded at bit rate of 9.6 Kb/s in part (1) and part (3} In 
part (21 there are a serial of period in which the K coefficients and excitation 
parameters change slowly and regularly from one period to others, and all periods can 
represented by using the K and excitation parameters of several period patterns. The 
K coefficients, the location and amplitude of exciting pulses and the pitch of periods 
pattern are coded and stored. All periods in part (~ can effectively be represented by 
interpolating period patterns. A syllable is synthesized by concatenating part (11 part 
(2-) and represented part (2-} In database, the average coding rate is about 1. 6 K 
per syllable which duration is 330ms. 

The example of this algorithm is shown in Fig. 1. (a) is a segment of original speech 
waveform. (b) is multi -pulse sequence of this speech. (c) is on period pattern of mul­
ti -pulse sequence. (d) is multi-pulse sequence used for synthesizing speech created by 
interpolation. (e) is the waveform of synthesizing speech. 

(a) 

(e) 

Fig. 1 

(b) 

I I\ 
(c) 

(d) 

(a) Original speech waveform 
(b) Multi -pulse sequence of (a) 
(c) A period pattern of multi - pulse sequence 
(d) The multi - pulse sequence used for synthesizing speech 
(e) The waveform of synthesis speech 
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3.0 THE SYSTEM REALIZATION 

We devolped a Chinese all-syllable real- time analysis/synthesis system based on 
MPLPC method for a good research environment and devolpment tool of Chinese ana­
lysis and synthesis. 

3.1 Hardware. The hardware of this system includes 

IBM-PC macrocomputer (XT, AT, 286, 386} 

The programmable filter board (AF- 2~ it includes low- pass filter and speech 
reconstruction filter. 

DSP TMS320C25 - A high speed processing board. 

TMS320C25-A high speed processing board can do ten millon multiplication/addition 
per second, (data word length is 16 bits, register and multiplier are 32 bits~ it is a key 
part which ensures speech signal process in real time, the board has 32K byte program 
memory and 64K byte data memory, 12 bit A/D and 12 bit D/A converter, there is 8 
bit PIO port, and DMA control circuit from PC macrocomputer to TMS320C25, this 
system combines high speed of digital signal processor and perfect opreating system of 
PC macrocomputer, with microphone, recorder and other equipment, it forms a speech 
processing system which function is powerful. 

3.2 Software The software of this system includes 

Speech signal data collection and output, speech waveform edition and comparing, mul­
ti - pulse LPC analysis and synthesis, pitch detect, correct and edit speech synthesis 
parameters, sort and manage Chinese speech parameter database. 

Due to the plentful hardware and software resources, the system not only is a good re­
search environment and devolpment tool of Chinese speech analysis and synthesis, but 
also becomes a original version of Chinese text - to - speech con version system. 

Using the last speech analysis/synthesis system, we have done analysis and synthesis 
reasearch of Chinese all-syllable (1281 syllables~ the original speech is from standard 
Chinese, the Chinese syllables are spoken by a man who speaks standard Chinese in 
recorder room, each syllable lasts about 300-400ms that is not allowed too short or 
too long. Then a 12 bit A/D converter is used to get the original data at sampling fre­
quency of 10 KHz. 

The procedure of analysis and synthesis have been done alternately, in the first, each 
syllable be analysised, get its feature parameters, then synthesis and restructe the sylla­
ble with the parameters. in synthesis procedure, correct the parameters by listening 
sound and comparing the original speech waveform with synthetic speech waveform, 
until the sound is satisfied. The parameters of 1281 syllables formed Chinese all sylla­
ble speech parameter database. 
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The system structure showed as Fig. 2. 

speech -- rules 

database II-- set 

l l 
key text TMSJ20C25 D/A speech IBM PC i-----
board DSP board converter 

Fig. 2. Block diagram of speech synthesis system. 

Using this parameter database and synthesis software, we can synthesis all Chinese syl­
lable real time with high articulation. Fig. 3 is a block diagram of synthesizing 
Chinese by rules. The text to speech rules select parameters of a syllable in the 
database and modify it by rules, which produce a serial multi-pulse sequences and vo­
cal tract coefficients ( K coefficients ) for synthesizing a Chinese syllable. 

multi - pulse 

excitation 

text to excita 
tion parameters 
conversion 

excitation para. 
table of 1281 
syllables 

I 

time varing 
filter 

text to vocal 
tract parameters 
conversion 

vocal tract para. 
table of 409 
syllables 

r 
Chinese text 

rules of Chinese sentences 

D I A I - low - pass 

.___co_n_v_ert_e_r _ _.l filter amplifier 

Fig. 3. Block diagram of synthesis of Chinese by rules 
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4.0 EXPERIMENT 

For appraising the quality of synthetic speech objectively, we have done a articulation 
test. The test troops contains ten members ( five male and five femalei the articulation 
result is 96.02 %. 

Many Chinese text to speech systems are proposed in which high intelligibility and 
good naturalness are much hopeful. Our system is one of those systems andcan be 
used as a basic tool for studding speech analysis, synthesis and recognition. The nor­
mal Chinese character disk operating system of PC computer named CCDOS has been 
modified that ability of audio effect added when a Chinese character displayed on the 
monitor. Some sentences and short papers will be readied out from computer. The 
main purpose of this system is as a tool for studding text to speech, in which the 
rules of acoustics phonetics, phonetic linguistics and grammar including syllable junc­
ture, pause juncture tone-sandhi tone model and so on, can easily be inserted and 
changed. The synthesizing speech output from a computer in real time and a large 
number of synthesizing speech will be judged for improving the quality of synthesis 
speech by modification of the rules. One of actual applications of this system in the 
near future is that can be used as a proff- read system of a computer the sound come 
out from this system simultaneously when the text displayed on the monitor. 

5.0 CONCLUSION 

Unrestricted Chinese sentences can be generated by the proposed Chinese synthesis by 
rules system in real time. The more tight rules set will be made in future research work. 
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ABSTRACT This paper proposes a new phoneme recognition method based on the Learning 
Vector Quantization(LVQ2} algorithm. In the LVQ2 algorithm proposed by Kohonen, two 
reference vectors are modified at the same time if the first nearest class to an input vector is 
incorrect and the second nearest class to the input vector is correct. We propose a. modified 
training algorithm for the LVQ2 method. In the modified L VQ2 algorithm, p reference vectors 
are modified at the same time if the correct class is within the N-th rank where N is set to some 
constant. Using this algorithm, the reference vectors of ea.ch phoneme are constructed from 
training samples. The likelihood matrix is computed using the reference vectors, where ea.ch row 
indicates the likelihood sequence of ea.ch phoneme and ea.ch column indicates the likelihoods of 
all phonemes for ea.ch 10-ms unit. The optimum phoneme sequence is computed from the 
likelihood matrix using the 2-level DP with duration constraints. The training based on the 
modified LVQ2 algorithm was carried out for speech samples in the 212 word vocabulary 
uttered by 1 male and 8 female speakers. The recognition experiment of 30 phonemes was 
carried out for speech samples in the 212 word vocabulary uttered by another 3 male and 2 
female speakers. The phoneme recognition score was 89.1 %. The phoneme recognition score 
obtained by the modified L VQ2 algorithm was higher than that obtained by the original L VQ2 
algorithm. We applied this method to a multi-speaker-dependent phoneme recognition task for 
continuous speech uttered Bunsetsu by Bunsetsu. The training was carried out using 70 
sentences uttered by two male speakers. The recognition experiment was carried out for another 
226 sentences uttered by the same two speakers. The phoneme recognition score was 85.5% for 
the speech samples in continuous speech. 
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1.0 INTRODUCTION 

The neural network approach is one of the very pronusmg approaches to a phoneme 
·recognition task. We have proposed a phoneme recognition method using the multi-layer 
perceptrons[l,2], which produced a hypothesis of a phoneme sequence. However, there is a 
problem in robustness for variations of duration within a phoneme because those systems used a 
phoneme reference pattern with average duration for each phoneme. 

The Leaming Vector Quantization(LVQ~VQ2) methods were proposed by Kohonen et 
al.[3]. They showed that the LVQ2 was superior to the LVQ. However, in the LVQ2 method, 
two reference vectors are modified at the same time if the first nearest class to an input vector 
is incorrect and the second nearest class to the input vector is correct. If the given vector is 
recognized as the third rank, the modification is not occurred. McDermott et al.[4) developed a 
shift-tolerant phoneme recognition system based on the L VQ2 method. This system used 
multiple reference patterns with 70 ms of duration. Accordingly the system can deal with the 
variation of duration within a phoneme. However, this system did not make a hypothesis of a 
phoneme sequence but discriminated a phoneme from a given phoneme group for a gi;ven 
segment. Iwamida et al.[5) developed a LVQ-HMM phoneme recognition system. In this system, 
speech is at first transformed to a vector-code sequence using a code-book made by the L VQ2 
method and then the discrete type of HMM is applied to the vector-code sequence. The 
phoneme recognition system also discriminated a phoneme from a given phoneme group for a 
given segment. 

As described above, there still remain several problems in constructing a phoneme 
recognition system using the L VQ2 method as follows: 

(1) 
(2) 

No training algorithm if the rank of the given vector is greater than the second rank, and 

No segmentation and recognition method for continuous speech. 

This paper describes a phoneme recognition system based on the Leaming Vector 
Quantization algorithm and the 2-level DP(6). The reference patterns are trained using the 
modified Leaming Vector Quantization algorithms(ML VQ2) which we will propose in this 
paper. Each phoneme has multiple reference patterns with 70 ms of duration. Accordingly the 
system can also deal with the variation of duration within a phoneme. Next, we will investigate 
the optimum dimension to represent the reference patterns. Finally we will construct a phoneme 
recognition system by integrating the 2-level DP. The system produces a hypothesis of a 
phoneme sequence by taking into account phoneme duration constraints. 

2.0 MODIFIED LEARNING VECTOR QUANTIZATION ALGORITHMS(MLVQ2) 

The Leaming Vector Quantization constructs non-linear boundary for classification using 
a training algorithm such as the perceptron learning. Kohonen et al.[3)proposed two 
versions(LVQ, LVQ2) of the Leaming Vector Quantization. In the LVQ2 algorithm, the 
reference vector is modified when a given training vector z satisfies the following three 
conditions: l)the nearest class to the given vector must be incorrect, 2) the next-nearest class to 
the given vector must be correct and 3)the training vector must fall inside a small, symmetric 
window defined around the midpoint of the incorrect reference vector and the correct reference 
vector. 

In our preliminary phoneme recognition experiments using the LVQ2 algorithm, we found 
that the given training vector hardly contributed to the learning if the rank of the given vector 
was greater than the second rank. 

We propose three modified training algorithms for the L VQ2 method. In the modified 
LVQ2(MLVQ2) algorithms, p reference vectors are modified at the same time if the correct 
class is within the N-th rank where N is set to some constant. The modified LVQ2 algorithms 
consists of the following 6 steps. In step 1, reference vectors are chosen using the K-Means 
clustering method from each class. In step 2, the nearest reference vector of each class to an 
input vector is selected. In step 3, the rank of the correct class is computed. When the rank of 
the correct class is n, we assume that the reference vector of the correct class is mn. In step 4, 
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n is checked to see whether or not n falls in the range of 2~n~N'. In step 5, the check is made 
to see whether or not the input vector falls within a small window, where the window is defined 
around the midpoint of m1 and m,.. In step 6, the i-th reference vector is modified according to 
one of the following three versions of the modified L VQ2 algorithm. 

ML VQ2.a(7] step 6: 

(mi)'+l== (mi-a,.( t)(z-mi)]' 

[m,J'+l= (m,.+a,.( t)( z-m,.)]' 

ML VQ2.b step 6: 

(i=-1, · · · ,n-1) 

(m,._iJ1+1 ... (m,._1-a1(t)(z-m,._1)]' 

[m,.]'+1.,. (m11+~1(t)(z-m,.)]' 

ML VQ2.c step 6: 

f+l a1( t) f 
(mi] - (mi---

1 
(z-~)] 

n-

where,a,.( t)(0<a,.( t)<<l) 
t ,. 

a,.( t)==a0(1-T) 

(i-1, · · · ,n-1) 

T =- No. of iterations x No. of samples. a 0 =- 0.02 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

Figure 1 shows the examples of the three versions together with the L VQ3 proposed by E. 
McDermott[8]. In the ML VQ2.a, if the correct training vector is recognized as the n-th rank, 
the top n-1 reference vectors are moved a.way by a,. and the n-th reference vector is moved 
nearer by a,.. In the MLVQ2.b, the n-1-th reference vector is moved a.way by a1 and the n-th 
reference vector is moved nearer by a 1• In the MLVQ2.c,the top n-1 reference vectors are 
moved away by a 1/(n-1) and the n-th reference vector is moved nearer by a 1• In the LVQ3 
proposed by E. McDermott[9], the first reference vector is moved away by a and the n-th 
reference vector is moved nearer by a. 

MLVQ2.a MLVQ2.b MLVQ2.c LVQ3[McDennott] 

X X X X 

© © © © 

Numbers indicate ranks. 

Figure 1 Examples of various LVQ algorithms (Rank of correct vector = 4) 
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3.0 COMPARISON AMONG THE VARIOUS LVQ ALGORITHMS 

Recognition experiments were carried out for comparing the various L VQ algorithms. The 
recognition experiments were carried out for given phoneme segments: the beginning and final 
frames of each input phoneme are given. The trainings were carried out for phoneme samples in 
the 212 word vocabulary uttered by 7 male and 8 female speakers. The recognition experiments 
of 30 phonemes were carried out for phoneme samples in the 212 word vocabulary uttered by 
another 3 male and 2 female speakers. 

Speech is analyzed by a 29 channel band-pass filter banlc. The speech is represented by a 
sequence of logarithmic spectra with 10-ms frame shift. 

The phoneme recognition system for the comparison is similar to the shift-tolerant model 
proposed by McDermott et al.[4]: 

(1) 8 mel-cepstrum coefficients and 8 .6. mel-cepstrum coefficients are computed for every 
frame from the logarithmic spectrum. The value of each coefficient is normalized by the 
maxi.mum magnitude of each coefficient. Each reference vector is represented by 112 
coefficients( 7 frames x 16 coefficients). Each class was assigned 15 reference vectors 
chosen by the K-Means clustering method. 

(2) A 7-frame window is moved over the given phoneme segment and yields a 112(16x7) 
dimensional input vector every frame. 

(3) In the training stage the various LVQ2 algorithms are applied to the input vector as 
described above. 

( 4) In the recognition stage we compute distances between the input vector and the nearest 
reference vector within each class. 

(5) From this distance measure, each class was assigned an activation value a,., as follows: 

a,.,( c,t) =- 1 - d( c,t) / ~ d( i,t) 

where d, c and t are distance, class and time, respectively. 

(6) The activation value of each frame is summed over the given phoneme segment. 

(7) A class with the maxi.mum activation value is regarded as a recognized output. 

LVQ2 MLVQ2.a 

100 100 

3-rd ..., .... V 
Cl) V ... Cl) ... ... 
0 ... 
V 95 0 95 V ..., .... d d Cl) 
V Cl) ... V 
Cl) 1-st 

... 
p.. Cl) 

p.. 1-st 

90 90 

0 20 40 60 80 100 0 20 40 60 80 100 
Number of iterations Number of iterations 

Figure 2 Relation between percent correct and number of iterations 

(8) 

Figure 2 shows the relation between recognition scores for /b/, /d/, /g/ consonants and 
number of iterations. In the L VQ2 method, the top-2 recognition score reached a plateau at 
small number of iterations and was lower compared to that obtained by the ML VQ2.a. That is, 
the Modified LVQ2 methods give a higher accumulated recognition scores because the 
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modification is carried out even if the rank· of the given vector is greater than the second rank. 
Therefore, the recognition scores obtained by the ML VQ2 methods are higher than those 
pbtained by the LVQ2 method. 

Table 1 shows the phoneme recognition scores obtained by the various algorithms. The 
recognition scores obtained by the modified LVQ2 algorithms are higher by about 5% than 
those obtained by the LVQ2 algorithm. However, the MLVQ2.a gave a lower recognition score 
compared to the L VQ2 when the number of iteration increased and N was set to 30. In the 
ML VQ2.a algorithm, there remains a problem to define the value of N. The recognition scores 
obtained by the ML VQ2.b and ML VQ2.c increased as the number of iteration and N increased. 
Accordingly we will use the ML VQ2.b for phoneme recognition hereafter. 

Table 1 Comparison among various L VQ algorithms 
No. of iteration - 10 

Algorithm LVQ2 MLVQ2.a MLVQ2.b MLVQ2.c LVQ3 
N (2) 10 30 (30) (30) {30) -

Training set 82.4% 88.0 87.5 86.7 87.0 85.5 
Test set 78.4 83.5 83.3 83.2 83.1 81.4 

No. of iteration =- 50 

Algorithm LVQ2 MLVQ2.a MLVQ2.b MLVQ2.c LVQ3 
N (2) 5 30 (30) (30) (30) 

Training set 86.4% 91.7 84.4 92.1 92.3 91.3 
Test set 81.3 85.1 80.6 85.5 85.9 85.0 

4.0 INVESTIGATION ON OPTIMUM DIMENSION OF REFERENCE VECTORS 

In the experiments described above, we used the 112 dimensional vector computed from 
the 7-frame window, where each frame is represented by the 8 cepstrum coefficients and the 8 ~ 
cepstrum coefficients computed by the regression analysis over 5 frames. In this section, we will 
investigate the optimum dimension for representing a reference vector. We should investigate 
the following dimension: 

(1) Number(Ne) of the cepstrum coefficients computed in every frame 

(2) Number(N4) of the~ cepstrum coefficients computed in every frame 

(3) Number(N.) of frames of the time span for computing~ cepstrum 

( 4) Number( N .,) of frames of the time window of the reference vector 

We examined those variables described above by phoneme recognition experiments for 
/b/, /d/ and /g/ samples in the 212 word vocabulary uttered by 3 male and 2 female speakers, 
where the reference vector of each phoneme was constructed using speech samples uttered by 
another 7 male and 8 female speakers. 

At first, N., is set to 7 and then the optimum Ne and N4 are examined for N.-3,5,7. 
Figure 3 shows the results for N.-5. The combination of 8 cepstrum coefficients and 8 ~ 
cepstrum coefficients or 16 ~ cepstrum coefficients gave the best recognition scores for the test 
set. Next, in the case of using the parameters mentioned-above, the optimum N. is examined. 
Figure 4 shows the results. The two kinds of parameters show the best recognition scores at 
N.=5. There is no significant difference between the two kinds of parameters in the recognition 
scores. We will use 8 cepstrum coefficients and 8 ~ cepstrum coefficients obtained from 5-frame 
span hereafter. Under the conditions previously-described, we investigated on the optimum N.,. 
Figure 5 shows the results. The recognition scores were fluctuated. We will use 7 frames for N • 
because the recognition score reached a plateau for the training set and relatively higher 
recognition score was obtained for the test set. 
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5.0 RECOGNITION OF PHONEMES IN SPOKEN WORDS 

The recognition scores described in the previoWJ section were obtained for given segments. 
It is necessary to carry out segmentation of speech for used as an acoustic processor in 

.. c~mtU1uous speech recognition system. It is ~esirable to carry out simultaneously recognition and 
s~gmE!ntatio~ of phonemes'. In. this paper, we will WJe the 2-level DP for recognition and 
segmentation of phonemes in continuoWJ speech. The phoneme recognition system is as follows: 

(ir • A 7,-frame window is moved over an input speech and yields a 112(16x7) dimensional 
input vector every frame. 

· (~) The distances between the input vector and the nearest reference. vector within each class 
are computed every frame. 

, (3) .. An. optimtµn hypothesis for a phoneme sequence .is made using the 2-level DP by taking 
· into account phoneme duration constraints'. · · 

',. < ~ < <' 

. The following four kinds of. constraints are examined for integrating to the 2-level DP. 

(a) Minimum and maximum duration constraints of phoneme independent of the context. 

.... 
Q 

100 

t= 90 
0 

0 

70 
8 12 16 20 

Nc+N.,(Number of Coefficients) 
(N,==3, N.,,-=7) 

Figure 3 Effect of number of coefficients 

100 

70 

1 3 5 7 .9 11 13 15 17 
N ..,(Number of frames) 
(Nc=N.,-8, N,-5) 

Figure 5 Effect of number of frames of time 
window of reference vector 
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:: : : : '.::fl:::::::~·-·.·.: .. ·O· .•••. ·O 

p.. 80 

70 
3 5 7 ·. 9 

N,(Number of frames) 
(Nc+N, ... 16, N,.-7) 

11 

Figure 4 Effect of number of frames of time 
span for computing A cepstrum 

Closed test 
Open test 

X Cepstrum 
O A cepstrum 

0 Cepstrum+A cepstrum(l:1) 

Ne: Number of coefficients of cepstrum 
N.,: Number of coefficients of A cepstrum 
N,: Number of frames of time span 
N.,,: Number of frames of time window 



(b} (a)+phoneme connection constraints between successive two phonemes. 

(c) Minimum duration constraints of phoneme dependent on the preceding phoneme, where 
the maximum duration constraints or phoneme is defined independent or the context. 

( d} Minimum duration constraints of phoneme dependent on the preceding phoneme, where 
no constraints are used £or the maximum duration constraints of phoneme. 

The recognition experiments were carried out £or evaluating the effectiveness of the 
duration constraints mentioned-above. The experimental conditions were the same as those 
described in the section 3. 

Table 2 shows the recognition scores £or the various constraints. As can been seen Crom 
the table 2, the minimum duration constraints or phoneme dependent on the preceding phoneme 
are very effective, on' the ·contrary, the maximum duration constraints of phoneme are not 
necessary. 

Table 2 Recognition scores £or {our kinds 0£ duration constraints 

Trainig set Test set 
Condition Recognition Insertion Deletion Recognition Insertion Deletion 

score score score score score score 
(a) 96.2 38.2 -0.2 91.1 57.6 0.3 
(b} 95.8 13.2 0.3 89.7 23.9 0.8 

(c} 95.4 3.7 0.6 89.1 7.3 1.1 
(d) 95.3 3.7 0.7 89.1 7.3 1.2 

Next we investigated the effectiveness of the following methods, where de is a Euclid 
distance or a phoneme class. 

(a) Method using the square of the Euclid distance and the 2-level DP 

~-~ ~ 
(b) Method using the activation value and the 2-level DP 

a1 - 1-de / :E d; 

(c) Method using the activation value and the DP £or selecting an optimum phoneme 
sequence[9,10} 

(d} Method using the logarithmic activation value and the 2-level DP 

Table 3 Recognition scores £or £our kinds of methods 

Method 
Recognition Insertion Deletion 

Method 
Recognition Insertion Deletion 

score score score score score score 

(a) 89.2 7.5 1.2 (b) 89.1 7.3 1.1 

(c) 86.4 8.8 2.2 {d) 89.1 7.3 1.1 

Table 3 shows recognition scores £or the test set using the various kinds of methods. By 
comparing the method (b) to the method (c), the 2-level DP is superior to the DP £or selecting 
an optimum phoneme sequence because the 2-level DP uses the information concerning to the 
phonemes with the rank ;::2. All distances or activation values gave similar performances. 

6.0 RECOGNITION OF PHONEMES IN CONTINUOUS SPEECH 

Recognition experiments were carried out £or continuous speech uttered Bunsetsu by 
Bunsetsu. Each 0£ two adult male uttered 148 sentences. The sentence speech were analyzed in 
the same fashion as described in the section 3. The additional training was carried out £or 



phoneme samples in 70 sentences uttered by the two male speakers, where the reference 
patterns of each phoneme obtained from the spoken words. were 'used as the initial values. The 
recognition experiment of 30 phonemes was carried out for phoneme samples in the remaining 
226 sentences uttered by the same two speakers. Table 4 shows relation between recognition 
scores and number of iteration in additional training. The recognition scores reached a plateau 
at ten iterations. 

Table 4 Relation between recognition scores and number of iteration in additional training 

Number of iteration 
0 

10 
20 30 50 

in additional training 
Recognition score 76.7% 85.5 85.9 86.3 86.3 

Insertion score 10.3 6.9 7.0 6.5 6.2 
Deletion score 4.0 4.0 4.0 4.0 4.1 

7.0 CONCLUSION 

We proposed a modified LVQ2 algorithm and showed its superiority to the original LVQ2 
algorithm. We also showed that the 2-level DP using the Euclid distance obtained by the 
ML VQ2.b gave the best performance. The minimum duration of phoneme dependent on the 
preceding phoneme is the most effective constraint to achieve a high recognition score. In 
order to apply reference patterns obtained· from spoken words to continuous speech, ten 
iterations in the additional training are sufficient for the adaptation. 
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DESIGN, :INSTALLATION AND TESTING OF A NEW PUBLIC ADDRESS 
SYSTEM FOR LANG PARK, BRISBANE. 

Gray Pritchett 
Vipac Engineers & Scientists Limited 

Neil Packer 
Creative Audio 

ABSTRACT 

Towards the end of 1990 the Lang Park Trust in Brisbane 
recognised the need for a new PA system for Queensland' s 
Rugby League Headquarters - Lang Park. 

The ground is used for football matches, union meetings and 
outdoor concerts. While a sound system for such a venue 
should not have to satisfy the requirements of a modern 
rock-band it must be able to make all announcements by the 
ground commentator or police at any football match or 
concert clearly audible and intelligible for safety reasons. 

The existing system was generally inaudible at either end of 
the ground and barely audible in the newer stand on the 
eastern side of the ground, the Ron McAuliffe stand. 

Vipac Engineers & Scientists Ltd. were appointed as acoustic 
consultants for the design of the new system and set the 
acoustic criteria that the new system had to meet. The 
electrical-electronic design was undertaken by Creative 
Audio. 

A significant factor influencing success of the project was 
the multi-disciplinary approach to design. Historically, 
designs for similar projects have been developed in an 
isolated environment, usually either by acousticians or 
audio-electronics practitioners. Rarely has there been an 
adequate mix of practical and theoretical knowledge 
resulting in truly effective designs. 

The new system was commissioned in February of 1991 and was 
found to be a vast improvement on the old system. 



1.0 BACKGROUND 

Towards the end of 1990 the Lang Park Trust in Brisbane 
recognised the need for a new PA system for Queensland' s 
~ugby League Headquarters - Lang Park. With a maximum 
seating capacity of around 34000, Lang Park is second in 
size in Brisbane to only QE2 stadium at Mt Gravatt. The 
ground is used for football matches, union meetings and 
outdoor concerts. While a sound system for such a venue 
should not have to satisfy the requirements of a modern 
rock-band it must be able to make all announcements by the 
ground commentator or police at any football match or 
concert clearly audible and intelligible for safety reasons 
as stipulated in Australian Standard AS2220-1978 "Rules for 
Emergency Warning and Intercommunications Systems for 
Buildings." 

2.0 EXISTING SYSTEM 

The existing system was generally inaudible at either end of 
the ground and barely audible in the newer stand on the 
eastern side of the ground, the Ron McAuliffe stand. The 
only area that had a reasonable degree of audibility and 
intelligibility was the older western stand, the Frank Burke 
stand. The trust had received numerous complaints about 
inadequacies of the system and decided to upgrade. 

To quantify the performance of the existing system, 
measurements of sound pressure level were taken during the 
1990 Brisbane Rugby League Grand Final. A subjective 
assessment was also made of intelligibility. The sound 
pressure level of the PA system was measured on each of the 
four sides of the ground. Background noise level 
measurements were also taken at the same points. 

Once the background noise levels had been measured it was 
possible to set the standards that the new system must 
achieve . 

. 3. 0 TENDER SPECIFICATION 

A tender specification was written in October 1990. The 
tender was let December 1990. The specification set 
performance criteria as well as broad design requirements. 

3 .1 acoustic Performance Criteria. 
performance criteria were -

The key acoustic 

1. Speech intelligibility - To be measured in accordance 
with Australian Standard AS2822-1985 "Acoustics - Method 
of assessing and predicting speech privacy and speech 
intelligibility". 

2. Maximum Sound Pressure Level - Measurements of sound 
pressure level in specified areas of the ground and 
stands using a 800 Hz test tone. 

3. Police Siren and Fire Siren - An emergency evacuation 
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siren and an "Attention" siren as specified by the 
Police must be clearly audible at all parts of the 
ground as must announcements from the·police microphone. 

3. 2 Design Requirements. Development of the electrical­
electronic design began with establishment of design 
criteria. These were determined in consultation with the 
client and through discussions between team members 
representing a range of disciplines applicable to the 
project. A significant factor influencing success of the 
project was the multi-disciplinary approach to design. 
Historically, designs for similar projects have been 
developed in an isolated environment, usually either by 
acousticians or audio-electronics practitioners. Rarely has 
there been an adequate mix of practical and theoretical 
knowledge resulting in truly effective designs. 

3.2.1 Design Criteria. The design criteria were 
determined to be: 

1. Transmission of intelligible speech to all seating areas 
of the stadium. Reproduced speech to be clearly audible 
and distinguishable above general ambient noise during 
Rugby League games, but· not necessarily during the 
short, high peaks of ambient noise after goals are 
scored. 

2. Transmission of band-limited light music programmes to 
all seating areas and wider band programme to one 
particular area (Frank Burke Stand). 

3. The lowest cost system commensurate with all other 
criteria. 

4. Low "spill" of sound to the immediate locale of the 
stadium. 

5 . A system to be easily operated by-. unskilled personnel, 
and requiring the lowest possible on-going upkeep cost. 

6. A rugged and durable system, able to withstand the 
rigours of an outdoor public venue (i.e. vandal proof). 

7. A system installed to professional quality norms, 
where applicable, in compliance with Australian 
International Standards. 

and 
and 

8. A "zoned" system so that smaller audiences may be 
restricted to specific stadium seating. 

3.2.2 Design Parameters. To meet the design criteria, 
certain critical design parameters were established. 

1. Precise specification of electronic performance. 

If .the criterion of a lowest cost system was to be met, 
performance of the system had to be contained within 
strict limits. Parameters which were strictly specified 
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included Bandwidth, Distortion (Total Harmonic), Signal­
to-Noise Ratio, Crosstalk, Headroom, RF immunity, 
Overload performance, etc. 

By way of illustration, 
specification and the 
provided below. 

two specific 
accompanying 

cases of strict 
rationale are 

Bandwidth: Specified as 300Hz-7kHz +or- 3dB, for 
predominant use in reproducing high quality speech. 
(One area was specified as lOOHz-lOkHz for improved 
light music reproduction). 

The implications of reproducing wider band signals for 
speech use were considered to be unimportant in view of 
the additional cost of equipment required to handle the 
extremes of the audio spectra (particularly 
loudspeakers). The design called for the system 
bandwidth to be attenuated at 6dB per octave outside the 
limits. 

Headroom: Headroom was specified 
throughout the system e.g.: 

Mixer "Pre-Fader" Headroom: 
Mixer Output Headroom: 
Power Amplifier - loudspeaker: 

35dB 
16dB 

6dB 

variously 

Headroom was specified as the ratio of nominal operating 
level to the level at which harmonic distortion at the 
specified circuit point exceeds 3% in the band 300Hz to 
7kHz. 

2. Loudspeaker Signal Transmission Te9hnique 

There are two basic methods of loudspeaker signal 
transmission: 

a. Low impedance - low voltage - high current, and 
b. High impedance - high voltage - low current. 

Significant difficulties arose in the choice of a 
transmission technique for Lang Park. It was the desire 
of the client to have all of the amplification equipment 
in one or two locations for ease of serviceability, and 
for security reasons. As a result, some loudspeaker 
cables would be up to 300 metres long. Because of 
signal loss on cables, method "a" appeared to be out of 
the question. However, if the performance 
specifications were to be met, some of the loudspeakers 
would have to be run at levels approaching 100 watts. 

A difficulty 
loudspeakers 
manufacturers 
transformers. 

in using method "b" for such high power 
is that there are few, if any, 

of quality, 100 watt line-to loudspeaker 

Discussions with transformer manufacturers revealed that 

207 



the desired transformers could be manufactured with some 
difficulty and at relatively high cost. Comparisons 
were made of the cost of such transformers against the 
cost of very substantial loudspeaker cables required by 
method "a". Method "b" was chosen, as it appeared to 
have a slight edge in the area of cost, but also for 
consistency as it was the clear winner for the lower 
powered sections of the system. 

3. Reliability and Fail Safe Performance. 

System reliability was emphasised through specification 
of industrial installation techniques ( buried cables, 
steel conduits, strained catenary cables, etc.) and 
through insistence on the use of high quality equipment 
and installation techniques. 

A high degree of Fail Safe performance was designed into 
the system. Some techniques employed were: 

Redundant equipment (e.g. many lower powered 
amplifiers rather than few high powered amplifiers). 
Adjacent loudspeakers driven · from different 
amplifiers. 
Re-chargeable battery powering of some equipment. 
Provision for later addition of uninterruptable 
power to the amplifier racks. 
Fire-proof cables in key areas. 

4. Operational Simplicity 

Emphasis was placed on the client's requirement to use 
the system without specialist operators. At every phase 
of design the question was asked "can this .be operated 
simply?" The result is a system which, while inherently 
quite complex, can be operated by an unskilled 
announcer. 

The emphases impacted on the design in several ways, 
some of which are listed below: 

Use of overload-proof microphones and pre­
amplifiers. 
Use of microphones with frequency response 
independent of speaking position. 
Use of ambient noise dependent level controllers. 
Simple "Single-Switch" power up on the whole 
system. 
All controls which affect system performance are 
locked away. 

4.0 Testing of the System 

Audibility and intelligibility are the two keys to a 
successful PA system. Testing for audibility involves 
measuring the maximum sound pressure level at receiver 
locations and is a relatively simple exercise involving only 
a sound level meter. Testing for intelligibility, however, 
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.. is a. more involved process as intelligibility depends on the 
listener's hearing capabilities, the announcer's 
articulation and the content of the speech. AS2822-1985 
"Acoustics Methods of Assessing and Predicting Speech 
Privacy and Speech Intelligibility" sets out various means 
of predicting and assessing speech intelligibility. For 
this system, the subjective assessment method was used. A 
brief summary of this method, sometimes described as the 
Mod.;ified rhyme Test, is as follows. 

The speech test material consists of 50 six-word sets of 
English monosyllabic words, arranged to form 50 related 
ensembles of six words each. Each ensemble is 
characterised by one vowel that is the nucleus of every 
word in it. All of the words in a given set of s,ix 
start ( or end) with the same consonantal phoneme or 

. phoneme cluster and end ( or start) with six different 
phonemic elements. An example set is shown below: 

"' swell 
c yell 
d smell 
b sell 
t tell 
e well 

The small letter superscripted before each word is used by 
the announcer to select which word in the set of six to read 
e.g. one announcer will read all the d words. A minimum of 
three people are needed to conduct the test, one acts as the 
announcer, one person monitors the announcer at lm in front 
and the third person monitors the announcer at some point in 
the range of the PA system. It is possible to have more 
thari' 1 one listener, each listener sitting at a different 
location. 

The announcer reads the words in sentence form, e.g. "The 
first word is 'Swell. ' " The listeners in the stadium then 
tick off from an identical list the word which most closely 
resembles what they think they heard. The listeners and 
speaker alternate until each person has announced once and 
listened at each listening position. At least one of the 
participants must be female. To determine if the system is 
satisfactory, the Articulation Index is calculated from the 
percentage of words that the listeners correctly understood 
and the graph shown in Figure 1 . The level of speech 
communication obtained is determined from the Articulation 
Index and Figure 2. 

The results of the Lang Park test on the new PA system 
showed it to be a "Good" system in most areas except for the 
upper area of the Ron McAuliffe stand which was "Fair". 

REFERENCES 
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2. Australian Standard 2822-1985 "Acoustics 
assessing and predicting speech privacy 
intelligibili~x_". 
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IMPROV.E!vtENT OF SPEECH DISCRIMINATION SCORE BY FILTERING 
TECHNIQUE IN SENSORINEURAL HEARING IMPAIRED 

Kiyoshi YONEMOTO 
National Rehabilitation Center for the Disabled 
Japan 

ABSTRACT The purpose of this experiment is to investigate 
improvement of speech discrimination score by passing 
through filters for the sensorineural hearing impaired 
participants. In this paper, we measured Japanese speech 
discrimination score of the sensorineural hearing impaired 
participants by passing the monosyllable speech sound 
through two types of filter: "pitch frequency based comb 
filter (PC filter)" and "critical band based band pass 
filter (CB filter)". The coefficients of the PC filter 
were calculated from the fundamental frequency of the test 
material. The band widths of PC filters are 30, 50, 70, 
and 90 Hz, and the each filter is composed of 36 band BPF. 
The coefficients of the CB filter were calculated from the 
value of the critical band (Zwicker,1961 ). The band width 
of CB filters are 20, 40, 60, 80, and 90% of the 
corresponding critical band width, and the each filter is 
composed of 17 band BPF. From these experiments, we 
observed that only a participant improved speech 
discrimination score when the critical band filtered 
speech was used. However, all of the other participants' 
speech discrimination score, independent of their ~uditory 
function ( hearing threshold level, frequency selectivity 
and temporal resolution) ability, were not improved at any 
condition of these two kinds of filtered speech sound. 
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1. INTRODUCTION 

Al though speech processing methods for hearing impaired 
people has been reported, reported results are not 
consistent. Some reports said that formant enhanced 
speech was one of speech processing methods useful for the 
hearing impaired subjects and suggest relationship between 
hearing threshold level and improvement of speech 
intelligibility score. Other reports did not support the 
usefulness of formant enhanced speech. We thought that 
these results were influenced by the other parameters of 
auditory function (Yonemoto, 1988). 

We have measured Japanese speech discrimination score of 
the sensorineural hearing impaired participants using two 
types of processed speech sound : "formant-enhanced­
speech" in which formant of vowels was enhanced and 
"consonant-shifted-speech" in which consonant part of VCV 
syllables was shifted toward the first vowel. We also 
measured frequency selectivity (the shape of the auditory 
filter) and temporal resolution (the ability of time gap 
detection) of the participants. These experiments 
suggested that the formant-enhanced-speech was effective 
for the participants who had poor frequency selectivity 
and the consonant-shifted-speech was useful for the 
participants who had low temporal resolution ( Yonemoto, 
1990). 

In the present study, we investigated relationship between 
auditory function and improvement of speech discrimination 
score by the speech sound passed through 1) PC filter and 
2) CB filter. 

2. PARTICIPANTS 

Three paid hearing-impaired listeners participated and six 
ears were measured. The hearing-impaired participants 
(aged 34-50 years) had cochlear origin sensorineural 
hearing loss, and their mean hearing threshold levels were 
in Table 1. 

Frequency selectivity of the participants were measured to 
determine the shape of the auditory filter. We measured 
pure tone thresholds under various notched noise masking 
condition and estimated auditory filter shape by symmetric 
two parameter rounded-exponential model (Patterson, 1976). 
Furthermore, we estimated temporal resolution by measuring 
the thresholds of Gap-detection task (Fizgibborns, 1982). 
The value "p" indicates the sharpness of the auditory 
filter and the value "G" indicates the detected temporal 
gap threshold in Table 1. 
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Table rvtean hearing threshold level, value "p" (the sharpness 
of the auditory filter) and value "G" (the detected 
temporal gap threshold) for the participants. 

p s Se X Age Mean HTL p G 
(dB H L) (ms) 

A F 3 2 R 8 1 1 4. 7 6 
L 8 3 1 4. 2 9 

B F 5 0 R 9 1 1 1 . 6 1 5 
L 1 1 9 9. 3 2 5 

C F 3 8 R 8 1 6. 4 2 3 
L 8 0 1 0. 2 1 3 

3. STIMULI 

The speech signal to be presented was Japanese 
monosyllable male speech and was recorded on CD ( TY-89, 
compact disk for evaluation of hearing aid fitting). The 
number of syllables was fifty, and presentation level was 
defined at subjects' most comfortable level. Test speech 
sound was produced by passing through the digital filter 
( IWATSU ISEL IS-201 B) and presented by the earphone 
(TELEPHONICS TDH-49P/MX-41AR) monaurally (Fig 1 ). 

PERSONAL COMPUTER 

NEC PC-98XA GP-18 

COMPACT DISC PLAYER DIGITAL FILTER 

SONY CDP-333ESD IWATSU ISEL IS-2018 

POWER 
1-----IAMPLIFIERt----ATTENUATORI---~ 

EARPHONE 
TDH-49P/MX-41AR 

fig.1 Block diagram of the measurement system. 
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4. PROCEDURE 

The characteristics of the PC filter was defined by the 
fundamental frequency of the test speech signal and the 
coefficients of the digital filter were calculated with 
Kaiser-window method by the personal computer. This 
filter was constructed by 36 bands band pass filter, 
frequency interval of the center frequency of each BPF was 
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Fig.2 Frequency response of the PC filter. (band width 70 Hz) 
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fig.3 Frequency response of the CB filter. (band width 60 %) 
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135 Hz and widths of each BPF were 30, 50, 70, 90 Hz. We 
measured speech discrimination score under passed speech 
through these four kinds of filter. One of the frequency 
responses was shown in figure 2. 

The characteristics of the CB filter was defined by the 
value of the critical band (Zwicker, 1961), and the 
coefficients of the digital filter were calculated by 
Kizer-window method by the personal computer. This filter 
is constructed by 17 band BPF and band widths were 20, 40, 
60, 80% of the corresponding critical band width. One of 
the frequency response was shown in figure 3. 

5. RESULT 

Each filtered speech discrimination score was shown in 
figures 4 to 9. Result of the PC filter was drawn by 
dashed line and CB filter was explained by solid line. In 
case of PC filter, the decrease of the speech 
discrimination with the decrease of band width was 
observed in all the participants' ear. In case of the CB 
filter, only one participant ( figures 4 and 5) improved 
her score when band width was 80 and 90 %, but other 
participant' results did not show the useful improvement 
in speech discrimination score by this filtering method. 
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Fig.4 Each filtered Speech Discrimination score of 
participant A's right ear. 
(C: consonant part, V: vowel part) 
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Fig.5 Each filtered Speech Discrimination score of 
participant A's left ear. 
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Fig.6 Each filtered Speech Discrimination score of 
participant B's right ear. 
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Fig.7 Each filtered Speech Discrimination score of 
participant B's left ear. 

Q) ,_ 
0 
u 

VJ 

C: 
0 ... 
'° C: 

E 
,_ 
u 
"' 

..c 
u 
Q) 
Q) 
c.. 

VJ 

(C: consonant part, V: vowel part) 

(°lo) 
100 

60 

20 

100 

135 

Subj.C(R) 

60 20 (¾) 

90 70 50 30 (Hz) 

Band Width 

Fig.8 Each filtered Speech Discrimination score of 
participant C's right ear. 
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Fig.9 Each filtered Speech Discrimination score of 
participant C's left ear. 
(C: consonant part, V: vowel part) 

6. CONCLUSION 

We thought that wide shaped auditory filter mixes 
spectrally closed frequency components and distorts 
frequency information. Then, these speech processing might 
be useful for the participants who had poor frequency 
selectivity. But these result said that by the filtering 
missed important speech information for hearing impaired 
people. 
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THE EFFECTIVENESS OF HEARING CONSERVATION METHODS 
AT INDOOR SHOOTING RANGES 

Beno Groothoff 
Environmental Directions 
Australia 

ABSTRACT 

This paper considers a number of problems that can be 
experienced with measurements of gun noise at indoor shooting 
ranges and with hearing threshold levels. These problems 
consist mainly of incorrect measuring techniques and audiometric 
testing procedures, as well as the wearing of inappropriate 
hearing protection devices. The paper discusses common 
inaccuracies and. means to overcome these. It also presents a 
method for evaluation of the effectiveness of hearing 
conservation methods through reliable measurements. 
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1. 0 INTRODUCTION 

Surveys undertaken on British infantry soldiers in 1965, 1969 
and 1979 showed that slightly less than half had some degree of 
no:i.,se induced hearing loss and the proportion hardly changed 
despite the introduction of hearing protection in 1966. A 
survey in the US Army in the late 1970's told the same story. 
(Powell & Forrest 1988) The danger to hearing from small arms, 
such as rifles, machine guns and mortars has been amply 
demonstrated. (Burns 1973) Instructors in the use of firearms 
with armed forces, such as Army and Police, are likely to spend 
a considerable proportion of their working life at the shooting 
range. In doing so they would have a greater exposure to 
impulsive noise than, for instance, personnel shooting their 
training rounds. Instructors on indoor shooting ranges can be 
particularly disadvantaged due to the structure of these ranges 
which can cause reflections of the noise from the shots fired. 
These reflections, in actual fact, can increase the noise levels 
significantly. 

This paper discusses briefly the most common problems associated 
with the measurement of gunshot noise and hearing levels. It 
also presents a method for the evaluation of hearing 
conservation methods at indoor shooting ranges -through reliable 
measurements. 

2.0 CHARACTERISTICS OF GUNSHOTS 

2 .1 Outdoors A single shot has two distinctive parts. The 
first part consists of the shockwave from the bullet as the 
muzzle velocity would be between approximately 600 and 1000 m/s 
depending on calibre and type of bullet. The bullet is 
therefore supersonic for several hundred metres after leaving 
the muzzle of the firearm. 

The second part consists ~f the sound of the explosion in the 
firearm itself. This is illustrated in Figure 1 below 
representing the pressure wave form of a typical rifle shot at 
4m distance. The time interval between start of the shot and 
the first passage through zero is O. 4 ms. The second large 
peak, at 3 ms, is caused by the sound of the explosion in the 
firearm. 

Figure 1 
Pressure wave form of a typical rifle shot at 4m 

The two components have different frequency characteristics and 
directionalities of which the shockwave is highly directional. 
These characteristics of a shot are such that the noise 
propagation is quite complex. (Smoorenburg 1979) 
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2.2 Indoors Indoor shooting ranges usually contain many 
reflecting surfaces. In such cases the pressure-time diagram 
forms a very complicated pattern as a result of the gun noise 
being reflected. The peak pressure direct from the source may 
well ;be much less than some of the reflections. This is 
illustrated in Figure 2 below which compares the first part of 
the pressure traces of a 5.56 mm rifle in an indoor range (a) 2 
m to one side and (b) 2 m behind the muzzle. In (a) the sources 
of the different peaks are indicated, in (b) the direct pressure 
wave· ~is much smaller than the following reverberant noise. 
(Note the different scales for the plots) . (Powell & Forrest 
1988) 

direct 
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! 2kPo 

--~:J;;:~~r~1V¥N,·1~,,~,.1,' I 
SO ms 

IL 
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(bl 2m behind muzzle 

I 
\ 0·37kPo 

' 
------ 100 ms ------

Figure 2 
Pressure wave form of rifle shot on indoor range 

3.0 NEED FOR HEARING CONSERVATION 

The types of weapons and calibres used with armed forces such as 
Army and Police, as well as private security companies, fall 
typically in the range of the following calibres:- .22, 7.62mm, 
. 38 and . 357 magnum. The results of extensive practical tests 
of the shots fired with these weapons indicate noise levels in 
the range of 125 - 157 dB Peak Lin at the instructor's ear level 
when shots are being fired in close proximity, i.e. no more than 
2.5 metres distance. These noise levels are capable of causing 
irreversible damage to the hearing mechanism in a relatively 
short period of exposure should adequate protection measures not 
be implemented and strictly adhered to. 

4.0 FACTORS INFLUENCING THE RELIABILITY OF NOISE ASSESSMENTS 

4 .1 Introduction Special techniques are required when 
measuring impulse noise in order to be able to conduct reliable 
analysis of the noise and evaluation of its potential for the 
risk of hearing damage. 

The difficulties encountered with impulse noise, according to 
Hassall and Zaveri (1979), stem mainly from the fact that they 
often contain high spectrum levels at low frequencies, are 
usually non-repetitive and are of very short duration. 
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Some of the more common equipment problems are discussed below. 

4. 2 Sound Level Meter A sound level meter. must be equipped 
for the measurement of peak sound pressure levels. Conventional 
sound level meters are quite unsuitable, the time over which 
they average to produce a r.m.s. answer is much longer than the 
duration of a typical weapon noise and therefore the pre- and 
post firing "silences" are included in the averaging and give an 
answer that is too low. Peak pressures and r.m.s. pressures are 
also no longer simply related, in fact, Pr.m.s. cannot strictly be 
defined for a short duration impulse. (Powell and Forrest 1988) 

4.3 Microphones It is of primary importance that the 
microphones and their pre-amplifiers function adequately at the 
pressures being measured. Free field type microphones may not 
possess this capacity. Suitable microphones are discussed in 
Chapter 6.0 Solutions to the Inadequacies. 

4. 4 Calibration Calibration procedures must be capable of 
covering the range of measurement. Calibration of all equipment 
should be checked "on site" before and after measurements. 

4. 5 Recording In the case of the use of an FM type tape 
recorder, care should be taken to avoid both over-recording, 
which will clip the peak, and under-recording, which will leave 
the signal buried in tape-recorder·noise. 

5.0 FACTORS INFLUENCING THE RELIABILITY OF AUDIOMETRIC TESTING 

5 .1 Introduction Factors which may affect the reliability of 
audiometric tests can be divided in avoidable and unavoidable 
sources. Some factors can be readily avoided through proper 
design and organisation of a testing program. Unavoidable 
sources are often inherent to the subject being tested. 

5. 2 Test Location Audiometry performed outside an acoustic 
laboratory, as is typically the case with industrial audiometry, 
will not necessarily provide totally accurate determinations of 
hearing level thresholds. (Hartley 1973) Thresholds measured 
under industrial conditions are generally 5 dB higher than would 
be under clinical conditions. (Dobie 1983) However, this is 
not necessarily a major disadvantage provided the discrepancy is 
consistent within the test program. 

5. 3 Background Noise Levels Many articles have been written 
of the need to perform audiometry only if the background noise 
level is within the recommended standard, or the test 
environment is sufficiently quiet. (Dobie 1985) Ideally a sound 
booth complying with the relevant standard should be used. 
Maximum acceptable background noise levels at specific 
frequencies are set out in Table 5 .1 of Australian Standard 
1269-1989 Hearing conservation. 

5. 4 Calibration The correct calibration of the audiometer 
forms an imperative element of accurate audiometry. Calibration 
therefore must be checked regularly. Depending on its use the 
calibration of the audiometer can consist of a daily function 
check and a monthly biological check apart from a yearly 
acoustical check by a suitable laboratory. 

Calibration of the audiometer relates to both tone intensity and 
tone frequency and should be within the tolerance allowed by 
Standard ISO-389. This could mean, however, that through 
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recalibration of the audiometer small variations in tone 
intensity and/or tone frequency can be introduced even though 
the calibration settings are within the recommended standard at 
all times. (Woodford 1984) 

5. 5 Operator Variations between different operators can also 
lead to variability in the obtained data. However, this can be 
minimised by ensuring that a rigidly controlled technique is 
used. (Burns 1973) A method of minimising data variability due 
to operator error is to ensure that auaiometry is only performed 
by a fully trained audiometrician or specially. trained health 
professional, such as a trained nurse. (Dobie 1985) 

5.6 Quiet Periods prior to Tests An accurate measurement of a 
subject's true pure tone hearing level threshold cannot be 
obtained if the subject is affected by a temporary shift in 
hearing level thresholds at the time of testing. (Burns 1973) 

Australian Standard 1269-1989 Hearing conservation prescribes a 
period of quiet of not less than 16 hours prior to reference 
audiometry and a period of quiet of not less than seven hours 
for monitoring audiometry. 

To avoid a temporary threshold shift in the subjects hearing 
level prior to audiometric testing, the subject's co-operation 
is required and the wearing of adequate hearing protection under 
strictly controlled conditions may be necessary. 

5. 7 Other Causes Apart from the above outlined major and 
largely avoidable causes of inaccuracies in audiometric data, 
many other factors can cause inaccurate data to be obtained. 
Factors which can cause an inability to respond accurately to 
pure tone stimuli can be; 

biological variations in the subject's thresholds and 
hearing loss either temporary or permanent in nature 
fatigue and/or disease 
inadequate instruction 
malingering 
incorrect earphone placement 
variations in headset pressure on the external ear 
improper stimulus presentation 
subject's improved performance through "learning" 
tinnitus 
variation of hearing protective devices worn by subjects. 

6.0 SOLUTIONS TO THE INADEQUACIES 

6.1 Noise Level Measurements To be able to successfully 
capture the short durations of impulse noise, modern sound level 
meters are equipped with the modes Peak and Impulse. In the 
Peak mode, with an integration time of approximately 20 µs, the 
highest level is measured that has been reached at any moment 
during the measuring period. In the Impulse mode an integration 
time of 35 ms is represented in accordance with I.E.C. 179. 

A suitable sound level meter should be a Type 1 and be either a 
precision integrating or modular precision sound level meter. 
For the purpose of measuring weapon noise levels a specially 
adapted microphone should be fitted to the sound level meter. 
Suitable microphones are, for instance, the one eighth inch 
Bruel & Kjaer type 4138 and the half inch Bruel & Kjaer type 
4147 microphones. The range of measurement should be suitable, 
either direct or through insertion in the circuit of an 
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attenuator, to measure the produced noise levels without 
overloading the system. 

It would further be required to conduct a frequency analysis of 
the noise of some shots of the weapons used. A one to one or 
on~ third octave filter set could be used for this purpose in 
the field. 

For the purpose of preserving the pressure time diagram of the 
impulse noise and/or frequency analysis, either a graphic level 
recorder or suitable tape recorder could be used. Suitable tape 
recorders are usually of the FM recording type in order not to 
lose some of the frequencies, particularly the higher, due to 
tape recorder noise. Of the non-FM type tape recorders a Nagra 
IV-S tape recorder will suffice. 

Frequency analysis made from the recorded noise levels could 
incorporate a Real Time Analyzer, computer system and plotter. 

Calibration of the equipment to manufacturer's specifications 
must be carried out prior to and immediately after the 
measurement period. Calibration and recalibration must comply 
with the requirements of Australian Standard 1259-1982, Sound 
Level Meters, for the particular type used. 

6. 2 Audiometric Testing A summary of all the available data 
comparing manual, self-recording and microprocessor controlled 
audiometers suggests that the self-recording audiometer 
generally provides a lower hearing level threshold at the 
frequencies typically tested in industrial audiometry. (Harris 
1979, Neville 1989} 

A review by Neville (1989) of the role of industrial audiometry 
and hearing conservation concludes that a microprocessor 
controlled audiometer has benefits over manually operated and 
self-recording audiometers. 

These benefits include, amongst other things, standardised test 
procedure, avoidance of the problem of the operator being 
required to record positive and negative responses and assessing 
the validity of responses, (Harris 1980), and the fact that it 
can often be used as a manual type audiometer for the testing of 
subjects found difficult to test in the automatic mode. For 
this reason the use of two microprocessor controlled 
audiometers, to be used for the duration of the investigation, 
is recommended. Verbal advice from NAL suggests that 
audiometric testing be performed in abbreviated form only, i.e. 
at test frequencies of 1000, 2000, 4000 and 6000 Hz. 

A comparison of manual and microprocessor controlled audiometers 
showed less inter-test difference in the case of the latter, but 
the mean difference for all frequencies was less than 1 dB and 
there was good correlation between individual results. 

A period of 12 months as a minimum period is recommended for 
regular audiometric monitoring. Audiometric monitoring should 
be carried out before and after sessions. In order to be able 
to conduct the audiometric tests no more than two minutes after 
cessation of the exposure, backup range supervisors may be 
required to relieve the instructors allowing them to leave the 
range straight away for audiometric testing. In addition, a 
mobile test booth or stationary purpose built booth are required 
within a suitable distance from the range. 

224 



6.3 Test Space Practical experience, such as obtained during 
previous investigations has shown that it is difficult to obtain 
a test room which has background levels sufficiently low to 
comply with the requirements of Australian Standard 1269-1989 
and· is near enough to the shooting range to enable personnel to 
be tested two minutes after cessation of their noise exposure, 
the latter being the main difficulty of the two. Mobile sound 
booths generally do comply with these background levels and have 
the advantage that they can be positioned near the shooting 
range. 

6.4 Test Frequencies Australian Standard 1269-1989 prescribes 
different test frequencies for reference and monitoring 
audiometric testing. These are: 

reference testing; 500, 1000, 2000, 3000, 4000 and 6000 Hz 
monitoring testing; 3000, 4000 and 6000 Hz. 

The National Acoustic Laboratories (NAL) suggests that, for the 
purpose of detecting threshold shifts, testing at 1000, 2000, 
4000 and 6000 Hz is sufficient. Sinclair (1984) supports this 
view when he reports on studies performed by himself and by the 
Royal Air Force which, in 1970, introduced 3-frequency testing 
of both ears for reference and monitoring audiometry, without 
any pre-test preparation such as aural examination or avoiding 
noise exposure immediately prior to testing. Test frequencies 
were 1000, 2000 and 4000 Hz. It was found that, as a screening 
procedure for detecting significant hearing threshold loss 
before the onset of hearing disability, 3-frequency testing in 
each ear, without any preparation or aural examination, was an 
accurate and realistic alternative to 6 or 8-frequency testing. 
it was concluded that this procedure was effective in health and 
cost terms. 

6.5 Hearing Protection Devices It is recommended that 
instructors wear one type of HPD consistently throughout the 
investigation period whenever they are exposed to shooting 
noise. Instructors should be re-trained in proper hearing 
protection practices. These practices should be adhered to at 
all times where there is a likelihood of exposure to gun noise. 

In addition, it would be necessary for instructors to become 
familiar with the requirement of testing for variations in 
threshold hearing levels within two minutes after cessation of 
the noise exposure and the reason for it. 

7.0 RECOMMENDED METHOD 

7 .1 Noise Level Measurements The conducting of noise level 
measurements of the noise that instructors are exposed to forms 
an integral part of any investigation. In the case of impulsive 
type noise, such as weapon noise, it is even more important due 
to the potentially damaging effects of this type of noise. It 
must therefore be measured correctly and hereto the following 
equipment is recommended to be used: 

Precision Integrating or Modular Precision Sound Level 
Meter such as the Bruel & Kjaer Type 2231 
Capacity of measuring noise levels up to at least 160 dB 
Microphone adapted for this type of noise, e.g. the half 
inch Bruel & Kjaer Type 4147 microphone 
One to one third octave filter set such as the Bruel & 
Kjaer Type 1625 Filter 

225 



Recording system for either graphical or audio recording 
of the signals. Suitable tape recorders are of the FM 
recording type or the Nagra IV-s 
Calibration system capable of dealing with the measurement 
range. 

7. 2 Measurement Positions It is recorrrrnended that noise level 
measurements be made in a sphere of max 30 cm from the subject's 
ears taking into account the directivity and sensitivity of the 
microphone as well as the direction of the noise approaching the 
ear. Measurements of the weapon noise levels should also be made 
at a set distance from the shooter so that noise level 
predictions can be made in case of signal overload at the 
subject's ear position. 

7. 3 Audiometric Testing Audiometric testing, with a view to 
establishing if TTS is present after exposure to weapon noise, 
forms an important part of any investigation and must therefore 
be carried out under optimum conditions. To achieve these 
conditions it is recorrrrnended that: 

audiometric testing be made possible two minutes after 
cessation of exposure 
a mobile sound booth or purpose built sound booth near the 
indoor range be incorporated 
a micro processor controlled audiometer be used or, 
alternatively, a manually operated audiometer with a well­
trained operator 
audiometric testing be performed before and after each 
session over a period of not less than 12 months per 
subject. 
instructors be educated and trained in the workings of the 
hearing mechanism, in particular the effects of impulse 
noise on it and the mechanism of recovery from noise 
exposure causing TTS to be at its maximum about two 
minutes after the cessation of the noise exposure, after 
which recovery continues in a more orderly fashion 
(Harris, 1979} 
an abbreviated audiometric test program be adopted for 
both ears, i.e. testing at 1000, 2000, 4000 and 6000 Hz 
only. 

7.4 Hearing Protection Devices In order to make the exposure 
to shooting noise as consistent as possible, it is recorrrrnended 
that a particular type of hearing protector, once chosen, be 
worn throughout the period of investigation whenever shooting 
sessions are held or exposure to shooting noise is likely. 

The measured noise levels at the subject's ears and the known 
attenuation from the HPD can then be used to determine if the 
noise levels at the protected ears are sufficiently reduced. 
This can then be confirmed, or otherwise, through audiograms to 
establish if TTS is present or not. 
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ABSTRACT 

Noise levels and their frequency spectra have been 
studied close to the ear of the bus drivers of many buses 
of Punjab Roadways. Hearing thresholds of 120 bus drivers 
were measured·· ..::.:.::'ter excluding about 62 drivers having 
otological abnormalities or exposure to noise from fire 
arms during their previous army service. Noise-induced 
hearing loss (NIHL) or deterioration was found after 
substracting the hearing thresholds of unexposed normal 
ears from tbose of the affected ones. All the audiograms 
being convex dmmwards suggest that the sensitivity of 
hearing of s 1.1bjects studied decreases with increase in 
frequency. Hearing impairment increases with duration of 
exposure and noise level. The audiograms also depict 
typical II dip II at L} K~-Iz in almost all the cases with a 
hearing loss upto 20dB.The deterioration in conversation 
frequency range of 0.5 to 2.0 KHz has also been observed. 
There is some indication of the right ears (facing the 
window) of the drivers having suffered more hearing loss 
at certain frequencies, as compared to the left ones. 
Most of the bus drivers have suffered varying degree of 
deafness over whole of the audiometric frequency range. 

1.0 INTRODUCTION 

Persons exposed to excessive noise slowly but inevitably 
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develop hearing loss. Noise-induced hearing loss(NIHL) 
. can occur all of a sudden and in a rapid traumatic 

manner only if the exposure is extremely severe. 
Actually, the loss occurs at an inperceptibly slow rate 
and without pain. Noise loud enough to produce temporary 
threshold shift or a ringing in the ears often produce a 
permanent hearing loss. The NIHL is the most prevalent irrev­
ersible diseas amongst th~ occupational diseases. 

For conservation of hearing in and around the city of 
Ludhiana studies have been initiated on noise surveys 
(Bansal) and occupational hearing loss amongst industrial 
and other workers (Gupta at el). A lot of literature is 
available on the NIHL amongst the workers of industrially 
advanced countries and in India also some work on the 
hearing loss of industrial workers has been reported. 
Although some studies on the hearing loss of automobile 
drivers abroad have been reported (Michael et. al and 
Dufresne et al) no such studies have been conducted so 
far in India. This is mainly due to the lack of 
consciousness and disregard of hearing hazard caused by 
automobile noise. Buses and trucks generate a 
considerable amount of noise which originates from 
engines, air turbulence and frictional contact of 
vehicles' tyres with the road. The drivers and their 
employers need to be properly educated about the noise 
hazards and the steps that are essential for noise 
control and hearing conservation. However, no hearing 
conservation programme will prove effective in the 
absence of legislation enforcing the employer to 
compensate for the hearing damage caused to the drivers 
or operators exposed to excessive noise levels. 

Most of the trucks in India, except the heavy duty ones, 
are fitted with the same engines as those used in the 
buses. Because of the load and traffic conditions trucks 
move at low speed and noise levels recorded close to the 
ears of the truck driver are rarely above 85 dB(A). Also, 
as expected,Audiometric evaluation for hearing loss of a 
group of truck drivers revealed no significant hearing 
impairment. Noise levles measured inside the buses 
varied from 85 to 94 dB(A),depending upon the speed and 
condition of the buses. Studies on the noise levels of 
the buses and the hearing loss suffered by the drivers 
have been conducted and are presented here. 

2.0 NOISE LEVEL MEASUREMENTS 

Noise levels of about 20 buses of Punjab Roadways 
(Ludhiana Depot) plying between Ludhiana and other cities 
in Panjab State (India) were measured. The noise levels 
were observed close to the ear of the operator while the 
buses accelerated in different gears and finally when 
they attained their normal cruising speed. Buses 
selected were of two makes and some of these were almost 
new and in very good condition. Some of the buses were 
old and obviously their condition was not so good and the 
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condition of some old buses was really bad. 

Noise levels were measured by using B & K Sound Level 
Heter No.2209 and by positioning the microphone close to 
the ear of the driver while the buses were on their 
routine journey and loaded to their full capacities. 
Besides measuring the dB(A) noise levels, octave band 
frequency analyses were also conducted by using B & K 
Octave Filter Set No.1613. Horns are extensively used by 
the drivers in India and their sound levels are 
significantly high. The imp. hold noise levels of horns 
in the vehicles varied from 110 to 112 dB(A). Frequent 
use of the horn further adversely affects the noise 
environment even inside the bus and thus adds to hearing 
impairment. Typical noise spectra of four different 
buses while operating at normal cruising speed (without 
the horn) are presented on Figure 1, while the 
information regarding these buses representing four 
different categories (I-New, II-old but in good 
condition, III-old and in bad condition and IV-the small 
bus for hill area, old but in good condition) is 
presented in Table 1. The dB(A) noise levels and the 
cruising speed of these buses at which the frequency 
analyses were carried out are also given in this table. 
The noise spectra of all these buses (Figure 1) indicate 
that the noise has maximum intensity at low frequency. It 
is expected to cause hearing loss not only in the low 
frequency range but also in the higher frequency range 
above 2 KHz. The dB(A) noise levels being above 85 dB(A), 
and exposure duration for the bus drivers is invariably 8 
hours and above in a day, hearing loss to the bus drivers 
is expected to occur. 
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FIG. 1 NOISE SPECTRA OF FOUR BUSES REPRESENTING DIFFERENT BUS CATAGORIES 
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Table 1:Information about buses representing four 
different categories. 

B°us Bus Regn. Route:From Speed Noise Bus Condition: 
Cat. No. Ludhiana Km/hr level New/old/good/ _________________ !2 _________________ dB(A) __ bad _________ _ 

I 

II 

III 

IV 

Pb--12 8708 

PBL 2863 

PBL 4269 

PBL 2846 

Amritsar 

Batala 

Ahmedgarh 

Kulu(Hill) 

3.0 AUDIOMETRIC MEASUREMENTS 

85 

75 

60 

65 

92.5 

92.0 

94.0 

88.0 

New,good 

Old,good 

Old,bad 

old,good 

In this study 182 drivers were involved and they were 
subjected to clinical examination. Before conducting 
audiometric measurements, detailed information about 
every driver was recorded regarding various otological 
abnormalities and ex-servicemen with history of exposure 
to blasts and fire-arms. Out of the total of 182 bus 
drivers, 62 were excluded; which comprised of 36 ex­
servicemen, 12 with discharging ear, 10 diabetic and 4 
hypertensive. For the measurement of the hearing 
thresholds of the drivers Arphi Mark IV 700 Audiometer 
was used. Its calibration was checked every day before 
use, with the help of Autocal. A mobile sound proof 
audiometric chamber was used to conduct the study. The 
back ground noise inside the chamber was found to be 
sufficiently below 30 dB at all the octava band centre 
frequencies from 0.25 to 16 KHz. This conformed to the 
accepted practice (American National Standards 
Institute-19 ll). The standard procedure (Bienvenue and 
Michael) was used to determine the threshold of hearing 
of both ears of the subjects. The drivers were tested in 
the morning after rest in order to exclude temporary 
threshold shift. The bus drivers were grouped in five 
years exposure duration of 1-5, 6-10, 11-15, 16-20, 21-
25 & 26-30 years; the corresponding number of exposed 
drivers in these groups were 2,19, 21, 32,24 & 22, 
respectively. The data regarding 1-5 year exposure 
duration in which there were only two subjects has not 
been included. The bus drivers were grouped according to 
their age in five years age spans of 26-30, 31-35, 36-
40, years 41-45, 46-50 and 51-55 years, the 
corresponding number of exposed drivers in these groups 
were 14, 22,25, 20, 17 and 22, respectively. The mean 
normal thresholds for these age groups were taken from a 
separate study conducted earlier, which was based on the 
threshold levels of normal ears of about 4150 local 
subjects unexposed to excessive noise. These values are 
given in Table 2. The deterioration due to noise was 
calculated by subtracting these values from the mean 
thresholds obtained in various age groups. For age upto 
30 years the correction as against ( 30+to35 yrs) group 
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was applied. 

Table_2:Average_thresholds_dB_of_normal_ears_at_dif~.Freqs. ________ _ 
A'i_(a,e gro)ups __________________ Freguency in_KHz ______________________ _ 
Years 0.25 0.5 1.0 2.0 3.0 4.0 6.0 8.0 

-----------------------------------------------------------
30 ± 35 15.52 14.35 13.11 9.47 9.94 11.76 13.87 14.10 
35 ± 40 16.90 14.58 14.67 10.21 11.88 14.67 16.46 18.01 
40 ± 45 18.Sf-l 15.53 16.04 11.1113.3719.79 22.75 25.03 
45 ± 50 19.31 16.73 17.2'.2 11.99 14.4~ 20.71 24.81 26.88 
50 ± 55 21.59 20.63 21.01 17.~4 20.95 31.25 33.59 36.33 
56 ± 60 22.78 21.10 21.97 19.19 24.81 33.59 39.37 41.92 
-------------------------------------------------------
4.0 DISCUSSION Ar.'ID CONCLUSIONS 

The mean pure tone threshold deterioration in drivers (Lt.ear & Rt. 
ear) of various groups of exposure duration are presented in Table 
3. Variation of deterioration with frequency for drivers of 
different exposure groups (Lt.ear & Rt:.,." ear) (6-10 yrs. to 26-30 
yrs) are also presented in Figure 2. Exposure duration groups with 
less than 10 drivers have been neglected. The audiograms being 
convex downwards suggest that the sensitivity of hearing of subjects 
studied decreases with frequency, similar to that reported for white 
subjects (Gupta at el ). In all cases the typical "dip" at4K1Iz is 
clearly depicted. The NIHL worsens with the increase in the length 
of exposure. Mean NIHL in Lt. and Rt.. ear showed tendency to 
slightly higher deterioration of Rt. ear facing the open window. 
However, this has not been observed at all frequencies. The 
configuration of the audiograms show that the NIHL is a function of 
noise level, exposure duration and the frequency; with the aparent 
open dip at 4 KIIz in all cases. This shows that almost all the 
drivers have suffered varying degrees of deafness. 

Table 3: Mean pure tone threshold~erioration in drivers of various 
_________ noise_eXJ?Osure_grouEs_at_different_freguencies_(KHz) ______ _ 

Exposure Far No. of Mean deterioration audiogram 
(Years) __________ Sub. _____ .25 ___ .5 ___ 1 ___ ~ ___ 3 ___ ~ ____ § _____ ~-------

6-10 Lt. 19 0 -1 -2 -1 -2 -3 -6 -6 

Rt. 19 0 -1 -2 -1 -5 -8 -6 -6 

11-15 Lt. 21 0 -1 -3 -2 -4 -11 -6 -8 
Rt. 21 0 -2 -1 -2 -4 -12 -10 -8 

16-20 Lt. 32 -1 -3 -3 -5 -7 -12 -11 -10 
Rt. 32 0 -3 -1 -4 -8 -15 -11 -8 

21-25 Lt. 24 -3 -5 -4 -5 -7 -13 -3 -1 
Rt. 24 -1 -2 -4 -2 -6 -16 -10 -4 

26-30 Lt. 22 0 -3 -3 -2 -7 -16 -11 -5 
Rt. 22 0 -3 -2 -5 -8 -19 -14 -12 
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ABSTRACT 

Three experiments were carried out to detennine the just noticeable 
difference (JND) for the perception of sound duration and to find the 
effect of frequency on duration discrimination. This was done by 
undertaking pair corcparisons and detennining the JND for tone durations 
ranging from 50 to 800 msec. When one tone in a pair has a different 
frequency from the other (both tones were in the range 250 to 8000 Hz), 
it was found that duration discrimination was poorer for the tone with 
the lower frequency. For different frequency pairs subjects perceive 
the higher frequency to be longer in duration. The effect of frequency 
on duration discrimination is strong in cases where the pair of tones 
have a large frequency difference. However, when the higher tone 
frequency was above 4000 Hz, the effect of frequency difference on 
duration judgements with lower tones (from 250 to 4000 Hz) disappeared. 
The lower tones (262 to 1568 Hz) used in Experiment 2 were within the 
range of the frequency effect. The frequency effect was also studied in 
a musical context (Experiment 3) but it was concluded that rhythmic and 
'interpretation' effects obscured the 'frequency' effects. 
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1.0 INTRODUCTION 

Much research has been undertaken on the perception of frequency, 
intensity and direction of sounds. Although much work has been 
undertaken on factors affecting pitch and intensity perception, little 
work has been undertaken on the factors affecting duration perception. 
In particular there is a paucity of information on whether or not there 
is any effect of frequency difference on sound duration judgements, 
despite the obvious importance of such studies in the perception of 
music and the way we hear sounds. 

Duration discrimination has long been of interest to psychologists. 
:Many psychophysical studies have attempted to measure the sensory 
capability; the ability to respond differently to differing sensory 
inputs. Woodrow (1951) explained that duration discrimination was just 
under 10% in the range of intervals from 200 to 1,500 rnsec, and 
increased to 16%-20% as the standard interval increased beyond 2,000 
rnsec. These results were confirmed by Small and Campbell (1962) for the 
range 40-400 rnsec, by Creel.man (1962) for the range 100-1,000 rnsec, and 
by Abel (1972) for the range 50-500 rnsec. 'Ihe 10% figure is essentially 
a constant Weber ratio for durations and intervals between about 200 
and 2,000 rnsec. 

In the preceding study of the frequency effect on duration judgements 
(Jeon and Fricke, 1991), it was found that the duration discrimination 
for a sequence of tones (Experiment 1) was similar to those obtained by 
previous workers (Abel, 1972; Creelrnan, 1962; Getty, 1975; Small and 
Campbell, 1962). The JND was nearly constant for intervals from 25 to 
1600 rnsec, became larger for shorter intervals, and tended to get 
smaller for longer intervals up to 16 sec (Experiment 2). When the JNDs 
for tone pairs with different stimuli frequencies were compared with 
the JNDs of single tones (Experiment 3), it was found that duration 
discrimination was relatively poorer for the tone with the different 
frequency. This result may have been due to subject bias, but it has 
stimulated further research into other aspects of the effect of 
frequency on duration perception. How does the frequency effect 
duration discrimination in the frequency range from 250 to 8000 Hz? How 
do the pitch differences of two musical tones affect duration 
comparison? Does the frequency effect occur in music performance? 

2.0 FREQUENCY DIFFERENCE EFFECT (EXPERIMENT 1) 

2.1 Introduction 
'Ihe study of auditory perception has been carried out with an 
overwhelming concern for the frequency and intensity discrimination. 
For frequency discrimination in particular we know, fairly well, the 
factors concerning the limits of discrimination with respect to the 
method of stimulus presentation, the dependence on intensity, the 
masking effect, and even the duration effect. However, we know very 
little about the effect of frequency on duration discrimination because 
this has received very little attention. 

Subjects in the current experiment were presented with a pair ~f 
stimuli composed of high and low frequency pure tones. The subJect's 
task was to discriminate differences in duration of the two tones and 
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ignore differences in the frequency of the tones. We were interested in 
how duration discrimination depended on the difference of tone 
frequencies in each pair of stimuli. 

2 .. 2 Experimental :Method 
There were two female subjects, both with normal audiograms. Subjects 
S.L. and N.J. had had 15 and 13 years of ITD.lsical experience, 
respectively. N.J. had previously taken part in three other experiments 
on auditory duration assessments for a total of 20 hours. The subjects 
were paid for their services. 

A Macintosh IIci computer controlled the experiments. The MacRecorder 
sound system with its application, SoundEdit™, enabled the recording, 
editing, playing and storing of sounds. The generated pure tone stimuli 
were saved in a range of file formats and presented by the other 
application, MacroMind Director. Stimuli were presented through a 
headphone. 

The subjects were presented with a pair of stimuli composed of high and 
low frequency pure tones and asked to discriminate differences in 
duration of the two tones ignoring differences in.the frequency of the 
tones. The data for the experiment were collected using a two­
alternative forced-choice procedure (2AFC). 

The subjects were tested individually in an anechoic room. Pairs of 
standard (S) and comparison (C) tones, where S was 50, 100, 200, 400 or 
800 msec and the values of C/S were 1.04, 1.08, 1.12, 1.16, and 1.2 
were presented. The interstimulus interval (ISI) for each pair of 
sounds was 1,040-1,600 msec while the time between pairs of sounds was 
fixed at 4 seconds. 

The present experiment was designed to investigate the duration 
discrimination only when the lower frequency was the longer duration 
stimulus. Therefore, if S was 50 msec with 8000 Hz, C would be 50 
(C/S=1.0) to 60 msec (C/S=1.2) with frequencies 250-8000 Hz. If S was 
100 msec with 4000 Hz, C would be 100 (C/S=1.0) to 120 msec (C/S=1.2) 
with frequencies 250-4000 Hz, and so forth. In any given stimulus pair, 
Chad equal or higher frequency with longer duration, while Shad equal 
or lower frequency with fixed standard duration. 

As equal amplitude tones would not sound equally loud (Handel, 1989), 
the subjects were given a control to adjust the amplitude of a second 
tone of different frequency to match the standard in loudness (the 8000 
Hz sound was presented as a fixed standard). From the pre-:test it was 
found that the relative amplitudes of the comparison stimuli (250, 500, 
1000, 2000 and 4000 Hz) had different amplitudes (92, 64, 62, 58 and 
56%, respectively) when the 8 kHz pure tone had a reference amplitude 
of 100%. The equal loudness settings of the standard and comparison 
stimuli, as detennined in the pre-test, were fixed for the experiment. 

In a session subjects listened to 600 pairs of sounds, i.e., 120 pairs 
each through 5 test sequences separated by 5 standard stimuli durations 
{50, 100, 200, 400 or 800 msec). The session was repeated 20 times in 
different sequence orders. Each sequence was presented by random 
sampling the 5 sequences. The order of the longer and shorter duration 
stimuli was equally distributed. Each subject completed the experiment 
in a period of approximately 3 weeks. The ability to discriminate the 

236 



! 

duration was judged using 75 % correct scores. Responses of the 
subjects were recorded on answer sheets by the subjects themselves. 

2.3 Results and Discussion 
When the tone frequencies were the same, duration discrimination 
performance was described well by a simple rrodel of duration 
discrimination. When the frequency was varied for the comparison tone 
of each sound pair, but fixed for the standard stimulus within a pair, 
duration discrimination performance was poorer than for equal 
frequencies. When the frequency difference between the two tones within 
a pair was large, performance was even worse. 

The proportion of correct responses obtained in an investigation of 
frequency difference effects on duration judgements are shown in Fig. 
1. They were obtained from two subjects as a function of duration 
increment rate, dT/T. The standard stimulus durations are from 50 to · 
800 msec and the standard stimulus frequencies are from 250 Hz to 8 
kHz. As shown in Fig. 1, each subject has certain frequency ranges 
which are more important in duration discrimination than other 
frequencies, e.g. 1000 Hz vs. 250 Hz for N.J. and 2000 Hz vs. 250 Hz 
for S.L. The reason for this is unknown. 

Both subjects showed the effect of frequency on duration judgements 
except for the 8000 Hz tone pairs. The effect of frequency on duration 
discrimination is strong in the case of a large frequency difference 
pair, however too high tone, like 8000 Hz, doesn't seem to have effect 
on duration judgements when comparisons are made with lower tones from 
250 to 4000 Hz. Probably, it is because 8 kHz is outside the music and 
speech frequency range. 
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FIG. 1. The proportion of correct responses alx.ained in an investigation of frequency difference effects on 
duration judgements (for two subjects) as a function of duration increrent, &T/T . The standard st.inulus 
durations are fran 50 to 800 msec and the standard st.inulus frequencies are fran 250 Hz to 8 kHz. This 
figure shews that each subject has certain frequency ranges whidl are rrore inportant in duration 
discrimination than other.frequencies. 

3.0 DIFFERENT PITCH EFFECT ON DURATION DISCRIMINATION OF MUSICAL TONES 
(EXPERIMENT 2) 

3.1 Introduction 
A detectable change in frequency at nonnal listening levels can be as 
low as 0.5 Hz to 4 Hz for frequencies up to 3000 Hz. Above 6000 Hz, the 
ability to distinguish between two tones, on the basis of frequency, 
becomes very poor. Hirsh et al. (1990) observed that large pitch 
changes had a more disruptive effect on timing discrimination than did 
small ones. Above 6000 Hz the sense that tones have a musical pitch is 
rather weak and this may explain why the musical scale does not go 
above 4000-5000 Hz. This effect is due to physiological limitations 
(Handel, 1989) and is probably the reason why the two subjects, in the 
8000 Hz case of the previous experiment, did not apparently respond to 
the frequency difference in the way they responded to 500-4000 Hz 
cases. As a consequence, the frequency range in this experiment was 
decreased and was confined to six musical tones over three octaves. The 
six musical tones were C4, G4, CS, GS, C6 and G6, which have 
frequencies, 262, 392, 523, 784, 1047 and 1568 Hz, respectively. 

In this experiment subjects were also presented with a pair of stinruli 
composed of high and low frequency pure tones and asked to discriminate 
differences in duration of the two tones, ignoring differences in the 
frequency of the tones as in Experiment 1. However, the data for the 
experiment were collected using a three-alternative forced-choice 
procedure (3AFC) for m:::>re efficient measurement situations (Shelton and 
Scarrow, 1984). The subjects were required to select the sound they 
believed to be the longer or if they thought the duration of both the 
stinruli in the pair were the same they had this choice also 
(first/second/same). 

3.2 Experimental Design 
The two subjects from Experiment 1 (S. L. and N. J.) were joined by J. H., 
who had had 10 years of musical experience, and also joined by C.H., 
who was a nonmusician, but who had 10 hours of experience in two other 
experiments on auditory duration assessrrerits. 
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The apparatus was the same as that used in the first experiment. The 
computer collected subject responses and stored•them in data files 
along with the stimulus and frequency difference for each trial. 

The Experiment 1, in which subjects were asked to discriminate between 
long and short durations, was modified. Six musical notes were 
presented instead of the 250-8000 Hz pure tones of Experiment 1. Pairs 
of standard (S) and comparison (C) tones were presented, where S was 
200 rnsec and the values of C/S were 1.03, 1.06, 1.09, 1.12, and 1.15. 
The interstimulus interval (ISI) for each pair of sounds was 1,770-
1,800 rnsec the time. The subjects were supposed to spend the four 
second intervals, after each pair of sounds, for their judgements and 
the recording of these on their answer sheets. 

So that both stimuli in a pair had equal loudness to meet the 
experimental planning, the subjects were given a control to match the 
loudness of the second tone to that of the first, as in Experiment 1. 
The amplitude of the highest tone in a comparison group was fixed as a 
reference and the amplitudes of the lower stimuli were compared. Each 
subject was asked to choose the sound pair which had the same loudness. 
From the pre-test it was found that the relative amplitudes of the 
comparison stimuli had different amplitudes. As a result of the pre­
test, the equal loudness of the standard and comparison stimuli were 
fixed for the experiment, for each subject. 

3.3 Results and Discussion 
As shown in Fig. 2, when the pitch of the musical tone was fixed over 
trials, duration discrimination was described well by a simple model of 
duration discrimination. When the pitch was varied for the comparison 
tone of each pair, but fixed for the standard tone within a pair, 
duration discrimination was worse. As a result, it was found that the 
musical tones, C4, G4, CS, GS, C6 and G6, were within the range of the 
frequency effect revealed in the previous paper (Jeon and Fricke, 1991) 
and in Experiment 1. In case of N .J., who has absolute pitch, and has 
an average duration JND as small as 4.7% in the six musical tones, the 
frequency effect showed up in the first two C/Ss, 1.04 and 1.08 (100% 
correct responses for other C/S values). 
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FIG. 2. Carparison of JNDs, of equal and different frequency tone ptlrs, obtained fran the four subjects. 
'.!.'he standard stimulus duration is 200 msec and tM standard stinulus frequencies are fran G4 to G6. 

4.0 AN INVESTIGATION OF FREQUENCY EFFECT ON DURATION PERCEPTION IN 
MUSIC PERFORMANCES (EXPERIMENT 3) 
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4.1 Introduction 
The present experiments were notivated. by an interest in the 
applicability of temporal psychoacoustical data to the complex contexts 
of mixed sequences in nn.isic. In the previous two experiments, temporal 
discrimination was measured using two isolated. signals to be compared 
in terms of duration difference. Is temporal discrimination comparable 
in cases where two such sounds are part of a nn.isic sequence? 

A flute performance, ':t-bzart Flute Concerto No.1 in G, K.313' was 
chosen as m::>del study. The flute produces individual waveforms which 
can be measured. easily for each nn.isical note. Of all orchestral 
instruments the flute produces sound closest to a pure tone and so is 
nost easily compared to the results from previous experiments. 

4.2 Experimental Design 
The performances of five contemporary flutists were analysed. and 
compared by measuring durations of their tone inte.rpretations. The 

. 1 , artists were Jean-Pierre Rampal, Hubert Barwahser, Claude M:)nteux, 
Neville Amadio and Egenia Zuckerman. Their recordings of 'Flute 
Concerto No.1 in G, K.313 (:t-bzart)' were fed into the Macintosh IIci 
computer with the sound analyzing system. Three s~ts of equal rhythmic 
phrases (shown in Fig. 3) were selected. from the concerto to compare 
the duration inte.rpretation in a piece of nn.isic by each nn.isician. The 
measurement of duration for each performance was compared. in a pair of 
phrases with equal rhythms. The differences in duration were averaged 
for the five nn.isicians to find any trend which depended on pitch. 
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FIG. 3. Three sets of equal rhythnic phrases fran the 
Mozart Flute Concerto No,l in G, K.313. They ;.ere 
selected to ca:rpare the duration interpretation in a 
piece of !!Usie cy each rn.lsician. 

4.3 Results and Discussion 
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FIG. 4. Calparison of duration differences 
perforrra:i cy the five flutists in three 
sets of equal rhythmical phrases. dis the 
difference in duration interpretation. 

From the results shown in Fig. 4, the 6 pairs of notes (Al, A3, B9, C2, 
C3 and C4) are of particular interest because there are large 
differences in duration. The sound pairs of A3 and C2 are semiquavers 
where the nn.isicians performed the lower tone with longer duration. The 
others (Al, B9, C3 and C4) are from semiquavers to crotchets where the 
nn.isicians performed the higher tone with longer duration. 

As :t-bnahan and Hirsh (1990) point out, certain elements seem to be 
accented in rhythmic structures of the world of nn.isic. Accents may be 
generated. by pitch changes or by longer temporal intervals. Overall the 
nn.isicians played the higher notes longer than the lower notes, which is 
the reverse of what we would expect from Experiments 1 and 2, but this 
could be inte.rpreted. as the nn.isicians trying to make the nn.isic less 
'mechanical' . 
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5.0 CONCLUSIONS 

Three experiments were carried out to determine the just noticeable 
difference (JND) for the perception of sound duration and to find the 
effect of frequency on duration discrimination. Duration discrimination 
is worse when there are frequency differences. For different frequency 
pairs subjects perceive the higher frequency to be longer in duration. 
The effect of frequency on duration discrimination is strong in the 
case of a high frequency difference pairs, however too high a tone, 
like 8000 Hz, doesn't seem to have an effect on duration judgements 
when it is paired with lower tones, from 250 to 4000 Hz. The musical 
tones used in the experiment were within the range of the frequency 
effect. The frequency effect was searched for in a piece of music. 
Although no direct and continuing evidence for a frequency effect was 
found there is some evidence for the hypothesis that musicians 
overcorrpensate for frequency effects to make the music sound less 
mechanical. 
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ABSTRACT In the Near-Field Binaural Reproduction 
System(NBR-System), special small loudspeakers are set 

close a head and in front of outer ears. As might be 
suspected, the interaural crosstalk is too small. 
Furthermore, reflected sound waves from the walls are 
relatively small compared _to the direct sound. It can be 
considered that there is no effect of reflections. An 
anechoic chamber is not necessary to the NBR-System. The 
condition of listening room for NBR-System is quiet only. 
The property of loudspeaker for NBR-System is close to 

flat, however, the NBR-System must to be eliminated the 

duplication of the inner transfer function(;due to the 
shape of external ear canal, terminating impedance, and 
so on) in artificial-head recording. A spectral amplitude 

of NBR-System is flat within ± 3 dB between 100 Hz and .15 
kHz. The crosstalk signal averages 20 dB below same side 
signal between 100 Hz and 15 kHz. We use the NBR-System in 
hearing-aid fitting. A hearing-impaired subject can 

estimate a hearing-aid in environment sounds reproduced by 

NBR-System. 
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1.0 INTRODUCTION 
Binaural recording by head and torso simulator(HATS) was 
originally intended for headphone listeni~g. The headphone 
listening system has a merit that need not elimination of 

interaural crosstalk. However, the drawbacks of headphones 

are well known: unstable coupling to the ear, intracranial 

auditory image, and so on. For these reasons, bjnaural 
listening system by headphones has not been very 
successful. 

The other side, difficult problems with true stereo 
reproduction by loudspeakers are interaural crosstalk and 

the influence of the walls and objects within the room. 

The acoustic property of each listening rooms is so 

different that crosstalk canceling and elimination of 
reflection waves are.difficult. One of the ideal space for 
binaural reproduction by loudspeakers is an anechoic 
chamber. In 1963, Schroeder and Atal simulated original 
sound field by synthesizing the signals at the eardrums of 
a listener in an anechoic chamber. In their equalizing 

method, the symmetrical head-related transfer 
function(HRTFs) were used. In 1983, Hamada have reported 
orthostereophonic system, and their equalizing network can 
be applied to asymmetric condition of HRTFs. 

We suggest a 
field binaural 

new binaural 
reproduction 

reproduction system, 
system(NBR-System). 

system is compact and need not an anechoic chamber. 

2 CONSTRUCTION OF NBR-SYSTEM 
2. 1 Arrangement of loudspeakers 

near 
This 

Figure 1 illustrates sound diffraction and crosstalk 

between two loudspeaker and HATS. HLs,HLo,Has,Hao are 
HRTFs from the input terminals of one loudspeaker(L or R) 
to the output terminals of same side microphone and other 
side microphone in the HATS's ears,respectively. Also each 
transfer function includes the loudspeakers. 

In the NBR-System, special small loudspeakers are set 

close ahead and in front of outer ears. Figure 2 is an 
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example of loudspeakers arrangement. As is evident from 
figure 3, the crosstalk transfer functions HLo and Hao are 
too small. It can be considered that there is no effect of 

interaural crosstalk on sound image localization, 
therefore the NBR-System has not crosstalk canceling 
filters. Furthermore, reflected sound waves from the 

walls are relatively small compared to the direct sound. 

fl; 

or i g i n.a. J. sou.rid. 
:f'ieJ.d. 

·q u.i et room 

or sou.n.dproo:f' room 

Fig. 1 Sound diffractions 
loudspeakers and a HATS. 

and crosstalks between two 

ao Cmml 

Fig.2 Arrangement of the NBR-System loudspeakers. 
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Arrangement of loudspeakers is shown in figure 2. 
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It can be considered that there is no effect of 
reflections. The condition of listening room for 
NBR-System is quiet only. 

2·.2 Equalizing filters 

In order to simulate original sound field at the eardrums 

of a listener, the NBR-System has equalizing filters. 

These filters are inverse filters of H Ls and Has. We use 
two channel FIR digital filter. The 16bits digital audio 

signals,provided by digital audio tape recorder at 48kHz 

sampling rate, are calculated 512 points convolution sum. 

2.3 HATS 

Conditions of HATS which is used for recording in binaural· 

reproduction were discussed before. Ogura et al. 

demonstrated that the difference of the inner transfer 

function(due to the shape of external ear canal, 

terminating impedance ·etc.) between a HATS and listener 

did effect on the reproduced signals at the eardrum of the 

listener. We use Bruel & Kjaer 4128, 4158, 4159. 

2.4 loudspeaker system 

The property of loudspeaker for NBR-System is close to 
flat. And this loudspeaker is used close to ear, so that 
listeners need not large amplitude of loudspeaker, and 

small amplitude leads to low distortion. The loudspeaker 

system that is set close a head and in front of outer ear 

is quite unusual in shape since there is nothing to block 

listener's view. Figure 2 shows this fact. We can set a 

display system in front of listener if necessary, and the 
listener can be given listening test information. 

3 EXPERIMENTAL INSPECTION 

3. 1 Procedure 
In an ideal NBR-System, the transfer function from the 

input terminal of equalizing filter(L or R) to the output 

terminal of same side microphone in the HATS's ears is 1. 

In order to confirm experimentally physical performance of 

the NBR-System, white noise was fed left input terminal of 

equalizing filter and we measured output signals of HATS's 
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left ear microphone and right ear microphone. 

3.2 Results 

The results of physical performance test are shown in 

figure 4. The upper trace is the transfer function from 

left input terminal to the output terminal of right 

microphone in the HATS, and the lower trace is crosstalk 

signal. The left ear signal has a spectral amplitude which 

is flat within ± 3 dB between 100 Hz and 15 kHz. The 
right ear signal average 20 dB below the left ear signal 

between 100 Hz and 15 kHz. The result looks 

reassuring(i. e.,, the right ear signal is appreciably 
smaller than the left ear signal). 

4 APPLICATION OF THE NBR-SYSTEM TO HEARING AID FITTING 

After the hearing aid fitting, a hearing impaired subject 
often complains about environmental noise,for example, 

traffic noise, noise of doing the dishes, noise of turning 

over the newspaper. If he uses the NBR-System, he can 

estimate a hearing aid in reproduced environment sounds. 

Essentially, the NBR-System simulates original sound field 

inside ear canal entrance, but a sound field around outer 

ear is simulated enough. Figure 5 shows comparison HATS's 
microphone response in the original sound field with 

HATS's microphone response in the simulated sound field in 

. 
10d.Bi 

--

L,, 

- !-- .. '\.. J I'\ 

100 1k. 
f .reg i.ien.oy C H.:z. l 

Fig.4 Results of physical performance test, 

I, i'v 
['\ V 

"-II 

10k. 

White noise was fed left input terminal of equalizing 

filter. The upper trace is the transfer function from left 

input terminal to output terminal of right microphone in 

the HATS. The lower trace is crosstalk signal, left input 

terminal to right ear microphone. 
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wearing a behind ear hearing aid. 
reassuring. 

5 CONCLL'SION 

This result looks 

We develop a compact binaural reproduction system for 

listening test. The NBR-System needs only an area of 

0.9m2 
. The room for listening test is not necessarily an 

anechoic chamber. The reproduction frequency range is 

between 100 Hz and 15 kHz within± 3 dB. The maximum 

output sound pressure level measured with K~TS B&K4128, 

is 120 dB. We use the NBR-System in hearing aid fitting. 

A hearing-impaired subject can estimate a hearing aid in 

environment sounds reproduced by NBR-System. 

10d.Bt 

,/ ' ,, 
~\.,y 

" 
/ ~ 

\ 

1,~ -,-_ 

100 1k. 10k. 

freq u.en.oy C H:z. l 

Fig.5 Comparision HATS's microphone response in the 
original sound field with HATS's microphone response in 

the simulated sound field in wearing a behind hearing aid. 
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ABSTRACT The effects of the phase difference between the components 
of a two-tone signal on its perception were investigated in this study. First, 
thresholds at frequencies twice that of the masker were measured as a function 
of the phase of the maskee using the tone-on-tone masking technique. The 
results were explained by the assumption of a vector summation of the mas­
kee and the aural harmonic caused by the masker. The effect of the phase 
difference between the components of two-tone signals on their timbres was 
then examined by applying the method of triadic comparison. The timbre 
was perceived two-dimensionally with respect to the phase difference. These 
results are considered to be incorporated in the idea of a "masked frequency 
spectrum" which is assumed to describe the contribution of each component 
of the sound to its timbre. 
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1.0 INTRODUCTION 

~t is well known that the perception of signals consisting of two components 
having .a frequency ratio of exactly two is affected by the phase relation between 
the components. This monaural phase effect has been investigated by many 
researchers from various angles. In some of the studies, the perception of each 
component of the complex signal has been investigated separately. For exam­
ple, it has been shown that when the lower frequency component is considered 
to be the masker, the threshold of the higher frequency component varies with 
its relative phase (Clack T.D. 1967a, 1967b, 1972, Nelson D.A. and Bilger R.C. 
1974a, 1974b, Zwicker E.). At the same time, changes in loudness and pitch 
of the higher frequency component have also been found (Lamore P.J.J. 1975, 
1977a, 1977b, 1979). On the other hand, the perception of the complex signal 
as one unit has been investigated in other studies. The effect of the phase 
difference between the components on loudness, pitch, and timbre of the com­
plex signal has also been widely investigated (Criag J.H. and Jeffress L.A., 
Hall J.L.,.Raiford C,A. and Schubert E.D.). It is natural to consider that 
the perception of a complex sound and that of the components are correlated 
with each other. 

In this study, the threshold changes of the higher frequency component were 
:measured as a function of its phase. Also, the effects of the phase on the 
ti:rnt>re of complex signals were examined. Finally, the change in timbre was 
considere.d on the basis of the concept of a "masked frequency spectrum," 
taking measured threshold data into account. 

2.0 EFFECT OF PHASE ON THRESHOLD OBSERVED IN TONE-ON­
TONE MASKING 

2.1 Method 

Three subjects, two males and one female, 22 to 27 years of age, participated 
in the two experiments. They had no history of auditory problems, and the 
minimum audible pressure of each was checked using sweep-frequencies from 
100 to 10,000 Hz with a Bekesy type audiometer. · 

In one experiment, thresholds at frequencies ('2) twice the masker frequen­
cies (Ji) of 500 and 2000 Hz were measured using the tone-on-tone masking 
technique. 

The threshold data were obtained as a function of the phase of the maskee 
in 30° steps from 0° through 360° by the method of limits. The level of the 
masker was fixed at 70 dBSPL (dB relative to 20 µ Pa). The masker was then 
presented periodically with a duration of 3.0 s and a pause of 2.5 s between 
sounds. The maskee had rise and decay times of 250 ms, each with the shape 
of a half-cycle of a cosine function. Total maskee duration was 1.5 s. The 
maskee was embedded in the masker with a delay of 1.5 s after its start. Four 
downward- and upward-sequences with the change in maskee levels at 2-dB 

. step::; .we.re presented alternately, and the average of the last 6 judgments was 
empfoyecl as an experimental datum. 

The .stimuli were presented monaurally to the right ear of the subjects seated 
in a sound-proof chamber via headphone (YAMAHA YHD-3). The phase of 
the maskee was determined with an artificial ear (Briiel & Kjaar 4153). 
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2.2 Results and Discussion 

Figure 1 shows the thresh­
olds as a function of the 
phase of the maskee. This 
monaural phase effect is suf­
ficiently described by the as­
sumption of a vector sum­
mation between the mas­
kee and the aural harmonic 
which is the result of a 
nonlinear distortion of the 
masker (Clack T.,D. 1972, 
Erdreich J. and Clack T.D., 
Schubert E.D .) . The curves 
can be represented by the 
equation: 

where Ae is the amplitude 
of the external tone (mas­
kee), A; is the amplitude of 
the internal tone (aural har­
monic), 0 is the phase dif­
ference between these two 
components, and Ar is the 
resultant amplitude. When 
the resultant of the sum­
mation attains an a·osolute 
threshold, the maskee be­
come audible. The absolute 
threshold, A; , and 0 are esti­
mated from the experimen­
·t al data, i.e., Ae (Erdreich J. 
and Clack T.D.). 

On the other hand, N el­
son D.A. and Bilger R.C. 
( 1974a) interpreted the ef­
fects of the phase on the 
threshold as being the re­
sult of temporal pattern dis­
crimination at the neural 
stage. However, it can 
not be considered that the 
"phase lock" of discharges 
of cochlear fibers occurs in 
synchrony with the cycles 
of the stimulus waveform 
for the maskee frequency of 
4000. Hz. Hence, the vec­
tor summation assumption 
seems to be a more reason­
able explanation. 
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(a) Thresholds at 1000 Hz. The masker was 
500 Hz at 70 dBSPL. 
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Fig.1: Thresholds at frequencies twice that of 
the masker as a function of the phase of the 
maskee relative to that of the masker for three 
subjects. CurYes repr~sent the fit of Eq. (1). 
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3.0 EFFECT OF PHASE ON TIMBRE OF COMPLEX SIGNALS 

3.1 Method 

In this section, phase effect of the higher frequency component of the two-tone 
signal on its timbre was examined using the method of triadic comparison. 
The stimulus is given by the formula 

f(t) = A1 sin(21rfit) + A2 sin(21r/2t + </>), (2) 

where h = 2/i , and </> represents the phase difference determined with the 
artificial ear. 

In the following experiments, two Ii / h pairs were used, i.e., 500/1000 Hz and 
2000/4000 Hz pairs. The level of the lower frequency (/1 ) component was fixed 
at 70 dBSPL. The higher frequency (/2 ) component was presented at three 
levels (25, 35, and 45 dBSPL when Ii is 500 Hz, and at 15, 25, and 35 dB when 
/ 1 is 2000 Hz). The experiments were carried out separately for each frequency 
pair and each h level. In each experiment, six different signals, with </> changing 
at 60° steps, were prepared. 

Triads (A-B-C) were presented sequentially. Each stimulus had a duration of 
1.5 s with 20 ms rise and decay times. Intervals of 0.5 s were inserted between 
stimuli. For each triad, the subjects judged which of A or C was closer to Bin 
timbre. All possible triad combinations were presented eight times in random 
order. 

The obtained judgments were transformed to dissimilarity matrices individu­
ally (Torgerson W.S.), which were used as inputs to Torgerson's multidimen­
sional scaling program. Calculated results with the program show the relative 
location of the stimuli in Euclidian space. 

3.2 Results and Discussion 

Two indices of fitness, F and P, suggested that the stress was small enough even 
when a one-dimensional solution was employed for some of the dissimilarity 
matrices. However, a two-dimensional solution was employed, here, for all 
matrices to compare our results with Hall's. 

Figures 2 and 3 show the stimulus spaces obtained as the results of computation 
for Ji =500 Hz and Ji =2000 Hz, respectively. All figures are drawn with the 
same criterion, i.e., with the JND (just noticeable difference) scale calculated 
by the method of Thirston's Case V. As Case V is a simplified method, it 
should be noted that JND in the figures is considered as an approximation. 

First, the results for Ji =500 Hz (Fig.2) will be discussed. For subject 1, when 
the level of the h component was 45 dBSPL, the plot of the stimulus points 
formed an almost perfect circle with an angular distance of about 60° between 
adjacent points, in accordance with the results by Hall. However, when the 
level of the h component was decreased to 25 dBSPL, the solution became 
one-dimensional. Minimum masking occurred at phase angles of 90° and 150° , 
while maximum masking occurred at 270° and 330° . Although Hall stated 
"if there is any one phase condition that is perceptually distinctive, then it is 
not revealed by the method of triadic comparisons," our results suggest that 
axis I is highly correlated with the audibility of the f 2 component, i.e., the 
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masked loudness of the component. Even if the level of the component was 
held constant, its masked loudness changed with the change in threshold due 
to its phase. 

The variance of the points along axis I is interpreted by the loudness function 
of the masked tone, i.e., the '2 component. When the level of the h component 
was 25 dBSPL, the component was sometimes inaudible according to its phase 
angles, so the variance was rather small. When the level was raised to 35 dB­
SPL, the masked loudness of the component could be perceived for every phase 
angle, and the variance was found to increase. The variance was reduced in 
the case of 45 dBSPL, however, because the difference in the masked loudness 
of the component was reduced by recruitment. 

On the other hand, the variance along axis II increases as the level of the 
h component is raised. An increase in the h component contributes to the 
difference in waveforms among the two-component signals. This suggests that 
axis II correlates with the difference in waveforms among the stimuli. 
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Fig.2: Individual locations of the two-tone signals in stimulus space based on 
subjective similarity. The frequency of the / 1 component of the signal was 
500 Hz, and that of h was 1000 Hz. The level of the / 1 component was 70 dB­
SPL, while those of h was 25, 35, and 45 dBSPL, respectively. The parameter 
is the phase angle of the h component. 
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Regarding subject 2, the results showed features similar to those of subject 1. 

As for subject 3, the significant feature is that the variance along axis I is small 
compared with those of the other subjects. This feature can be explained by the 
subject's own loudness function. This does not depend on the phase distinctly, 
since the phase effect on the threshold is relati'1Tely small as shown in Fig.l(a). 
However, reduction of the variance along axis II is also found as the level of 
the h component is decreased. 

With regards to Ji =2000 Hz (Fig.3), for all subjects, the configurations of 
the stimulus points along axis I are similar to those shown in Fig.2. As to 
axis II, however, the stimulus points concentrate around the center irrespective 
of levels of the '2 component. This reflects the fact that the "phase lock" of 
discharges of cochlear fibers does not occur simultaneously with the cycles of 
the stimulus waveform at the frequency. 
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. Fig.3: Individual locations of the two-tone signals ,in stimulus space based on 
subjective similarity. The frequency of the ft component of the signal was 
2000 Hz, and that of h was 4000 Hz. The level of the f 1 component was 
70 dBSPL, while those of h was 15, 25, and 35 dBSPL, respectively. The 
parameter is the phase angle of the h component. 
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4.0 DISCUSSION 

4.1 Masked Frequency Spectrum Concept 

Some psychophysical experiments indicate that the perception of acoustical 
signal is strongly correlated with an "internal spectrum" rather than with its 
physical spectrum (Buunen T.J.F. et al., Hirahara T). The internal spectrum 
of a complex signal consists of its "internal" components which are the output 
of signal processing in the auditory pathway. For steady complex sounds, the 
process has nonlinear functions such as critical band filtering, level adaptive 
filtering, lateral inhibition, internal masking, subjective tone generation and 
so forth. 

In this paper, only two-tone complex signals were studied. Hence, mutual 
masking and subjective tone generation have to be taken into consideration. 
As the two components used have a frequency ratio of 1:2, the vector summa­
tion takes place between the higher frequency component and the 2nd aural 
harmonic caused by the lower frequency component. Thus, the loudness of the 
higher frequency component is reduced by masking, and also changes based on 
the vector summation as a function of its relative phase. 

On the basis of the above discussion, the authors proposed the idea of a 
"masked frequency spectrum," consisting of the components having respective 
masked loudness, which is expected to be an approximation of the internal 
spectrum of the signal (Sone T. et al.). 

4.2 Interpretation of The Results Based on The Present Concept 

If the plot of the stimulus points form a circle, the subjective dissimilarity 
space corresponds with physical parameters (Hall J.L.). However, the results 
cannot directly be interpreted by any physical parameter. They may be ex­
plained by parameters of the masked frequency spectrum, i.e., the magnitude 
of the masked loudness and the phase of each component. There is no need 
to consider the phase of a high frequency component as far as the masked 
frequency spectrum is concerned, since the "phase lock" disappears at those 
frequencies. 

5.0 CONCLUSION 

The phase effects of the higher frequency component of a two-tone signal on 
its timbre were examined. 

The variations of threshold in the higher frequency component was described 
by the assumption of a vector summation between the component and the aural 
harmonic caused by the lower frequency component. This resulted in variation 
of the masked loudness of the component. The timbres of two-tone signals 
were two-dimensionally perceived as a function of the relative phase of the 
component. One axis correlates with the masked loudness of the component, 
while the other correlates with the waveform of the signal. 

The results are interpreted with the concept of the masked frequency spectrum. 
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AIRCRAFT COCKPIT NOISE AND STUDENT PILOT HEARING 

Yong-xiang Wu 
Leader of the Group of Audition and Noise, Institute of 
Aviation Medicine, Air Force , PLA of China 

ABSTRACT We measured the cockpit noise in the primary and 
jet trainers and the basic hearing of the student pilots 
before entering flying. We again measured their hearing at 
the end of their first and second year of training. All the 

cockpit noise levels were about 103 dB, except that of jet 
trainer reached a level of 114 dB during zooming. the stud­
ent pilots' hearing did not alter significantly after two 
years of flying. Their high frequency hearing loss did not 
alter neither, even though some of them had original light 
or even moderate degree of hearing loss before entering fly­
ing. So the physical standard concering the high frequency 
hearing value in audiometery of student pilots, Air Force, 
PLA was relaxed •. 
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1. 0 D-IT:\00UCTIC2; 

It had been proved byfuany scientists with the method of epi­
demiology, that the pilots' hearing injury, especially the 
hi~h frequency hearing loss is serious ( Tan z-w & Wu Y-x) •. 
Bu.t we have not yet found any report on the detailed direct 
relationship between the aircraft cockpit noise and the bas­
ic hearing of pilot. This paper just covers the study of th­
is relationship •. Firstly, we measured the cockpit noise in 
the primary and jet trainer and the basic hearing of pilots 
before entering flying. After they had flown for 1 or 2 yea­
rs in these trainers, we again measured their hearing. Based 
on the data we investigated the actual relationship between 
cockpit noise a~d pilot hearing. -

2.0 M./.::'SRIAL AND METHO'J 

2.1 heasuring the CockDit Noise The cockpit noise was me-
asured by a precision sound levelmeter Model 2230 with its · 

microphone sensor fixed in the front cockpit 15 cm away from 
the pilot's left ear at the ear level and a Demark made tape 
recorder Model 7005 mounted in the rear cockpit. The record­
ing was maintained continuously during the whole flying. The 
data were processed by a Danish dual channel analyzer Type 
2034. A IBM computer was used to treat, memorise and print 
these data •. 

2~2 Selecting the Student Pilots and the Contrast Groun 
A total number of 173 student pilots from the flight college 
of the Air Force were chosen as experiment group. They've 
passed the convention test of E.N.T.Department before enter­
ing the college. In order to eliminate the influence of age, 
146 soldiers of the same age who do not expose to aircraft 
noise as the contrast group. 

2.3 The Time and Method of Hearing Test A Model OB77 aud­
iometer was used to test the air conduction hearing by stan­
dard steps (Wang N-y) •. The test was made in a'fuovable hearing 
test room in which the background noise was no more than 30 
dB('A). The test frequency was from 125 Hz to 8000 Hz. 
The first test was made in June-July '88, when the student 
pilots were still in class; the second test was made in 6-7 
'89, when they had flown in primary trainer for a year; and 
the third time was in 6-7 '90, when they had flown in jet 
trainer for a year •. Each year at the same time we also test 
the hearing of the contrast group. 

3.0 RESULT 

3 •. 1 The Cockni t Noise Level of the Two Trainers The noi­
se levels of these two trainers in different flight conditi­
ons were shown in Table 1, and their frequency spectra were 
shown in Fig 1 and 2. 

3 • .2 The Student Pilots I hearing Did Not Significantly Alt-
er After 2 Years of Flying Because of the elimination of 
the student pilots and the work change of the members in the 
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Table 1. trainer cockpit noise level(d.B) during flying 

flight condition 
type of trainer . 

take off cruising spiral zooming dive 
~ 1500ml 

primary 104.6 103.4 104.5 104.7 
jet 103.7 104.9 114.1 102.1 

Iii 

l--.r .lii II a 
-, 

Fig 1 primary trainer cockpit 
noise level during flying 
note: 1--take off, 2--spiral 
3--zooming, 4--cruising 

Fig 2 jet trainer cockpit 
noise level during flying 
note: 1--spiral, 2--dive 
3--zooming, 4--cruising 

contrast group, the numbers of the two groups were getting 
less each year. As shown in Table 2 and 3, the hearing of 
student pilots and contrast group did not significantly alter 
in three j'ears .. 

Table 2. 95th percentile(d.B) of hearing among 
the same group of student pilots 

measured 1988 1989 1990 frequency (N=173) (N=138) (N=93) (Hz) 

250 23.6 23.2 22.4 
500 22.2 24.3 23.8 
1000 19 .1 19.4 19.1 
2000 19.6 22.3 19.0 
3000 23.5 27.8 25.8 

4000 38.4 45.5 50.8 
6000 51.7 56.4 55 •. 9 

note: 1988--the hearing before flying 
1989 & 1990--the hearing after 1 or 2 years 
of flying 
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Table 3.,. 95th percentile( dB) of hearing 
among the contrast group 

measured 1988 1989 1990 frequency (N=146) (N=77) (N=39) (Hz) 

250 26.8 27.6 25.1 
500 24.1 28.7 24.1 
1000 19.8 22.3 20 •. 3 
2000 20 •. 5 23 •. 2 14.3 
3000 26 •. 7 24 .. 5 25 ... 3 
4000 37.3 29.6 25.-3 
6oOO 48 •. 7 50.8 33 •. 4 

3.3 The Original High Freauency Hearing Loss of Student 
nilots Did Not Get 'ilorse The individual analyses of the 
hearing of a student pilot, Mr Li, who had originally high 
frequency hearing loss before entering flying, was shown in 
Table 4. His hearing loss did not get worse after 2 years 
of flying. As shown in Table 5 & 6, the average hearing lev­
el of 26 and 27 student pil.ots who had originally high freq-

Table 4 .. hearing levels(dB) 6f student pilot .Mr Li 

measured 
frequency 

(Hz) 

250 
500 
1000 
2000 
3000 
4000 
6000 
8000 

1988 

5 
5 

15 
20 
35 
50 
50 
50 

left ear 

1989 

5 
0 

10 
20 
30 
60 
55 
40 

1990 

5 
5 

1 (} 
20 
25 
50 
60 
20 

right ear 

1988 1989 
5 10 

10 10 
5 10 
5 5 

25 30 
50 45 
65 60 
35 35 

1990 
10 
10 

5 
10 
20 
50 
50 
40 

Table 5. hearing average(d.B) of 26 student pilots 
with high frequency hearing loss 

measured 
frequency 

(Hz) 

3000 
4000 
6000 

left ear 

1988 1989 
10 • .0 10 • .2 
13 ... 8 14. 6 
28 • .5 27 .. 9 

right ear 

1988 1989 
11.0 14~.a.-
13 .. 9 14 •. 6 
34 .. 6 31,,. 7 

uency hearing loss also had no significant change after 1 or 
2 years of flying (P<0..05). That is to say, the original 
high frequency hearing loss did not worsen. 
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Table 6 •. hearing average(d.B) of 27 student pilots 
with high frequency hearing loss 

measured left ear right ear frequency 
Hz) 1988 1989 1990 1988 1989 1990 

3000 12 .. 2 12 •. 5 12 .. 2 14.1 15.2 14.1 
4000 19 •. 8 22.8 19 •. 1 25 .. 2 26 .. 2 24.1 
6000 35 .. 4 37.2 35 •. 4 41 .. 5 37.6 39 •. 4 

4 •. o DISCUSSION 

4 .. 1 To 'Jetermine the Cockpit noise Correctly in Flying 
State It is hard to determine the cockpit noise in flying 
state. We took the advantage tif the two-crew cockpit trainer 
to fix the sound levelmeter in the front cockpit and the ta-­
pe recorder in the rear cockpit, thus we could get the noise 
value of the whole flying course. As shown in Table 1, the 
noise values in all the trainers were about 103 dB, except 
that in the jet trainer during zooming reached to 114 dB .. 
In the frequency spectra we could find that·the level of pr­
imary trainer cockpit noise were all about the same from lo­
w to high frequency, except a little higher level was found 
at 500 Hz( ~ee Fig 1 •. ) .. It is a kind of mixed stable noise 
which may have relation to the characteristic of the propel­
ler-driver aircraft. While the stable noise in one kind of 
jet trainer was mainly of low frequency(See Fig 2.), and th­
ose stable noise in several other kinds of jet planes that 
we had determined before were mainly of middle-high frequen-
cy. 

4 .. 2 It's a Fact That the Student Pilots' Hearjng Did Nat 
Significantly Alter after 2 Years of Flying The values 
of cockpit noi -.e of the two trainers were about 103 dB, and 
did not exceed the criteria limit of 108 dB(A) which was 
stipulated in the military standard of our country (Wu Y-x). 
On the other hand, the average amount of noise exposure com­
puted according to the actual situation of total flying time 
and an average 30-minutes' flying per each fli;ht time per 
day of the student pilot was also within the limit of the 
military standard for protecting hearing at home and abroad 
(Anonymous, Qian W-q & Britzford D). That is to say, the no­
ise intensity and its effective time were under the permiss­
ion of the standard, so it tallied with the fact that their 
hearing did not alter significantly. 

As said before, many reports have proved that the high freq­
uency hearing loss in pilot was seriousr We know it for a 
fact and we belive it was because that the pilots fly the 
advanced jet aircraft or helicopter for too long in each fl­
ight •. Naturely,the repeated hazardous exposure of the noise 
would give much more damage to the ear. Then their hearing 
loss might become seriou3 day by day. However, based on the 
test of the basic hearing of 173 student pilots, we found 
that 53(30.6%) of them were of light degree high frequency 
hearing loss(See Table 5 3: 6). From this fact we can say 
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that quite a few of serious high frequency hearing lesser 
reported before were not attibuted to the aircraft noise • 
For example,among 166 fighter pilots we've reported(Wu Y-x) 
that the high frequency hearing loss er was 53 •. 6%. Al though 
now we can not trace back their basic audiogram,at least we 
can say that some of their hearing loss were not caused by 
the aircraft noise. Then how could we find out the relatio­
nship between cockpit noise and pilot hearing? The only way 
is to take the basic audiogram before the begining of flight 
training and to have it followed up every year. Then we will 
get the sensible result. 

4 •. 3 Relaxing the High Frequency Hearini:s Value is ?easible 
.-ihen rlecruitin!Z ...3tudent Pilots Recently we have rechecked 
2775 3tudent pilots' hearinc in eight different places. The 
results were calculated with 95th percentilG (dB) of hearing 
It was about !+O dB at 4000 :-Iz and over 50 dB at 6000 .-:z and 
about 30 dB at 8000 iiz. They had reached the light or even . 
moderate degree of high frequency hearing loss. Based on the 
natural distrijute condition of our young students' hearing, 
'.ie revised the hearin;ffitaniard of the Air ?orce re~;'!:"td ting 
student pilots and stipulatect the total hearing loss of two 
ears to be no □ore than 210 dB at the frequency of 4000,60CO 
.i..Yld. 3000 Hz. 'dill this relax influence the nerf ormance of 
pilot flying in the military unit? As shown.in Table 4-6, 
the hi.c;h frequency hearing loss did not 5et worse after two 
years of flying indicatin~ that there was no effect on sch­
ool flying. 3o ·.-,e do think it would not inflenced the future 
::_)ilot flying in the military unit too much. However the lan­
guage hearing could only be influenced when the high freque­
ncy hearing loss moves into the language frequency, but as 
it was already proved by the service pilots that it is a 
very lbng process. 
In the similar standard abroad, the hearing values of high 
frequency part tend to relax,too • For example, in medical 

examination and medical standards ·of USAF, the total hear~ 
ing loss of two ears at 3000, 4000 and 6000 Hz is relaxed 
froJJ. 210 dB to 270 dB (Hill NS & Fitzpatrick DT). So based 
on the natural distribute condition of our young students' 
hearing and the reality of recruiting pilot stations, rela­
xing the hearing value of high frequency part properly is 
not only necessary, but also feasible. 
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ABSTRACT 

It is of great importance for adaptive active noise control to achieve expected reduction of 

acoustic potential energy within an enclosed space. In this paper, effect of number and loca­

tions of error sensors (ES) is discussed, in order to keep the number of ES as few as possible.An 

interpolation method for error signal based on spatial sampling is presented, which has practi­

cal advanstage in case of primary source working at non-resonance frequencies , high modal 

density space and mutli-channel adaptive active sound control system.Finally, simulation re­

sults taking active control of a lightly damped rectangular enclosure for example are given. 
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1.0 INTRODUCTION 

A great number of successful active control applications have already existed for many 

years, particularly for low-frequency noise in ducts [IJ. Beacause of advances in VLSI and sig­

nal processing, more recently, active control of sound field in enclosed space has attracted 

special attention and some initial encouraging results for active control of propeller-induced 

cabin noise have been obtainedl21• 

Since primary source may come from structural radiation , sound tranmission or internal 

noise excitation and source parameters together with the transmission channel are 

time-variant, it is necessary for an adaptive system to track the variations and achieve 

optimum noise reduction. For an adaptive active control system the arrangement of error 

sensors have strong influence on complexity of practical installation and signal processing as 

well as attenuation level, in practice the sum of squared pressures received by a number of ES 

at discrete points is refered to as approximation of acoustic potential energy over 

space. Theoretically, an infinite number of ES are needed for optimum reduction, which is 

obviously impractical. 

Thus, an interpolation method for error signal based on spatial sampling is presented in 

this paper, which can larg~ly reduce the number of ES, particularly for primary source work­

ing at non-resonance frequencies, high modal density space and multi-channel adaptive active 

sound control system. Finally, simulation results taking active control of a lightly damped rec­

tangular enclosure for example are given. 

2.0 ADAPTIVE ACTIVE CONTROL OF ENCLOSED SOUND FIELD 

2.1 PROBLEM DESCRIPTION 

Suppose that the sound field to be discussed is steady and harmonic and can be expressed 

as sum of modal contributions with a time dependent factor e irui. The complex pressure of 

primary plus secondary sources at a given point r can be written as 

N 

"' T T p(r,m) = L. i/1 (r)a (m) = i/1 a= i/1 (a + Bq ) 
n n p 1 

(1) 
.11-0 . 

where ijJ , a are the Nth order vector of characteristic functions , and modal amplitude 
p 

due to primary source only,and q is complex strength vector of secondary sources, whose ele-• 
ments are ijJ (r), a (w) and q (m) respectively. B is N x M matrix of modal excitation 

11 pn 1m 

coefficients quantifying the excitation of the nth mode due to the mth secondary source, 

and its elements are B (m). 
nm 

Nelson et al l2l introduced minimazation of total time-averaged acoustic potential energy 

as criterion of active sound control in enclosure, This quantity, E is proportional to the vol­
P 

ume integrated mean square of acoustic pressure and is measurable. 

1 J 2 H E = (--
2

) p (r ,m )dv = a a 
P 4pc P P 

(2) 

where p , c are the density and sound velocity of medium respectively, H denotes 

Hermitian transpose of a matrix. 

According to unconstrained optimization theory, an unique set of secondary sources can 

be obtained [IJ 

H -1 H ( ) q = -[B B] B a 3 
w p 
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this method is known as active minimazation of acoustic potential ( AMAP ) in enclosure. 

2.2 IMPLEMENTATION AND PERFORMANCE 

With regard to practical utlization of (3), a feasible approach is to monitor the amplitude 

of the error pressure fluctuation at a number of discrete sensor locations and adjust adaptively 

the strengths of secondary sources untill convergence. The system carrying out the above opera­

tion is so-called adaptive active sound control system.It is pointed out by passing that several 

adaptive algorithms such as filtered-x LMSf31and intermittent RLS algorithm f61 have been de­

veloped for these systems. 

The sum of squared pressures at r 
1 

(1 = 1, 2, ... , L) can be regarded as an approxima­

tion of the overall space acoustic potential energy, 

V 2 
J =--

2 
p (r, w) 

P 4pc 
(4) 

It should be noted that driving the pressure to zero at a number of discrete locations may 

produce substaintial increase in the pressure amplitude at other locations.Therefore, an infinite 

number of ES are needed theoretically to achieve best possible overall reduction , which is ob­

viously impractical, it is necessary to develope an alternative approach solving this problem. 

For the sake of visualization of the study , Attenuation Level (AL) is defined as follows in 

which E and E denote respectively acoustic potential energy due to primary source distribu-
. PP . po 

tion only and primary and secondary sources distribution together. 

AL= 10/g( ;:: ) (5) 

Theoretically, there are respectively 

V H 
E =--a a 

PP 4pc 2 
P 

V H H H -I H 
E = --2 [a a - a B[B BJ B a 

po 4pc P P P P 

If the adaptive system contains LES, then 
V HH HH H H 

E = --2 q 
I 

B Bq 1 + q 1B a + a Bq 1 + a a 
po 4 s • • P P • P P pc 

(6) 

(7) 

q ,
1 
is the vector of optimum strengths of secondary sources , a detailed derivation can be 

found in reference [2]. 

3.0 INTERPOLATION OF ERROR SIGNAL 

According to sampling theorem in time domain, for a limited-band temporal signal, if 

the sampling frequency f, is greater or equal to at least twice the highest frequency (/
0 
), 

x(t) can be represented as weighted sum of discrete sampled values ofx(t), i.e. 

"' sin(2n(t - kT )) 
x(t) = k•~"' x(kT.) 2n(t - kT)• 

then 

(8) 

The rightmost term in above equation is a sampling function. In general there are many 

classes of sampling functions such as sinusoidal function, Laruerrcl functions, and Legendre 
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polynomialsl4l. 

Eq.(3) can be extended to cover spatial sampling 151 . For simplicity,a pure tone acoustic 

pressure p(r,t) is considered and it can be sampled at interval (L ,b. ,L ). 
X Y Z 

., ., ., 
P(r,m) = I I I /(x

1
,y ,z )S(l,m,n,x,y,z) m ,. (9) 

l• -oo m• -oo .11• -co 

. ( nx 1 ) . ( n Y ) . ( nz ) szn L - 11: szn L - mn szn L - nn 

S(l,m,n,x,y,z) = x Y -------'-'---

nx _ 1,,.. 11:y 11:z 
6 .. 6 -mn L -nn 

X y Z 

whereL , L , L are sampling interval along X, Y and Z respectively. 
X y Z 

The spatial sampling formula is valid if 

{11) 

where L is one of (L , L , L ), }. . is the wavelength associated with the highest fre-
x. y : m,11 

quency. 

Accordingly, pressure at some location which has not been picked up by a 'real' sensor can 

be interpolated by pressuers at other locations. Observed from eq.(1), spatial sampling of p(r, t) 

depends on characteristic function l/1 (r) only because a (m) is a constant for a given ,. ,. 
instance.Taking one dimension standing wave which propagates along a finite long duct seated 

at two ends for example, one can interpolate pressure at any position from the pressures taking 

at 4n sampling points for the nth mode, the result seems quite satisfactory (in Fig.I). 

4.0 ILLUSTRATION 

Given a lightly damped, approximate 'two dimensional ', rectangular enclosure whose 

dimensions are 2.264m x 1.132m x 0.186m. A damping ratio of 0.01 is assumed for all natural 

frequencies. For simplicity, only ·one primary point source at ( 2.2, I.I, 0.12 ) and one sec­

ondary point source at ( 0.17, 0.9, 0.18 ) are considered. 

2 ml/I (r )q (m) 
a (m) = !!£_ " P P 

P" V 2( m m- j(m2 - m2) ,. " ,. 

v=O 
v>O 

(12) 

(13) 

(14) 

The operation frequencies are within the limits ranging from lOHz to 300Hz , there are 8 

main contributing modes whose natural frequencies and mode indexes are respectively 
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73.2Hz ( 1, 0, 

0 ), 207.0Hz ( 2, 

2, 0 ). 

0 ), 141.4Hz ( 0, 1, 0 ) ( 2, 0, 0 ), 163.7Hz ( I, 1, 

I, 0 )219.6Hz ( 3, 0, 0 ), 263.9Hz ( 3, 1, 0 ) and 293.6Hz ( 0, 

In order to achieve AMAP adaptively, assume that 4 ES are placed in the same plane as 

the secondary source lays, located at ( 0.754, 0.377, 0.18 ), ( 0.754, 0.377, 0.18 ), 

( 1.508 ,0.377, 0.18 ) and ( 1.508, 0.754, 0.18 ). For this case, AL is computed and 

shown in Fig.2 ( curve B ).In comparison with theoretical predicated value of AL( curve A in 

Fig.2 ), it shows that optimum AL can't be reached and inversely E is increased at some 
p 

non-resonance frequencies, this is mainly because there are more modes significantly contrib-

uting to the pressure field at these frequencies and 4 ES is too few to approximate the overall 

space distribution of acoustic potential energy. 

Acoustic pressures at 16 locations can be interpolated through pressures at positions of the 

4 ES according to eq.(9),' AL for this case agree well with the optimum value of AL. 

In addition, 750 modes ( N 
1 

= 15, N 
2 

= 10, N 
3 

= 5 ) arc included for computing 

accurately the pressure amplitude at all frequencis up to 300Hz. 

5.0 CONCLUSION 

For an adaptive active sound control system in cnclousure, one of the important 

parameter is number and locations of ES. Of course ES should be placed at points of maximum 

response for the major contributing modes and the number of ES should be as big as possible 

theoretically. However, in practice a great part of the error signals can be made by interporlat­

ing from limited 'real' error signals. The approach presented is of great advanstage for high den­

sity sound field and mutli-channel adaptive active sound control system.The price paid for this 

method is the computation. burden which can be solved easier with the help of rapidly devel­

oping digital signal processors. 
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ABSTRACT 

While exact expressions for the diffraction of sound from a point 
source by a thin semi-infinite sheet and a wedge have been available 
for many years, an exact solution for a truncated wedge has only 
recently become available. This solution, by I. Tolstoy, which 
assumes a harmonic line source, will be discussed. Problems arising 
when evaluating the theory will be indicated as well as limitations 
which occur at small barrier widths. Predictions will be compared 
with experimental measurements of the attenuation produced by 
truncated wedge barriers, with a width up to 0.Sm. Th~ acoustic 
impulse technique used to obtain these measurements over full sized 
barriers will also be described along with results from approximate 
expressions for wide barrier diffraction by Pierce and by Medwin. The 
phase information provided by the theories is evaluated by comparing 
predicted and measured waveshapes obtained behind the barrier. 
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1.0 INTRODUCTION 

Barriers are an important architectural element ,for the reduction of 
noise. While exact theoretical models for the semi-infinite thin 
sheet and the wedge are available, including a formulation which 
permits speedier computation (Hadden and Pierce), real barriers have 
a finite width and rarely come to the sharp edge assumed by the 
wedge. A more realistic model for practical barriers is the truncated 
wedge, which reduces to a rectangular barrier when the exterior 
vertex angles are 270°. A semi-intuitive formula for the attenuation 
of a wide barrier is available (Pierce), while an impulse treatment 
can also be applied (Medwin). Both these methods are approximate, so 
the recently developed theory (Tolstoy) of an exact treatment for the 
truncated wedge provides a useful standard to compare predictions of 
other models, although Tolstoy's approach assumes a line rather than 
the point source of other models (Don). 

2.0 OUTLINE OF TOLSTOY'S THEORY 

Sound from a harmonic line source of angular frequency ro and 
wavenumber k, located at (rs,0s) in Fig.l(a) diffracts over vertexes 

B' and B to the reception point at (rr, 0r). Some of the energy 

reaching vertex B will be backscattered to B'. Portion of this energy 
will then be re-diffracted back to B where partial backscattering 
will again occur. The resultant sound reaching the receiver is the 
sum of the main diffracted component and contributions from multiple 
scattering between effective line sources located at Band B'. 

In general, the total field, cl>, produced at a point (r,0) by a line 
source of strength An aft~r diffraction by a vertex of angle 0w, as 

shown in Fig.l(b), is given by 

CQ 

cl> = L An cos Vn0 Jv (kr) (1) 
n=o n 

(a) (b) 

Fig.1: (a) Location of source and receiver relative to truncated 
wedge. (b) Geometry around a single vertex. 
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where Vn = n µandµ= 1t/0. For a source at (r0 ,00 ) and r > r 0 , 

(2) 

where the Neumann factor en = 2 except for e0 = 1 and the source 

amplitude A is defined at a distance t from the source. The time 

dependence e-irot has been omitted in all equations. 

The diffracted component, <I>0 , can be determined by subtracting the 

direct and reflected components from the total field <I>. So, at point 
X in Fig. 1 (b) , 

<l>o = <I> - A [H0 (kF.i) + H0 (kR2 )] / H0 (kl). 

When both S and X are on the wedge surface B - B' such that 0 = 00 

and R1 = R2 = Ir - r 0 J, then 

00 
= A [2µ ~ en Hy(kr0 ) Jv (kr) - 2 H0 (klr - r 0 1)] / H0 (kl) (3) 

n=o n 

When calculating the field scattered back to a source from a vertex, 
ie. when r -,..r0 , both the series and Hankel function in Eq. (3) become 

divergent, however, the singularities cancel leaving a convergent 
series, ;. For a rectangular barrier,; is given by 

e-i2mn/3 

; = 2i Ji J 22m/3 (kt) + H0 (2kl) - iZ 
m sin (2mn/3) 

i 16 2iy 
+ ln( ) - - 1 ( 4) 

1t 27 (kl) 2 1t 

where y is Eulers constant and the factor Z is 

2 1 
z = ~ [Jv (kt) J_v (kl) r (l+v > r (l-v ) - 11 . 

µ1tmm m m m m 
(5) 

The summation~ implies only nonintegral values of Vm are included. 
m 

Under this condition <I>0 = 2 µ;AI H0 (kl). 

With primed quantities relating to vertex B' and assuming effective 
source strengths of bn and b'n located at the vertices the resulting 

fields at Band B' can be written as 

b'n cos V'n0' Jyr (kr') 
n 
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(6) 

where <l>s represents the direct contribution from the source, ie. 

Eqs. (1) and (2) with r 0 = rs and 00 = 0s. The field emanating from 
b •·n is the result of diffraction by B' of the effective field from B, 

which equals that coming from B minus that backscattered from B'. A 
similar statement applies to bn. By using the above equations to 
obtain two sets of expressions which relate bn and b'n, the field at 

the receiver, <l>r, can be expressed as 

<l>s [1-s1-1 o 
I: En cosvn0r Hv (krr) JV (kt) (7) 

n=o n n 

where (8) 

The quantity [1-S]-l is the multiple scattering correction to the 
simpler theory of double diffraction over the parallel vertices. 
Introdu'?ing rt - r 0 + t + rr as the distance from the source to 

receiver over the barrier, then the excess attenuation is given by 

Excess Attenuation= 20 logl(<l>r H0 (kt)/ (A H0 (krt))I dB. (9) 

The barrier insertion loss can be calculated by adding 20 log(rt/d) 

to the excess attenuation, where d is the direct distance between 
source and barrier. 

3.0 THE MULTIPLE SCATTERING FACTOR 

For a rectangular barrier, 0w = 0'w = 3n/2 and;=;'. The summation 

of Bessel and.Hankel functions required by Eqs. (4) and (5) are slow 
to converge at higher kt values, as is indicated in Fig.2. In both 
cases, 300 terms have been used in the summations in Eq. (4). Using 
50 terms in Eq. (5) gives reliable values only to kt about 15. Even 
255 terms does not produce convergence beyond kt = 50, which 
restricts the usefulness of the calculations at lkHz to barriers 
about 3m wide. More terms were not used because the gamma functions 
in Eq. (5) exceeded the computer capacity. A noticeable deviation, 
labelled A, occurs around kt = 21. This is caused by a mismatch 
between the approximations used to calculate the Bessel and Hankel 
functions. 

At higher kt values there is a slow drift of 11-S ,-1. away from the 
mean of 1.0, which is caused by an upwards trend in the complex part 
of;. This arises from a small difference between iZ and the sum of 
the last two complex terms in Eq. (4), which is almost certainly due 
to incomplete summation of Z. It is tempting to suggest that for kt> 
50 the terms should exactly cancel - thereby eliminating the drift at 
higher kt values. If this drift is neglected, then above kt ~ 15, ; 
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closely approximates to 0.47H0 (2k.t) and the multiple scattering 

factor also has a damped oscillation depending on 2kt. This can be 

interpreted as re-inforcement of . the diffracted sound whenever the 
wavelength is a multiple of twice the barrier width. 

2 ...-----------.------. ....... --------..,,....------

-,_ 
SO terms Cl.) 0.2 

- 1.8 - A 
+ 

1 

2SS terms 
0 

0 10 20 30 40 50 60 70 80 90 100 

kl 

Fig. 2: Effect of increasing the number of terms in the calculation 
of multiple sca.ttering correction factor. 

Perhaps the most obvious feature of 11-S ,-1 is that it does not 
differ greatly from unity. To test its significance, predictions will 
be compared with measurements obtained using a rectangular barrier 
0.45m wide. 

4.0 EXPERIMENTAL RESULTS AND PREDICTIONS 

The excess attenuation was measured by diffracting acoustic impulses 
around a barrier and comparing the diffracted waveshapes with those 
of pulses which had not experienced diffraction (Papadopoulos and 
Don). By Fourier analysing both waveforms and dividing the 
corresponding diffracted by the un-diffracted component, the excess 
attenuation was calculated over the frequency range 700Hz to 12kHz. 

Fig. 3 (a) presents experimental excess attenuation data · at reception 
angles of 0 = 54o and 83°, along with predictions of the Tolstoy 

theory when 11-S ,-1 is, set to unity. The effect of intr_oducing the 
multiple scattering factor is indicated in Fig. 3 (b). Overall the 
effect is slight, the increased attenuation at higher frequencies is 
largely caused by the drift in the complex part of;, as by lOkHz the 
barrier width makes kt ~ 80. A comparison of predictions from the 
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Pierce and the Medwin theory with those of Tolstoy shows the results 
generally agree within a dB, the Pierce approximation consistently 
over-predicting the attenuation. 

10-r------------------------1 

20 

z 
9 30 
f-4 
< :::> 

R 

(a) 

X 
X 

0.4Sm 

z 
UJ 
f-4 
f-4 
-< 10"1"-------------------~ 
Cl) 
Cl) 

UJ u 
X 
u:i 20 

30 

40 .5 

- No factor 
- Factor included 

1 2 10 15 
FREQUENCY (kHz) 

Fig.3: (a) Comparison of experimental results (symbols) with 
predictions of Tolstoy theory when 11-s1-l equals unity. 
(b) Effect of including multiple scattering factor. 

The predicted diffracted pulse waveform can be calculated by 
multiplying the theoretical diffraction factors by the appropriate 
frequency components in the direct pulse and then using an inverse 
transform. If the phase information is incorrectly included in the 
theoretical model then the shape of the resulting waveform does not 
agree with measurements When this test is applied with factors 
deduced from the Tolstoy theory the waveforms are in good agreement. 
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An interesting verification of the principle behind Tolstoy's method 
occurs when the diffracted pulse shape behind the barrier is 
calculated with and without the multiple scattering parameter. The 
two waveforms are very similar, however, when they are magnified by, 
say 100, and the difference is plotted, a small peak occurs which is 
delayed from the main impulse by a time equal to that required for 
sound to traverse twice the barrier width. 

Tolstoy's theory breaks down for thin barriers. If the thickness of 
the barrier is progressively reduced the predicted attenuations 
should tend towards the infinitely thin sheet - as given by the 
Hadden and Pierce prediction. However, the Tolstoy calculations 
diverge markedly at very small thicknesses. This limitation occurs 
because the H0 (kt) term in the denominator of Eq.7 rapidly increases 
in magnitude as kt tends to zero, indicating it is inappropriate to 
model the vertex as a Hankel function at small distances. 

5.0 CONCLUSION 

To completely specify the attenuation of a wide barrier requires 
inclusion of the multiple scattering factor, however, this presents 
computational difficulties once kt> 15. In this range the summations 
involved in the calculation of ; for a rectangular barrier can be 
approximated by a simple Hankel function of the form H0 (2kt) . In 

practice, the effect of the multiple scattering factor on the excess 
attenuation is very slight and can generally be ignored. Results from 
the Tolstoy theory agree with experimental data and with predictions 
based on either the Medwin or the Pierce approximations, although 
these assume a point rather than a line source. Because of its 
simplicity, the Pierce approximation is the more practical prediction 
technique. 
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UNUSUAL ACOUSTIC VIBRATION IN HEAT EXCHANGER AND 
STEAM GENERATOR TUBE BANKS POSSIBLY CAUSED BY 
FLUID-ACOUSTIC INSTABILITY 

F. L. Eisinger and R. E. Sullivan 
Foster Wheeler Energy Cotp0ration 
Clinton, New Jersey 08809-4000, U.S.A. 

ABSTRACT 

Flow. channels of heat exchangers or steam generators containing tube arrays can be subject to acoustical 
· vibration. excited by flow of air, gas, or steam transversely across the tubes. Such vibration occurs when a 
flow disturban~ inside the tube bank excites a strong acoustical (standing wave) mode of the channel. The 
acoustical modes typically excited are those which are related to the dimension perpendicular to both the fluid 
flow direction and the tube axes. Preventive measures taken in the design stage are typically directed against 

· these commonly existing standing waves. Evidence is presented of the unusual occurence of standing waves 
which develop in the flow direction and in the tube axial direction. The causes for their development and 

·. methods of suppression are discussed. 
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1.0 INTRODUCTION 

Acoustic waves can be excited by disturbances arising within the tube bundle but also away from the tube 
bundle in the ducting. Inside the tube bundle the excitation phenomena c@nsidered to be responsible for the 
development of acoustic vibration are primarily vortex shedding, but also tutbulence, generated by crossflow. 
The effects of bends in the ducting, changes in cross section, tutbulent swirling flow, and bluff bodies placed 
inside the duct a.re often the sources of acoustic vibration in the ducting away from the tube bundle. 

Two types of acoustic modes are known to exist: Those which are bound to the tube bundle and decay in the 
adjoining ducting, and those which exist primarily in the ducting and decay within the tube bundle. Both of 
these modes, as shown by Parker (1978) and Blevins (1986), can be excited by acoustic disturbances within 
the tube bundle. As mentioned earlier, the duct modes can also be excited by disturbances within the duct 
proper. 

The acoustic modes typically excited by crossflow in tubular heat exchanger or steam generator tube banks 
a.re the transverse modes (modes j = 1, 2, 3, ... in they-direction) which are perpendicular to the direction of 
flow and tube axes. Longitudinal modes (i) in the flow direction (x), or transverse modes (k) in the direction 
of the tube axes (z) are rarely excited by crossflow and have not been reported in the literature. (The indices 
i j k give the number of acoustic waves in the flow (x), transverse (y ), and tube axial (z) directions, respectively.) 

In this paper we present evidence of unusual acoustic vibration in two cases: in one a tubular air heater, acoustic 
vibration occurred in the longitudinal (flow) direction, and in the second a steam generator economizer bank, 
acoustic vibration occurred in a direction transverse to flow, along the tubes. 

2.0 THEORIES OF ACOUSTIC VIBRATION AND BRIEF REVIEW OF PUBLISHED WORK 

The publications on acoustic vibration or resonances in tube banks typically assume that vibration due to 
crossflow will occur only in the j-modes, which are ·characterized by a fluctuating particle velocity in the 
y-direction (lift direction) which is perpendicular to the direction of flow and the tubes. Most of the 
experimental evidence, both laboratory and industrial does support this assumption. 

Two principal sources causing acoustic vibration in tube bundles have been identified. They are: 
( 1) Vortex shedding 
(2) Tutbulence or turbulence-based instability 

The vortex theory is well established and its validity very well documented experimentally. It is also widely 
used in design practice. According to this theory, the vortex shedding-induced fluctuating lift forces are 
perfectly capable of interacting with the particle velocities of the fluid column standing waves vibrating in the 
same direction. At resonance intense noise and vibration can be generated. Worlcs of Baird (1954), Grotz and 
Arnold(1956), Putnam (1959), Cben(1968), Chen and Young (1974), Parker(1978), Eisinger(1980), Blevins 
(1986), Blevins and Bressler (1987), and Parker and Stoneman (1989) all support the vortex shedding theory 
of acoustic vibration. 

The turbulence-based theory postulates a triggering mechanism initiating the acoustic vibration and sustaining 
it by the energy contained within the turbulent flow inside the tube bank. An instability-like phenomenon is 
postulated. Although there is some experimental evidence that such a mechanism might be at work in certain 
cases, no proof of such a mechanism has so far been offered. The following worlcs fall to some degree in this 
category: Owen (1973), Funakawa and Umakoshi (1970), Fitzpatrick and Donaldson (1977), Fitzpatrick 
(1985, 1986), Rae and Murray (1987), Ziada et al (1988), Ziada and Oengoren ( 1991), and Oengoren and Ziada 
(1991). 

A large body of experimental and theoretical evidence has accumulated over the years in the field of solid 
propellant rocket combustion where the effect of a superimposed acoustic field upon the turbulent flame 
combustion process has been studied. Pressure- and velocity-coupled instability mechanisms have been shown 
to exist, initiating strong acoustic vibration in the enclosed spaces of the combustion chamber. Since acoustic 
waves in the enclosed space of a combustion chamber are always present, at certain conditions the coupling 
mechanism can give rise to intense acoustic vibration. We mention only a few of the publications in this field: 
Culick (1966), Price and Dehority (1967), Culick (1970), Price (1979), Culick and Magiawala (1981), Ma et 
al (1990). 

The instability mechanism of acoustic vibration in the combustion chamber seems to present supportive 
evidence for the turbulence-based theories of strong acoustic vibration in tube bundles. Although not proven 
yet, the interaction (coupling) of the acoustic waves always present inside a tube bundle (waves of different 
modes and magnitudes) with the turbulent flow field appears to be a plausible mechanism of excitation. It is 
this coupling mechanism which might have been responsible for the initiation of the unusual acoustic vibration 
described in the following paragraphs. 
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3.0 LONGITUDINAL ACOUSTIC VIBRATION IN A FULL SIZE TUBULAR AIR HEATER 

3.1 Experimentally Observed Acoustic Vibration. The tubular air heatc:;r shown in Fig. I consists of two 
separate tube banks, bank I and bank 2. The tubes have an in-line arrangement and are supported by 
two tube sheets (at top and bottom), and by a tube support plate at mid-hight. The tubes are exposed to 
air flow on the outside and hot gas on the inside. The air enters the air heater at a right angle and as it 
makes a 90 degree tum enters bank 1 and bank 2 in crossflow. The heated air exits in a direction parallel 
to that of the inlet. 
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Fig. 1 Arrangement of tubular air heater 
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The air heater dimensions are given in Fig. 1. The geometry of the tube layout is given in Table 1. The 
air flow temperature increases as it passes through the air heater. Three flow conditions are specified, 
low (47%), medium (71 %), and high (100%). The corresponding Helmholtz numbers He= vS/c and 
Reynolds numbers Re = vD/v at the inlet and outlet of each bank are given in Table 1. Here v is the 
gap velocity, S is the Strouhal number, c is the effective speed of sound within the tube bank, D is 
the tube diameter, and v is the kinematic viscosity. The flow data were based on perfom1ance 
calculations of the air beater, correlated with control room data during operation. 

Table 1: Air Heater Tube Bank Geometry and Flow Parameters 

Air Flow 

Bank Tube Side Longit. 47% 71% 100% 
O.D. Spacing Spacing Hex 10° He X 10° Hex 10° No. Re Re Re 

In/Out 

1 

2 

In/Out In/Out In/Out In/Out In/Out 
mm mm mm - - - - - -
64 79 75 

4,600/ 10,818/ 6,950/ 16,341/ 9,780/ 23,016/ 
5.280 8 737 7.980 13.199 11.240 18 590 

64 79 89 
3,460/ 8,737/ 5,230/ 13,199 7,360/ 18,590/ 
3 990 7323 6.030 11062 8490 15 563 

The air beater operated relatively quietly at low flows and became noisier at higher air flows. A 
particularly noisy vibratory condition qeveloped when the air heater was exposed to the full load flow. 

Fig. 2 shows plots of sound readings taken at a lm distance from the casing in the longitudinal (AB) 
and transverse (CD) direction at the low, medium, and high flow conditions. The measurements were 
taken at an elevation just above the tube support plate using aB ruel and K jaer (B&K) type 2230 precision 
integrating sound level meter in conjunction with a B&K type 2515 vibration analyzer. From these 
measurements, it can be seen that the acoustic environment around the air heater was relatively noisy. 
There was, however, no clearly developed standing wave pattern observed throughout the range of flow 
velocities, except at the high flow condition when suddenly an intense acoustic vibratory condition 
developed. This condition was characterized by a single frequency noise and a clearly defined standing 
wave. As shown in Fig. 2c, the standing wave was established in the flow direction (x) at a frequency 
of 75 Hz in the third mode. There was some variation of the 68 Hz frequency sound in µie transverse 
(y) and longitudinal (x) directions, however this did not represent a fully developed standing wave. A 
wave pattern in the longitudinal direction is already visible at the medium flow at the frequencies of 68 
Hzand52Hz. 
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3.2 

The presence of the longitudinal acoustic 
vibration was considered unusual and was 
treated with concern as the suppression of this 
type of vibration is more difficult then the 
typically occurring transverse acoustic wave in 
the y (lift) direction, which is easily treated by 
placing acoustic baffles within the tube bank in 
the direction of flow (Eisinger 1980). 
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a dimension equal to unity in the vertical (z) ~ ~ 
direction) was constructed. The temperature 
gradient, both tube banks, and untubed cavities 
were included in this model. Acoustic natural 
frequencies and mode shapes were determined. 
The results are given in Table 2. The measured 
frequencies are also given in this table for 
comparison. The measured frequencies of 20 
Hz, 41 Hz, 52 Hz, 68 Hz and 75 Hz compare 
well with those predicted. The measured 
response at 75 Hz (Fig. 2c) compares well with 
the predicted mode shape at 73.4 Hz with ijk = 
3, 1, 0 in the longitudinal direction. The 
transverse component however appears 
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Fig. 2 Sound pressure levels at 3 air flow 
conditions measured around air heater at lm 
distance from casing. (Measured at elevation 

just above tube support plate) 

D 

distorted. The measured response at 68 Hz resembles to some degree the predicted one at 67.7 Hz, 
showing a not fully developed and somewhat distorted standing wave with ijk = 2, 2, 0. 

Table 2: Comparison Of Predicted and Measured Frequencies 
and Mode Shapes Within Air Heater Tube Banks 

Predicted 
Frequency 20.0 24.9 33.0 40.0 49.6 52.5 55.3 60.6 67.7 73.4 80.0 
(Hz) 

Predicted 
Mode 

1,0,0 0,1,0 1, 1, 0 2,0,0 1,2,0 3,0,0 2,2,0 3, 1,0 0,3,0 
i,j, k 
(Aooroximated) 

Measured 
Frequency 20 41 52 68 75 
<Hz) 

3.3 Prediction of Intense Acoustic Vibration. At present there are no criteria for the prediction of flow-ioouced 
acoustic vibration in other than the j-modes. Nevertheless, we applied four of the existing criteria for in-line 
tube arrays to the 75 Hz vibratory condition, using the criteria of Chen and Young (1974), Ziada et al (1988), 
Fitzpatrick ( 1986), and Blevins ( 1990). The results are given in Table. 3 and as can be seen, are mixed. Only 
the Blevins criterion, which is based 
purely on tube layout wfthout 
consideration of flow conditions, 
predicts the acoustic vibration in both 
banks. The Chen and Young criterion 
predicts vibration only in one of the 
banks. The Ziada et al and the 
Fitzpatick criteria would not predict 
this acoustic vibration at all. More 
complete criteria for the onset of 
acoustic vibration clearly need to be 
developed. 

Table 3: Prediction of Acoustic Vibration In Air Heater 
Tube Barlks at Full Load (at Frequency of7S Hz• Fig. 2c) 

Strong Chen and Ziada 
Acoustic Young et al 

Fitzpatrick Blevins 
Vibration (1986) (1990) 
Predicted 

(1974) (1988) 

Yes Bank2 
Banks 1, 2 

1 

at 130dB 

No Bank 1 Banks 1, 2 Banks 1,2 
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4.0 TRANSVERSE ACOUSTIC VIBRATION ALONG TUBE AXES IN STEAM GENERATOR 
ECONOMIZER BANKS 

4.1 Exl)erimental Results. The economizer tube banks are located at the bottom of a large steam generator 
with the tubes oriented from side-to-side of the unit. Bank 1 is located in the front, and bank 2 in the 
rear pass. Figure 3 shows the arrangement. There is one acoustic baffle located within each tube bank 
extending over the entire length of the banks from top to bottom. The economizer tubes are exposed to 
vertically oriented crossflow of hot gases leaving the steam generator heat recovery area tube banks. 
The tube banks above the economizer are perpendicular to the economizer tubes. There is an untubed 
cavity above the economizer banks with the lowest bank located 3200 mm above the economizer. An 
untubed discharge duct is located below. The tube layout is in-line with a constant side spacing and an 
alternating, narrow and wider longitudinal spacing. A division wall separates pass 1 from pass 2, making 
the flows through these passes relatively independent but regulated by dampers located 1575 mm below 
the banks. 
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Fig. 3 Arrangement of economizer tube banks in lower portion of steam generator 

The economizer tube banks developed strong acoustic vibration when exposed to full load gas flow. 
The parameters of the gas flow at the vibratory condition are given in Table 4. These were based on 
boiler performance calculations correlated with experimentally determined operating parameters. 

Table 4: Economizer Tube Bank Geometry and F1ow Parameters At Full Load 

Tube Side Longit. Hex 106 Re 
Bank O.D. Spacing Spacing In/Out In/Out 
No. mm mm mm - -

1 51 114 
70 4,530 - 6,540/ 9,198/ 
152 4,170 - 6,030 10,302. 

2 51 114 
70 6,410 - 9,260/ 14,669 
152 6,080 - 8,790 15,798 

During the noisy condition of the acoustic vibration, sound measurements were taken using the sound 
meter and vibration analyzer described in the preceding section. A complete sound survey was 
performed at several elevations all around the steam generator. There was no evidence of acoustic 
standing waves in any of the steam generators upper banks. The strong vibratory condition was confined 
to the economizer area giving the highest readings. Fig. 4 gives the results of the sound measurements 
taken at a 1 m distance from the boiler casing at locations 1 and 2 at the front, and at location 3 at the 
rear of the unit, in the side-to-side direction. The dominant frequency of the acoustre vibration was 42 
Hz. At location 1 a relatively mild wave developed (Fig. 4a), indicating that bank: 1 was not experiencing 
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Fig. 4 Sound pressure levels at full load gas 
flow measured at lm distance from 
economizer casing at 3 locations in 

side-to-side direction. All readings at 
dominant frequency of 42 Hz. 

4.2 Comparison of Predicted and 
Measured Parameters. Due to the 
presence of acoustic baffles which 
were designed to eliminate the typical 
j-mode acoustic vibration, no such 
vibration occurred. The gas columns 
within the tube banks extended 25.64 
m from side-to-side along the tubes. 
Table 5 gives the predicted acoustic 
frequencies, modes 1 through 4 and 
the measured fourth mode (ijk = 0, 0, 
4) frequency at 42 Hz. The 
comparison between the predicted 
and measured values is very good. 

an intense noise condition o.t the 42 Hz frequency. The 
measurements at location 3 at the rear of the unit revealed :i 
well developed 4th mode .standing wave extending m the 
side-to-side direction, thus a standing wave established 
along the tube axes (z), i = 0, j = 0, k = 4. The measured 
maximum sound pressure level (SPL) at the 42 Hz frequency 
was 99. 7 dB. This corresponds to a SPL higher by about 20 
- 25 dB on the inside, considering the sound transmission 
losses through the casing and insulation. At location 2 at the 
discharge duct, the measured sound levels were somewho.t 
higher, with a maximum of 104.3 dB (Fig. 4b). The plot at 
this location is indicative of a wave similar to that at location 
3 with a distortion. The relative difference between the 
strength of the waves at locations 3 and 2 can perhaps be 
partially attributed to the presence of tube supports, a total 
of four, located at about the points of the maximum acoustic 
velocity in the 4th mode standing wave. Although the area 
at these supports was 35% - 40% open, some effect on the 
acoustic amplitude could be expected. 

The results show that the intense acoustic vibration 
developed primarily in bank 2 in the rear pass. The onset of 
this vibration was sudden, caused by slightly reducing the 
gas flow in pass 2 (and correspondingly increasing the flow 
in pass 1). By reversing this procedure, the vibratory 
condition could be abruptly stopped. 

Acoustic vibration of this unusual type is again of concern 
to heat exchanger designers not only because it is difficult to 
predict but also because it is more difficult to suppress when 
it occurs. 

Table S: Comparison Of Predicted and Measured 
Frequencies and Mode Shapes 
Within Economizer Tube Banks. 

Predicted Bank 1 10.7 21.4 32.0 42.7 
Freq. 
(Hz) Bank2 10.3 20.6 30.9 41.3 

Predicted Mode 
i,j, k 0,0,1 0,0,2 0.0,3 0,0,4 
(Aooroximated) 

Measured Freq. 42 (Hz) 

4.3 Prediction of Strong Acoustic Vibration. As in the previous case of the air heater, we tested the existing 
prediction criteria for the development of intense acoustic vibration. Table 6 gives a summary of the 
results. It can be seen that Chen's and T bl 6 Predi . f . V'b • In Ee · 
Young's, Ziada's et al, and Blevins' a e : ction o Acoustic 1 ration ononuzer 
criteria would predict acoustic Tube Banks at Full Load (at Frequency of 42 Hz• Fig. 4c) 

vibration in both banks. Fitzpatrick's 
criterion would not predict it in any of 
the banks. It should be mentioned that 
the positive prediction is primarily due 
to the presence of the larger 
longitudinal tube spacing. It is due to 
this spacing that the Blevins' criterion 
would predict a very strong vibration 
of up to 172 .dB. This magnitude did 
not materialize. This case also points 
to the need for improved prediction 
methodology. 

Strong 
I 

Chen and 
Acoustic y 

Vibr~tion I (l= 
Predicted 

I 

Yes !Banks 1, 2 
I 

No I 
I 
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5.0 MEANS OF ELIMINATING THE UNUSUAL ACOUSTIC VIBRATION 

5.J Suppression of i-Mode Acoustic Vibration. This mode of vibration is reiatively difficult to suppress. 
We mention two types of structural modifications which might help. 
(1) Increase acoustic damping, preferably by modifying the duct casing. 
(2) Use overlapping single- or double-segmental baffles inserted inside the tube bank. A tortuous 

path of a single stream or a two stream flow, respectively, will be created and the acoustic 
frequencies increased. The negative effect is an increased pressure drop across the tube bank. 

5.2 Suppression ofk-Mode Acoustic Vibration. This acoustic mode is easier to suppress. Acoustic barriers 
in planes perpendicular to the tubes, parallel with the flow can be inserted to fonn porous baffles with 
as low an open area as possible. The number and location of these barriers depends on the mode(s) which 
need to be suppressed. 

6.0 DISCUSSION OF RESULTS AND WORKING THEORY 

The excitation mechanism for the unusual acoustic vibration which was experienced in full size heat 
exchangers is not fully understood at this time. If one postulated a vortex - excited system, one would find that 
at the vibration experienced, the maximum vortex shedding frequency was 30% below the 75 Hz vibration in 
the air heater, and a minimum of 47% above the 42 Hz frequency in the vibrating economizer bank using 
Fitzhugh 's (1973) Strouhal numbers. These have been well correlated with experiments (Blevins and Bressler, 
1987). Thus it appears that this vibration was not caused by the classical vortex shedding phenomenon. This 
may also be reflected to some degree in the existing acoustic vibration prediction criteria, the application of 
which gave mixed results. 

Further, still within the vortex shedding theory, a shift of vortex shedding frequency in the tube bank by an 
acoustic field could occur. According to Blevins' study,(Blevins 1985) on a single cylinder, an 8% shift required 
a 150 dB sound field. We would have needed a much greater shift and thus an even stronger sound field before 
the onset of the vibration. There was no evidence of this in the test data. 

The prediction of acoustic frequencies and mode shapes was good considering the complexity of the 
arrangement of the heat exchangers. The theoretical mode shapes formed a good basis for the interpretation 
of the experimental data. 

In cases like this one would explore all other possible sources which could be responsible for the onset of the 
acoustic conditions. We were not able to exclude the influence of many of the possible external sources, such 
as the effects of bends in the ducting, tube flexibility, and in the case of the economizer banks, the effect of 
the distant upper steam generator tube banks. It is conceivable that these effects may have played some role, 
both in contributing to the level of turbulence, and, perhaps in providing the stimulus for initiation of the 
acoustic vibration. 

Considering all the available evidence, it would appear that the vibration experienced falls in the category of 
the coupling phenomena demonstrated to exist in enclosures with turbulent flow. Based on this theory, the 
underlying cause of this vibration would be the presence of turbulence in conjunction with vortex shedding -
a condition always present inside a tube bank. The superimposed acoustic waves of many different frequencies 
and amplitudes, also always present, would interact and couple with the turbulent flow field and at proper 
conditions initiate the acoustic vibration. Within this context, it appears, the mechanism which caused the 
unusual vibration in the tube banks was one of afluid-acoustic instability. 

7.0 SUMMARY AND CONCLUSIONS 

Unusual acoustic vibration in heat exchanger tube banks which developed in full size operating units were 
described and evaluated using presently available methodology. The vibration did not meet the test of being 
excited by the traditional vortex shedding, or vortex shedding modified by an acoustical field. Afluid-acoustic 
( coupling) mechanism is put forward as the probable cause of the intense acoustic vibration experienced. 
Further studies of this theory are clearly needed. 

ACKNOWLEDGEMENT 

The authors greatfully acknowledge the permission ofFoster Wheeler Energy Corporation to publish the results 
contained in this paper. 

REFERENCES 

Baird, R. C., Pulsation.- Induced Vibration in Utility Steam Generation Units. Combustion. April 1954, 38-44. 
Blevins, R. D., The Effect of Sound on Vortex Shedding From Cylinders. Journal of Pluid Mechanics, 161, 
217-237, 1985. 

283 



Blevins, R. D., Acoustic Modes of Heat Exchanger Tube Bundles, Journal of Sound and Vibration. 109 (1 ), 
19-31, 1986. 
Blevins, R. D., and Bressler, M. M., Acoustic Resonance in the Heat Exchanger Tube Bundles - Part I: 
Physical Nature of the Phenomenon, Journal of Pressure Vessel TechnolollU", Transactions of the ASME, Vol. 
109,275-281,1987. 
Blevins, R. D., and Bressler, M. M., Acoustic Resonance in the Heat Exchanger Tube Bundles - Part II: 
Prediction and Suppression of Resonance, Journal of Pressure Vessel TechnolollU", Transactions of the ASME. 
Vol. 109, 282-299, 1987. 
Blevins, R. D., How-Induced Vibration. Second Edition, Van Nostrand Reinhold Co.,New Yolk, 1990., 370-375. 
Chen, Y. N., Flow Induced Vibration and Noise in Tube Bank Heat Exchangers Due to von Karman Streets, 
Journal of Engineering forlndust:ty, Transactions of the ASME. February, 143-246, 1968. 
Chen, Y. N., and Young, W. C., The Orbital Movement and the Damping of the Fluidelastic Vibration of 
Tube Banks Due to Vortex Fonnation, Part 3 - Damping Capability of Tube Bank Against Vortex - Excited 
Sonic Vibration in the Fluid Column, Journal of Engineering for Indust:ty, Transactions of the ASME. 
1072-1075, August, 1974. 
Culick, F. E. C., Acoustic Oscillations in Solid Propellant Rocket Chambers, Austronautica Acta 12,2, 
114-126, 1966. 
Culick, F. E. C., Stability of Longitudinal Oscillations with Pressure and Velocity Coupling in a Solid 
Propellant Rocket. Combustion Science andTechnolollU", Vol. 2, 179-201, 1970. 
Culick, F. E. C., and Magiawala, K. R., Measurements of Energy Exchange Between Acoustic Fields apd 
Non-Unifonn Steady Flow Fields. Journal of Sound and Vibration, 75(4) 503-517, 1981. 
Eisinger, F. L~, Prevention.and Cure of Flow-Induced Vibration Problems in Tubular Heat Exchangers, 
Journal of Pressure Vessel TechnolollU", Transactions of the ASME. Vol. 102, 138-145, 1980. 
Fitzhugh, J. S., Flow Induced Vibration in Heat Exchangers, Proceedings of UKAEA/NPL International 
Symposium on Vibration Problems in Industry. Keswick, April 1973, paper 427. 
Fitzpatrick, J. A., and Donaldson, I. S., A Preliminary Study of Flow and Acoustic Phenomena in Tube 
Banks. Journal ofF1uids Engineering. Transactions of the ASME. 681-686, December 1977. 
Fitzpatrick, J. A., The prediction of Flow Induced Noise in Heat Exchanger Tube Arrays, Journal of Sound 
and Vibration, 99(3), 425-235, 1985. 
Fitzpatrick, J. A., A Design Guide Proposal for Avoidance of Acoustic Resonance in In-Line Heat 
Exchangers, Journal of Vibration, Acoustics, Stress and Reliability in Design, Transactions of the ASME. Vol. 
108, 296-300, 1986. 
Funakawa, M., and Umakoshi, R., The Acoustic Resonance in a Tube Bank, Bulletin of the Japan Society 
of Mechanical Engineers. Vol. 13, No. 57, 348-355, 1970. 
Grotz, B. J., and Arnold, F. R., Flow Induced Vibration in Heat Exchangers, Technical Report No. 31 Mech. 
Engineering Department. Stanford University, 1956. 
Ma, Y., Van Moorhem, W. K., and Shorthill, R. W., An Innovative Method of Investigating the Role of 
Turbulence in the Velocity Coupling Phenomenon, Journal of Vibration and Acoustics. Transactions of the 
A.SM:E, Vol. 112, 550-555, 1990. 
Oengoren, A., and Ziada, S., Vorticity Shedding and Acoustic Resonance in an In-Line Tube Bundle, Part 
II - Acoustic Resonance, PVP - Vol. 206. How-Induced Vibration and Wear. The American Society of 
Mechanical Engineers, 135-145, 1991. 
Owen, P. R., Buffeting Excitation of Boiler Tube Vibration. Journal of Mechanical Engineering Science, 
Vol. 7, No. 4, 431-439, 1973. 
Parker, R., Acoustic Resonances in Passages Containing Banks of Heat Exchanger Tubes, Journal of Sound 
and Vibration, 57, (2), 245-260, 1978. 
Parker, R., and Stoneman, S. A. T., Toe Excitation and Consequences of Acoustic Resonances in Enclosed Fluid 
Flow Around Solid Bodies, Proceedings, Institution of Mechanical Eniwieers. Vol. 203, C18187, 9-19, 1989. 
Price, E. W., and Dehority, G. L, Velocity Coupled Axial Mode Combustion Instability in Solid Propellant 
Rocket Motors, Second ICRPG/AIAA Solid Propulsion Meetin~. Anaheim, California, June, 1967. 
Price, E.W., Velocity Coupling in Oscillatory Combustion of Solid Propellants, AIAA Journal, Vol. 17, 
799-800, 1979. 
Putnam, A. A., Flow Induced Noise in Heat Exchangers, Journal ofEngineerini: for Power, Transactions of 
the ASME. Vol. 81, 417-422, 1959. 
Rae, G. J., and Murray, B. G., Flow Induced Acoustic Resonances in Heat Exchangers, Proceedings 
International Conference on Flow Induced Vibrations Bowness--on-Windemere, Sponsored by BHRA, 
England, PaperE3, 221-231, 1987. 
Ziada, S., Oengoren, A., and Buhlmann, E. T., On Acoustical Resonance in Tube Arrays, Part I -
Experiments. International Symposium on How Induced Vibration and Noise, Vol. 3, Winter Annual Meeting, 
Chicago, Illinois, The American Society of Mechanical Engineers, 219-243, 1988. 
Ziada, S., Oengoren, A., and Buhlmann, E.T., On Acoustical Resonance in Tube Arrays, Partll -Damping 
Criteria, International Symposium on Vibration and Noise, Vol. 3, Winter Annual Meeting, Chicago, Illinois, 
The American Society of Mechanical Engineers, 245-254, 1988. 
Ziada, S., and Oengoren, A., Vorticity Shedding and Acoustic Resonance in and In-Line Tube Bundle. Part 
I: Vorticity Shedding. Proceedings of the Institution of Mechanical Engineers, How Induced Vibrations. 
497-509, I Mech E, May 1991. 

284 



ACOUSTIC CHARACTERISTICS OF A FLANGED CIRCULAR PIPE USING THE FINITE 
ELEMENT APPROACH 

ABSTRACT 

Tsutomu Hiramatsu 

Yoichi Ikeda 

Department of Mechanical Engineering 

Daido Institute of Technology 

2-21,Daido-cho,Minami-ku 

Nagoya,457,Japan 

One numerical method in this study is a semi-analytical method. The 
interior domain of the pipe has many triangular elements from which 
may be obtained the propagation characteristics of the sound in the 
duct. The second domain is the semi-infinite field. The analytical 
modeling formulation such the pressure is given as Green's function 
in an axi-symmetrical field is used. These domains are combined with 
each other on an assumed boundary at the end of the flange. The other 
numerical method is applied for the exterior domain. That is, in the 
near-field of the outlet the isoparametric square finite elements are 
used, and for the far-field the hybrid-type infinite elements are 
used. To demonstrate these calculating methods, the exponential horn, 
conical horn, catenoidal horn and musical horn are used as the 
calculation models. This study shows that the hybrid techniques using 
combined finite and infinite elements are useful in predicting the 
sound pressure levels of the relatively near-field of the horn. The 
method of analytical modeling formulation is also useful in 
predicting the sound levels of the far-field and the direction 
patterns of these horns. 

1. INTRODUCTION 

A vast capability of up-to-date methodology and computer programs to 
deal with a very complex structure of noise source using the finite 
element approaches has been established [1-3]. In spite of the vast 
utility, the finite element methods are not easily accomplished a 
task for acoustic problems analyzing regions tending to infinity. In 
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order to overcome this draw-back, the finite elements are utilized 
for finite domain and the boundary elements are applied to infinite 
domain. This method gives accurate solution,. but results in an 
increased band width of system matrix [4], Also, because of the 
interaction between all the nodes on the coupling boundary, 
computation time been required for the numerical integration is so 
much, then the advantage of this method will be often lost. 

In this study, the first method for calculating to the pressure 
field in an infinite acoustic medium is the analytical modeling 
formulation obtained from the equation that governs the infinite 
domain and it is combined with the interior finite domain in which 
propagation characteristics has been obtained from the finite element 
approach [5-8]. The second method is the following procedure which is 
applied for the exterior domain of the pipe-outlet. That is, in the 
near-field of the outlet the isoparametric square finite elements 
with 20 nodes are used, and for the far-field the hybrid-type 
infinite elements are provided. These two domains combined with each 
other on an assumed boundary between the near-field and the far-field 
respectively. The above-mentioned methods applicable to acoustic 
radiation from circular pipes fitted with various typed flanges is 
presented. 

2. BRIEF REVIEW OF THE APPROACH 

Figure 1 shows the axi-sectional view of the pipe fitted with various 
typed flanges used in this study. The analyzed domain using finite 
element method of the near-field around the flanges is the area of 6 
m x 6 m shown in Fig.1. Figure 2 shows the computational mesh systems 
for the finite domain of a conical flange. As shown in Fig.2, axi­
sectional view, the interior region of the pipe contains acoustic 
sources sited on the left-side nodes of the finite element, and it is 
divided into 28 finite triangular elements for the axi-sectional 
plane. The domain between the open end of the horn and the assumed 
boundary is divided into 15 square elements, and the 16 hybrid-type 
elements are combined with these square elements on the interface 
boundary.[8] Figure 2 (b) shows the quarter cross-sectional view of 
the assumed boundary and mesh pattern of radiating sound. Each finite 
element is composed of a cubic iso-parametric element having 20 
nodes, and each infinite element has 8 nodes. 

Following discretized equation is obtained for numerical 
implementation into computer-usable form using finite element 
techniques. 

hereupon, 

f [FDD] 

I [F ID] 

l [FBD] 

[F .. ]=[F .. ] 
lJ Jl 

the divided matrices of following equation 

j jw 
F = [- S - M] pw pc:2 

where~ 
S: inertance matrix, M: elastance matrix. 

286 

( 1 ) 

(2) 



Subscripts; 
D: refers to driving force 
I: refers to the modes inside a finite domain 
B: the nodes on the interface boundary 

P. (i=D,I,B): pressure vectors 
l v. (i=D,B): volume velocity vectors 
l 

VD = jWuDW (3) 

uD: driving displacement, W: angular frequency 

W: distribution vector of driving displacement 

On the other hand, relation between velocity and pressure on the 
interface boundary is as follows; 

V = 
B 

SBB: radiation admittance on the boundary surface 

As shown in Fig. 3, the velocity potential i:i1 duct be given by the 
equation, 

where, 

00 

¢. t(r,z) = E (A e-jkmz + R e-jkmz)W (r) 
in m=1 m m m 

r: radius of duct 

k : wave number of m-th order in duct 
m 

z :coordinate of axial direction 

Jo (y /a)r 
W (r) = __ m __ _ 

m lrraJo (y ) 
m 

(5) 

(6) 

(7) 

In Eq.(5), the first term represents m-th Bessel traveling wave along 
the duct in the direction of increasing z towards the open end, and 
the second term represents the reflected wave on the open boundary. 

Jv (.): 1V 'th-order Bessel function, 
y : positive solution of J1 (y )=O, m m 

a: representative radius of open boundary 

The exterior velocity potential is given as follows, using the 
Green's function in an axi-symmetrical field. 

1J v ( x 
1 

) • kl 'I ¢ (x) = - z e-J x-x dS' 
ext 2JT S, (x-x') 

The particle velocity on the S 1 -surface is obtained as, 

V (x 1 ) 
z 

a¢ t(x') ex - - -----
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Compatibility conditions for combination between the interior and 
exterior fields are, 

<I> - <I> 
int - ext' 

d<l> 
int --=-

dz 
Then we obtain the following relations: 

{A} + {R} = [EJ({A} - {R}) 

{A} = {A
1
A

2
•••AM}' 

where, 
[E] : stationary wave ratio. 

d<P 
ext 

dz 

Now, we introduce the following relation, 

Z = [E - I]-1[E + I] 

( 10) 

( 11 ) 

( 12) 

I: unit matrix, Q: displacement distribution on the open boundary. 

Then, 

where, 

A= ZR 

vB = jQK[A - R] 

R = 2~i.f _;rq[w1(r),w2(r),•••,wM(r)]dS 2 

K = [ k. ] (i=1,2, 000 ,M) 
l 

( 13) 

( 14) 

( 15) 

As shown in Fig.4, the outlet element, the interpolation function 
vector be written bys. co-ordinates 

l 

Q = { s ~ - s 1 s 2 , 4?;; 1';; 2 , s ~ - s 1 s} 

Then, the radiation admittance on S1 surface is thus derived, 

The following discretized equation 

l[FDD] 

[FID] 

[FBD] 

[FDB] 

[FIB] 

[FBB-SBB] 

is consequently obtained, 

[ ;~ = l~D l ( 16) 

Next, the directional characteristics of sound field for the semi­
infinite domain is finally obtained as following relations using the 
foregoing A and R. The pressure in the far field is given by, 

jWP "kT, M 1 2ka• sin0Jo (y )Ji (ka• sin0) 
p(x)=--- e-J -rra2 E jk (A -R )---- ______ m _____ _ 

21T I xi m=1 m m m lrraJo (y ) (ka• sin0 )2 - y 2 

m m 

( 17) 

The normalized pressure is written as, 

= I lej¢(w) = p(L,0) 
Pnorm pnorm 

1 p 
( 18) 
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where, 
P' = 

-jkLTT 2 e av, L = lxl (19) 
2TTL 

TTa 2 v: volume velocity. 

3. , COMPUTATIONAL RESULTS 

Figure 5 shows the sound pressure distribution at near-field of the 
outlet of the pipe with conical horn, which is calculated by using 
the hybrid-type finite and infinite element methods as shown at top 
the foregoing section. Figure 5 (a) shows the bird 1 eye view or three 
dimensional plot at 100 Hz, and also Fig. 5 (b) shows the equi­
pressure contour plots of the same one. 
In Fig.5 (b), each contour line separates with only 2 dB, so the fine 
structure of the near-field is obtained. Figures 6 (a),(b),(c),(d) 
arid (e) show the calculated frequency characteristics of the 
normalized driving impedances of the straight pipe, conical, 
expon~ntial, catenoidal (musical) horns respectively using Eq(16). In 
these figures, R and X denote the admittance and reactance 
respectively. In Fig.6(a), the resonance frequencies appeared 
explicitly, but in the other Figures 6(b)-(e), these frequencies are 
not so clearly. 
Figur~ 7 shows the calculated frequency characteristic of the far 
field sound pressure ratio of each horn, which is obtained by 
calculating of Eq.(18); the rato: the analytical modeling formulation 
/th~ equivalent point source method. From this Figure, the normalized 
pressure levels, that is, each pressure level obtained from the exact 
calculating formula Eq.(17) is in excess of nearly 10 dB from the 
result from the equivalent point source approximation. 

Figure 8 shows the calculated beam patterns in the far-field 
using Eq.(17) for the flanged pipes, whose frequencies are from 0.1 
to 0.5 kHz. Figure 8 (a) for the straight pipe is almost half-circle, 
and from (b) to (d), conical, exponential and catenoidal horns 
respectively, are well similar with each other. Figure 8 (e), 
parabolic horn (musical horn) shows complicated pattern for each 
frequency. 

4. CONCLUSIONS 

In this paper, two different finite element techniques are 
applied in order to approach the noise field of flanged pipes. From 
these studies, we understand it can be seen that the hybrid 
techniques using the combined finite and infinite element is a useful 
method of prediction for the near-field sound pressure levels around 
the pipe outlet and the method of combination between FEM and 
analytical modeling formula is also useful for prediction of the far­
field sound pressure levels and the beam patterns for the flanged 
pipes. 
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AN EMPIRICAL PREDICTIVE MODEL FOR CALCULATING THE BREAK-OUT TRANSMISSION 
LOSS OF CIRCULAR AND FLAT-OVAL SHEET STEEL DUCTS 

Bruce Manser 
Member of the Institution of Engineers Australia 
Member of the Australian Acoustical Society (Queensland Division) 

ABSTRACT 

An estimation procedure for calculating the break-out transmission loss 
of flat sided steel ductwork was originally developed by Cummings (1985) 
and this procedure forms the basis of the current ASHRAE (1987) 
recommended procedure. However, no such procedure exists for circular 
ducts, pending further theoretical and experimental investigation of the 
mechanisms which affect the break-out behaviour. 

In this paper it is shown that the break-out TL results presented by 
ASHRAE (1987) and Cummings (1985) for specific circular duct sizes can 
be normalised in such a way as to produce a fair approximation to the 
overall narrow band behaviour for a wider range of duct sizes, and on an 
octave-band basis the predictions are more than adequate for norinal 
acoustic design purposes. 

The ASHRAE (1987) predictive method for rectangular ducts and that 
developed here for circular ducts can be combined to yield predictions 
for flat-oval ducts at all frequencies of interest. The predictions 
compare favourably with the limited data reported in ASHRAE (1987). 
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1.0 INTRODUCTION 

While predictive schemes offering a fair degree of reliability exist for 
calculating attenuation due to noise propagation internally along 
ductwork, methods for predicting noise break-out from ducts are far less 
reliable. To some extent, the problem lies in the representation of the 
manner of noise transfer from within the duct to the surrounding void 
(usually a ceiling space for most critical situations) and then into an 
occupied space. Frequently, noise break-out is at its worst immediately 
outside plantrooms where sound attenuators have not been fitted to the 
ductwork and light-weight ceilings have been employed. The high noise 
levels internal to the duct cause the duct walls to radiate into the 
ceiling space, and because of the low insertion loss of light-weight 
ceilings the resultant noise levels in the occupied room below the 
ceiling may be excessive. Most problems tend to be at low frequency, 
typically at 125 Hz when rectangular ductwork is used. Break-out from 
circular ducts at · low frequency is usually less severe than for 
rectangular ductwork. 

Figure 1 illustrates typical comparative performances for a square and 
round duct of similar dimensions. Clearly, these different 
characteristics can be used to greatest advantage if the various 
performances can be predicted with satisfactory accuracy. Cummings 
(1985) and ASHRAE (1987) present reliable schemes for predicting the 
break-out transmission loss of rectangular ductwork, but methods for 
determining the break-out transmission loss of circular ducts are very 
limited, with apparently wide variations being observed in measured 
performances of ducts varying only slightly in diameter or wall 
thickness. 

In this paper, a generalized scheme is presented which permits a 
reasonable engineering estimate to be made for the break-out transmission 
loss of circular steel ducts. By combining this with the ASHRAE (1987) 
method for rectangular ducts, a procedure is described which can be used 
for predicting the break-out transmission loss of flat-oval steel ducts. 

2.0 DEFINITIONS 

2.1 DEFINITION OF BREAK-OUT TRANSMISSION LOSS 

The definition adopted for all duct types is that used in ASHRAE (1987), 
namely: 

Expressed in more familiar notation, this equation becomes: 
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where Wi is the incident sound power within the duct. 
W0 is the break-out power radiated from the duct walls. 
PWLi is 10 log10 (W1 ) 

PWL
0 

is 10 log10 (W0 ) 

A1 is the cross-sectional area of the duct. 
A

0 
is the exposed surface area of duct walls (typically 

calculated as: duct perimeter x duct length) 

It must be remembered that the value of TLout to be used in the 
calculation of break-out power must have been determined so as to conform 
with the definition. Values of TL determined from room-to-room 
transmission loss tests are not directly useable without modification. 

2.2 DEFINITION OF RING FREQUENCY 

The ring frequency (fr) corresponds to the frequency when one bending 
wavelength fits around the circumference of the duct. It can be 
calculated using the following equation: 

fr= C~/(n-D) = 1709/D for steel duct sheeting 

where D duct diameter (metres) 
CL'= longitudinal velocity of propagation in the 

duct wall (m/s) 

I p(l - E v2 ) 

) 0 .5 

:::, 5370 m/s for steel duct sheeting 
E Young's Modulus (N/m2 ) 

:::, 206 x 109 N/m2 for steel 
p density of duct wall materi~l (kg/m3

) 

:::, 7850 kg/m3 for steel duct sheeting 
lJ Poisson's ratio (z 0.3) 

2.3 DEFINITION OF CRITICAL OR COINCIDENCE FREQUENCY 

The coincidence frequency (fc) is that frequency for which the wavelength 
of the acoustic mode propagating through the air within the duct 
coincides with the bending wavelength of the duct wall sheeting. The 
coincidence frequency can be calculated using the following equation: 

fc = C2 /(l.8tC~) = 12.39/t for steel duct sheeting 

where C speed of sound (m/s) 
346 m/s for air at 25°C 
duct wall thickness (metres) 
longitudinal velocity of propagation in the duct 
wall (m/s) 

z 5370 m/s for steel duct sheeting 
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2.4 DEFINITION OF CUT-OFF FREQUENCY FOR PLANE WAVE MODE PROPAGATION 

The cut-off frequency is defined for the purposes of this paper, as the 
frequency at which 0.586 x wavelength for the sound propagating within 
the duct fits across the diameter of the duct. Above this frequency it 
is possible for non-plane wave propagation to occur such that higher 
order structural modes of the duct wall are readily excited by the higher 
order acoustic modes within the duct. Thus, the cut-off frequency can 
be expressed as: 

fcut-off = 0. 586C/D:::: 203/D for air at 25°C 

where C 

D 

speed of sound (m/s) 
346 m/s for air at 25°C 
duct diameter (metres) 

2.5 DEFINITION OF LIMITING FREQUENCIES FOR UPPER PI.ATEAU 

The upper limiting frequency (fu) is defined as the frequency at which 
one quarter of a wavelength for the sound .propagating within the duct 
fits across the diameter of the duct. The lower limiting frequency (f1) 

is equal to half the upper limiting frequency. 

The relevant.equations are: 

fu 0. 25 C/D 
f 1 0.125 C/D 

3.0 PREDICTION SCHEME FOR CIRCULAR STEEL DUCTS 

3.1 DESCRIPTION OF CHARACTERISTIC ZONES 

Figure 2 shows a typical break-out transmission loss representation for 
a circular duct. Various zones can be identified where it is possible 
to generalize the behaviour of the range of test results presented in 
ASHRAE (1987) and Cummings (1985) for steel ducts. Figure 3 shows _the 
data from ASHRAE (1987) presented in a normalised format from which· an 
approximate prediction scheme can be deduced. 

The explanations given are specifically for steel ducts although the 
normalization process has included a correction for materials of 
different density. Great care should be taken in interpreting the trends 
noted for steel ducts where alternative materials are being considered. 
It is possible that low frequency trends attributed to positioning with 
respect to the upper plateau limiting frequencies may be related to other 
factors which are not directly identifiable from the test data on steel 
ducts alone. Also, significant changes in wave propagation speeds may 
occur for other materials where the. ratio of density to Young's modulus 
is greatly different from that of steel. 

The zones used for the purposes of developing a generalized prediction 
scheme are as follows: 
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Zone A - At a frequency corresponding to the ring frequency of the 
circular duct, the break-out TL reaches a minimum of about 22 + 20 log10 
(p/p

5
) dB. The duct wall density is 'p' while 'p 5 ' is the reference 

density of steel. The frequency range where break-out TL is directly 
affected by the ring frequency is approximately equal to a one-half 
octave on either side of the ring frequency. 

Zone B - This zone is characterized by a series of modal resonances 
excited by frequencies within the duct corresponding to higher order 
acoustic modes (i.e. above the plane wave mode). This zone extends from 
about half an octave below the ring frequency down to the cut-off 
frequency. It is possible to define a lower plateau level which 
represents the lower bound of the resonant troughs. The break-out TL 
(dB) corresponding to this lower plateau level can be expressed as 84 + 
20 log10 (t/D) + 20 log10 (p/p

5
) where 't' is the duct wall thickness and 

'D' is the duct diameter, both in consistent units. The duct wall 
density is 'p' while 'p 5 ' is the reference density of steel. 

Zone C - For frequencies below the cut-off frequency, the break-out TL. 
increases from the lower plateau level toward a higher plateau level. The 
values characteristic of the higher plateau level are achieved once the 
frequency falls to the upper limiting frequency defined in Section 2.5. 

Zone D - A fairly well 
characteristic exists over 
frequency (fu) to half this 

defined plateau in .the break-out TL 
a frequency range from the upper limiting 
frequency. 

The break-out TL level (dB) of this upper plateau is typically 106 + 20 
log10 (t/D) + 20 log10 (p/p 5 ) where 't' is the duct wall thickness and 'D' 
is the duct diameter, both in consistent units. The duct wall density 
is 'p' while 'p 5 ' is the reference density of steel. Ideal circular duct 
theory for plane wave mode propagation does not predict the presence of 
a plateau and it is suggested by Cummings (1985) that the behaviour is 
influenced by deviations from circularity. This makes noise radiation 
via "bending" type modes much easier than via a "breathing" type mode. 

Zone E - At frequencies below about half the upper limiting frequency, 
the break-out TL tends to fall with reducing frequency from the 
characteristic TL plateau level. 

The precise TL behaviour in Zone E is characterized by a number of 
structural mode resonances which are not well understood. Cummings 
(1985) has developed a theory based on mode - coupling behaviour which 
gives a fair description of observed data. This zone is normally at the 
lower end of the frequency range of interest so that some greater 
uncertainty in predicting behaviour within this zone is tolerable. 
Consequently, representing the break-out TL as falling at a rate of 6 dB 
per octave for frequencies below the lower limiting frequency (f1 ) is 
adequate for estimation purposes. 

Zone F - At very low frequencies, the break-out TL tends to increase 
back toward a value similar to the upper plateau level, as the frequency 
decreases. This zone normally includes frequencies below the region of 
interest. 

Zone G - Above the ring frequency, the break-out TL can be expected to 
rise back toward the mass law type behaviour for rectangular ductwork, 
less about 5 dB. The rate of rise is typically 15 dB per octave. 
However, for thicker plates, the coincidence or critical frequency may 
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limit the performance at higher frequencies of interest. Well above the 
coincidence frequency, the break-out TL behaviour can be expected to 
approach that for rectangular ductwork less about 10 dB. 

3,2 PREDICTION SCHEME 

With reference to Figure 2, the prediction scheme is as follows: 

(a) Calculate the ring frequency (fr) as per Section 2.2 and assign 
a minimum TL of 22 + 20 log10 (p/p 5 ) dB at this frequency (Zone 
A). The duct wall density is 'p' while 'p 5 ' is the reference 
density for steel. 

(b) Calculate the height of the lower plateau as 84 + 20 log10 (t/D) 
+ 20 log10 (p/ p 5 ) (Zone B). 

(c) Join the 22 + 20 log10 (p/p 5 ) dB point at the ring frequency to a 
point on the lower plateau at a frequency of fr//2. 

(d) Calculate the cut-off frequency as per Section 2.4 and extend the 
lower plateau from fr//2 to this frequency (Zone B). 

(e) Calculate the height of the upper plateau as 106 + 20 log10 (t/D) 
+ 20 log10 (p/p 5 ) (Zone D). 

(f) Calculate the limiting frequencies for the upper plateau as per 
Section 2.5 and plot the upper plateau between these frequencies 
(Zone D). 

(g) Join the point on the upper plateau at fu to the point on the 
lower plateau at fcut-off (Zone C). 

(h) For frequencies below f 1 , draw a line falling at 6 dB per octave 
from the point on the upper plateau at f 1 . 

(i) For frequencies well above the ring frequency, draw a line 
corresponding to mass law behaviour for rectangular ductwork less 
5 dB. The basic equation is: TL= 20 log10 (q f) - 50. 

This equation can be represented on the normalized plot (Figure 
3) as: 

TL - 20 log10 (t/D) 

- 20 log10 (p/p
5

) 

"' 92.6 + 20log10 (f/fr) for steel ducting 

where q is surface weight of ducting (kg/m2
) 

f is frequency (Hz) 
fr is ring frequency (Hz) 
p is density of ducting (kg/m3 ) 

Ps is density of steel (kg/m3 ) 

t is duct wall thickness (metres) 
D 1.S duct diameter (metres) 
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(j) Draw a line from the 22 + 20 log10 (p/p 5 ) dB minimum at the ring 
frequency at a slope of 15 dB per octave until it meets the line 
drawn in (i) above. This now completes the predicted curve of TL 
except for corrections for coincidence effects. 

(k) The effect of coincidence is now determined as a set of 
corrections to be subtracted off the curve developed so far. The 
corrections are produced on a separate plot (Figure 4). Firstly, 
draw a line corresponding to the break-out TL for rectangular 
ductwork at higher frequencies, namely: 

TL = 20 log10 (qf) - 45 

Calculate the coincidence frequency as per Section 2. 3. For 
steel ducting, assign a value of 35 dB at this frequency and a 
value of 40 dB at frequencies of l.765x, 0.567x and 0.182x 
coincidence frequency (fc). At 0.32lx coincidence frequency (fc), 
assign a TL of 43 dB for steel ducting. Sketch in a sinusoidal 
variation between these 4 points. 

Now draw a line at 5 dB below the TL line for rectangular 
ductwork for frequencies above 21.79x fc. Join the 40 dB point 
at l.765x fc to the point on the line at 21.79x fc. 

The deviations of the curve so produced from the straight line 
for rectangular ductwork represent the corrections which must be 
applied for the coincidence effect. These deviations are valid 
for both rectangular and circular steel ducts. For materials 
other than steel, the various frequency ratios and TL's at those 
frequency ratios used in the construction will vary. Scaling the 
TL value according to 20 log (p/p 5 ) while keeping the frequency 
ratios the same will be approximately correct for other materials 
such as aluminium. 

The corrections should now be subtracted off the results 
determined at the end of (j) above. 

(1) The final curve produced at the end of (k) above represents a 
fairly conservative estimate of the narrow band TL behaviour for 
a circular duct. For octave band predictions, it is more 
representative to produce typical octave band TL' s from this 
curve by determining individual values off the curve at one ninth 
octave band frequencies and combining in accordance with the 
following equation: 
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where 

TLi is the transmission loss taken from the curve at the i th one ninth 
octave band frequency. 

For .a duct of length 
to be greater than: 

'L', the individual TLotB's should be limited so as 
TL.nin = 10 log10(4L/D). 

4.0 PREDICTION SCHEME FOR FIAT-OVAL DUCTS (AS DEPICTED IN FIGURE 5) 

4.1 BREAK-OUT TL FOR FIAT SIDES 

For the flat sides of the ductwork having width 'w' equal to 'a-b' the 
ASHRAE (1987) method is used with minor modifications. The method can 
be summarised as follows: 

Below a frequency of less than 2 C/b ('C' is speed of sound in air in 
m/s; and 'b' is effectively the depth of the duct between the flat plates 
in metres), the break-out TL for the flat plates of width 'w' is 
calculated as: 

TL = 10 log 10 [fq
2 /wj - 13 

Above the frequency given by 2 C/b, the breakout TL is calculated as: 

TL = 20 log 10 [qf] - 45 

Corrections for coincidence effects should be made in accordance with 
Section 3.2 (k)and octave band TL's should be calculated generally as 
described in Section 3.2 (1). However, for a duct of length 'L', the 
break-out TL should be limited so as to be greater than: 

TL min = 10 log 10 [2L w/ ( wb)] 

4.2 BREAK-OUT TL FOR CURVED SIDES 

The break-out TL for the curved sides is calculated as described in 
Section 3.0 as if the two curved sides made up a full circular duct. 

4.3 OVERALL BREAK-OUT TL FOR FIAT-OVAL DUCTS 

By considering the power flows within each sectional area of the duct and 
the radiating surface areas of the flat and curved sides, the break-out 
TL for the entire duct is then calculated as follows: 

[ 
l O -TL,occ /10 l O -TLc;,d'lO ] 

TLoverall = -l0 10910 -(,-l_+_1t_b.,.......,./....,.(_2_w.,....) .,...) + -(,-1_+_2_w-:/-:(-1t"""b--:-)--:-) 

Figure 6 shows a typical result for a 600mm x 300 mm sheet steel duct 
with 0.7 mm wall thickness. 
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5.0 CONCLUSIONS 

The predictive scheme developed for circular ducts is seen from Figure 
3 to offer fairly conservative but realistic estimates of TL by means of 
a straightforward procedure akin to that developed by Cummings (1985) for 
rectangular ductwork. A simple means for correcting TL' s for coincidence 
effects has also been presented and this can be applied to both circular 
and rectangular ductwork. A procedure has also been developed for 
predicting TL's of flat-oval ducting across the full frequency range of 
interest. The predictions closely match ASHRAE (1987) data at 
frequencies where these are given. 
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A PRACTICAL METHOD FOR CALCFLA TING ACOFSTICAL DIFFRACTION BY A 
WIDE BARRIER 

K.Takagi 
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ABSTRACT A simple and practical method for calculating noise reduction 
by a wide barrier is proposed by the present authors. 

In this method the noise reduction L'.l Lin dB is given L'.l L = L'.l L 1 + L'.l L 2 - 5, 
where L'.l L 1 is the reduction due to the facing corner of the wode barrier and 
L'.l L 2 is the reduction due to the other side corner of the barrier. Various 
noise reductions calculated by the present method were compared with the 
previously obtained experimental data. The calculations were also carrie out 
based on the met.hod proposed by Maekawa and Kurze. 

It was found out that the fit between the calculated value and the 
observed data were satisfactory when we use the present method. 
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1.0 Il\TRODUCTION 

Several methods have been proposed for calculating acoustical diffraction 

due to a wide barrier(Fujiwara E. et al., E.awai T., E.urze C. J., Maekawa Z.(a), 
Maekawa Z.(b), Pierce A. D. ). Some methods, based on precise theories, give 

good fit to experimental data, but are rather complicated and inconvenient 

from practical point of view. Among the remaining methods, there are two 
simple practical methods. One is the method by Maekawa z. (bl who proposed 
to determine an equivalent height of an assumed thin barrier. The other is 
by Kurze lJ. J. who proposed to calculate the double diffraction at two 
corners. 

In this paper, another method based on Kirchhoff's approximation theory is 
proposed and the results of calculations following the above three methods 
were compared with experimental data presented by previous investigators. 
(:\laekawa z. (a) ,Fujiwara K. et al.). 

2.0 METHOD OF CALCULATION 

2.1 Method by Maekawa One method was proposed. by Maekawa Z.(b) in 

his early attempt at this problem. As is sho--w-n in Fig.l, a wide barrier is 
assumed to be a thin barrier having a height determined b:v the intercept of 

two tangents of the wide barrier running from the source and receiver. This 
method is also used widely from practical view points, although theoretically 

it does not seem sufficient. 

2.2 Method by Kurze The other method is described in the report by Kurze 
L J. The reduction , L'.] L in dB is given by the following formula 

L'l L = L'.l Lx + L'.1 Ly - 5 + 20log10L/d (1) 

The value, L'.] Lx ,in dB is the reduction by a thin barrier XX' in Fig.2, where 

the source and receiver are S and P'. Similarly L'.] Ly is determined by a thin 
barrier YY' where S' and Pare the source and receiver. Lis the s.um of r 1 , 

u: and r 2 , and dis the direct distance from S to P. In calculating L'.lLx and L'.l 
Ly , Maelrnwa's Chart is used. Although the limitation of this method is not 
clear, it is easily recognized that the value L'.] L does not coincide with the 
value obtained from a single thin barrier, when the width w tends to zero. 

2.3 Method by Present Authors The present authors v,·ould like to propose 

the following method to obtain the reduction L'.] Lin dB by a wide barrier. 

L'.]L = L'.lLx+ L'.]Ly-5 (2) 

In equation (3), the value, L'.lLx, in dB is the reduction by a thin barrier XX' 
in Fig.3, where the source and receiver are Sand Y. L'.] Ly is the reduction in 
dB determined by a thin barrier YY' where the source and receiver are S 
and P. 

Li Lx is obtained from Maekawa's chart by calculating ox = r 1 + w - r3 
!Nx = 2o xi).) and L'.] Ly is obtained similarly by calculating o y = r 3 + r 2 - d 

(Ny= 2oy/ ).), where r 1 = SX, w = XY, r 2 = YP, r 3 = SY and d = SP in Fig.3. It is 
important to take notice of the fact that in calculating the effects of thin 
barrier X' , only the part of XX" should be taken into considerations. 
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Therefore the ,-alue of reduction in dB due to thin barrier X" X' must be 
reduced from LJ Lx . The necessit~- of this Kay of calculation can be easily 
understood ,v·hen one considers the case where the width 'Ui tends towards 
zero. The constant -5 in eqn(3) is introduced for this reason. 

0 

p 

Fig.1 Approximation of a wide barrier to a thin barrier 
by :VIaekawa. 

X' Y' 
Fig.2 Method of calculating double diffraction for a 
wide barrier by Kurze. Sis a source, Pis a receiver and 
w is the width of a barrier. 

X w 

r2 

s 
p 

d 

X' Y' 
Fig.3 '.'1ethod of calculating noise reduction of a wide 
barrier by the present authors. Diffraction due to a thin 
barrier XX' and YY' are considered. 
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3.0 E\:PERI~IE'.'~TA.L DATA BY PREnm-s I\:\-ESTEGATORS . 
In order to compare the calculated Yalues from these three methods ,dth the 
\-alues of experimental results, data from model experiments carried out b:-· 
'-Iaekav.-a Z.(a), and Fujh,-ara et al. using a Kide barrier \,-ere adopted. Fig.-! 
shows the outline of the. experiment by :VIaekawa z. (a). e 1 \,·as determined 
equal to e 2 , and t,..-o cases were adopted: e 1 = 0 2 = 22.5 ° and 0 1 = 0 2 = -15 ° . 
The distance OS \,·as h:ept constant at 100cm and OP was chan!?,'ed from 10 to 
150cm. Two different values of width w were chosen; 1.5cm and 12cm. The 
frequencies of sound used were 5, 10, 20, and -10kHz. The absorption due to 
air was taken into consideration by the present authors and the correction 
v.-as made following the method shown by A\:SI. 

Fig.5 shov;s the outline of geometry of experimental conditions by Fujiwara 
et al. The width of thick barrier is 30cm. The distance from source to source 
side barrier is 50 cm, and two cases of 0 "·ere adopted; 0 = 110° and 0 =135° . 
In each case, l is taken so as to be 10, 20, 30, 50, 100, 130, 150, and 200cm. One 
third octave band noise whose center frequencies are -1, 8, and 16kHz are 
used. 

s w 
p 

Fig.4 Outline of the experiment with a wide barrier 
carried out by !vlaekawa. 

0 

----- --- --- - - _.,. p 
L / 

50c rn-

Fig.5 Geometry of experimental condition carried out 
by Fujiwara et al. 
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-LO RESCLT 

In Figs. 6-8, the correspondence betv.;een the calculated Yalues and the 
observed data from :'-laeka,,-a Z.(a) are shm,,n. In these figures, (a) is the case 
Khere w is 1.5cm and (b) is the case \•.:here u..: is 12cm. Fig.6 indicates that 
the method proposed by >laelrnwa giYes smaller reductoin \-alues than the 
e:--:perimental data. Fig.7 shows that the correspondence betw-een calculated 
\-alues and obsen-ed data are fairly good when width w is 12cm, ,d1ile the 
correspondence is not satisfactory w-hen width u: is 1.5cm. So far as the 
present data are concerned, the fit seems best, as shown in Fig.8, ,,-hen Ke 
use the method determined by eqn(3). 

In Figs.9-11, the ·rorrespondence between the calculated values and the 
observed data from Fujiwara et al. are shown. Compared with Figs.6-8, fit is 
not so good. HoweYer, fit is best when one uses the present authors' method. 

Theoretically, this method tends to overestimate the noise reduction by a 
\dde barrier when we calculate L'.] Lx and L'.] Ly without using Maekawa's Chart. 
On the other hand it is well know.n that the line showing noise reduction in 
:Vlaekawa's Chart is drawn about 3-5 dB below the various experimental data. 
The combined effect of overstimation and underestimation may result in the 
good fit. 
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Fig.6 Comparison of noise reduction by a wide barrier 
between calculated and measured data. Calculation is 
carried out by Maekawa's method.(a)w =1.5cm, (b)w 

=12cm. Open circles are the data for 0 =-t5 ° and crosses 
are for 0 =90° . 
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Fig. 7 Comparison of noise reduction by a wide barrier 
between calculated and observed data. Calculation is 
carried out by Kurze's method. (a)w =1.5cm, (b)w =12cm. 
Open circles are the data for 0 =-15 ° and crosses are for 
e =90° . 
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Fig.8 Comparison of noise reduction by a wide barrier 
between calculated and observed data. Calculation is 
carried out by the present authors' method. (a)w =1.5cm 
( b) w = 12cm. Open circles are the data' for 0 =45 ° and 
crosses are for e =90° . 
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Fig .11 Comparison of noise reduction by a wide barrier 
between calculated and observed data. Calculation is 
carried out by present authors. Open circles are the 
data for 0 =110° and croses are for 135° . 
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SELECTION OF ERROR SENSOR LOCATION IN THREE­

DIMENSION SPACE ACTIVE SOUND CONTROL 
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.Ji11mi Sun 
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AUSTRACT 

For an adaptive active attenuation .c;ystem, the error sensor can be regarded as a monitor. The 

adaptive system adjusts the complex strengths of secondary sources continuously in order to 

keep the sound pressure at the postiton of error sensor minimum. In priciple, if a global reduc­

tion is needed in space,a large number of error sensors distributed in space are needed. But this 

is unpracticable because much more error sensors may cause many questions. So it is important 

that how to obtain the best pos.~ible effects by using limited error sensors, that is how to select­

ing the best places of error sensors. This paper deals with an adaptive active control system and 

a acoustic system of which the secondary source is point source. The selection of error scmor 

postiton is <liscus.<;ed and it is found that error sensor should be put in the direction that the di­

rectivity of optimal sound field is minimum. In experiments, two secordary sources arc used and 

a global reduction is obtained by using only one error sensor. 
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1. 0 INTRODUCTION 
In recent years. techniques of active sound control in three-dimension space have been devel­

or?d rapidly. In the theory of active sound control. a method for calculating the optimal com­

r,lcx strengths of secondary sources has been developed by minimizing the sound r,ower output 

of the acoustic systemC 1J. ln the application of active control, adaptive techniques have been 

widely used. It provides a effective manner for practical use of active sound control in three-di­

mension spacel?.J. 

The principle of adaptive active control is that the adaptive systems receive the signal of the 

rrirnary source,thcn send the output signal adaptively filtered to secondary sourccs,and mean­

while error signal which is received by error sensor located in space is fed back to the systems, 

the systems can adjust the complex strengths of secondary sources in order to keep the sound 

pressure at the <.>rror sensor rosition minimum. Up to now. it has been successfully used in ac­

tive control of cabin noise131 • active control of sound radiation from vibrating platel ◄ J. active 

control of power flow in structurcsl 5J, etc. But the developments of adaptive active techniques 

and theory of the active sound control are independent. That means that there is not any rela­

tions between the sound reduction obtained by adaptive system and predicted by theory. On the 

one hand, it makes the thoretical rrediction meaningless, on the other hand the sound reduction 

obtained by adaptive system in general is not maximun. Therefore, it is imr,ortant to find a 

bridge between them. That is to use adaptive system to obtain the maximun sound reduction 

which is predicted by theory. 

In this paper. The best sound attenuation obtained by using adaptive system in free field is dis­

cussed. An attempt to find a relation between two approaches by selecting the number and posi­

tions of the error sensors has been made. Two typical cases arc discussed and corresponding ex­

pcri111c11t.s arc carried out. 

2. 0 THEORY 
Fig. I shows the principle of adaptive active control of sound. The active control is reali_zed by 

mi11i111izi11r, the sound prcssue<; nt the error sensor position. \Vhcn a lot of. error sensors arc 

u<:cd. the reali;'.ing criterion of active control is to minimize the sum of mean square of sound 

pressures at all error sensors positions. Thus in free field, if the secondary sources.are put near 

the primary source, and a lot of error sensors are put in all the directions around. the. primary 

and secondary sourccs,a"global"sound reduction can be obtained. It can be proved that the re­

duction is just the maximum reduction predicted by theory[ 1J. But in practice this is unpractica­

ble. because much more error sensors will make system complex and increase the amount of 

computation so that the processing of real time is affected. Actually in most cases, putting so 

many error sensors are not allowed. It is concerned that if there is any possible to use limited 

error sensors to obtain the maximun sound reduction. It should be noticed that although adap­

tive system minimizes the sound pressure at the error sensor r,osition, there is no reason to say 

that the sound reduction in space is maximun. Therefore.some "specific points"or"specific di­

rections" in the field should be found, which represent the sound reduction property of the 
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space. When the sound reduction effects at the points or in the directions are the best, the ef­

fects in the space must be the best. In order to discuss the possibility of this approach, two typi­

cal cases are chosen. Assume that the primary and secondary sources arc all point monopole 

sources. 

2. I Single Secondary Source 

The sound field produced by monopole primary source is: 

kPoCoQ J(c,-kr +.!!. J 
Pr=-4- Pe • 2 

llro 
and the sound field of secondary source is 

kpoco • p.:-::--Q.cJ<,,•-kr1 +2·4 ,t) 

4rrr, 
\\ here 1\· is the phase angle of secondary source' s complex strength relative to that of primary 

source. For simplicity, the phase angle of primary source' s complex strength is assumed to be 

zc-ro. In this t·it<;C, the total sound field in the space is given by, 

CJ(,.i4. h J·J) kd kd 

p-rr+ p,= 
4 

• kpoco[Qpe-lz<"''+Q.e'z""'9] (l) 
rrr P -

where d is the distance between two sources, 0 is shown in Fig. 2a. Consider~d that adaptive sys­

tem minimizes the mean square of error signal, the mean square of sound pressure. can be ob­

tained from equation( l ). 

p;=-
2
1 p. p' =(k

4
poco) 2[Q~+Q!+2QpQ,cos(kdcos0+1Ji)] 
JTr P 

(2) 

Assume that one error sensor is put in the direction 0= 0o ,and the mean square of sound pres­

. kpoco 
sure at the error sensor 1s -

4
-e,so that 
ITt p 

(J~ + Q; + 2QrQ,cos(kdcoso0 +1\•) = e2 

This equation can be reduced to 

{ 
Q, = -Q0cos(kdcos0o- ~•) 

r-Q0si11 < kdcos00- 1\-) 

(3) 

( 4) 

Equation ( ,1 )shows that if Q0 • e arc known, Q,cH can be uniquely determined. That is for single 

secondary source only one error sensor should be used, and the complex strength of secondary 

sc,urce i.q 

t r 
Q,= -Q0cos(arcsin Q

0

)e-Jnd
"""

8
0-

1'"'"0,J 

Substituting equation ( 5) into equation (1) 

p,_,,,kPoCoQ • \lu7+1-2ucos(kdcos-~•)eH•"'-''•HJ 
4,rrr " 

(5) 

(6) 

\\ here u = cos (arcsim/Q0 ), 1\•= kdcos00 -arcsim/QP. The total sound power output of the a­

coustic system is 

\Vo • / \V-= I +w-2r,sinckd • co.,(kdcos00 -arcsim Qp) 
p 

(7) 

W K 2poCoOr . . 
where 0 = 

8 
1s the sound power output of pnmary source. It 1s found when kdcos00 = 

:-r 

arcsim/Q0 ,that is 00 =arccos((arcsim/Qp)/kd) the sound reduction of acoustic system is max-

imun, 

\Vo • w·= J +u·-2(.(sinckd 
p 

(8) 

and also when i:/Q0 =V 1-sinc2kd ,Q,= -QPsinckd 
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\Vo . • \V·= 1-srnc·kd 
p 

(9) 

This equation is just the maximun sound reduction which also can be obtained by Nelson's thc­

oryl1J. So it is possible to use only one error sensor to obtain the best attenuation effect for sin­

gle secondary source if the error sensor is put in the direction 0= 00 , and the error signal is ad-­

justed so as to satisfy r=Q. • V l -sinc1kd. 

- E 

rig. I Principle of adaptive active control of sound 

2. 2 Two Secondary Sources 

Ill 
d , 

• -<l (J () 

• primary source? Q1, 

a scconJa1·y source <.i, 

Fig. 2 Sources arrangement 

Assumed two secondary sources are put near the primary source symmetrically, the distance 

from primary to secondary source is d, and the complex strengths of two secondary sources are 

Q,1e1-1, Q,2e1i, respectively. the total soound pressure in the space is 

r-· Pr-! P,1 ·I· P,2 = k()oCo c0• cl(wt-k,,J + Q,, el(w< -•·,1 + ◄ 1 J + 0'2e11 ··•·-•,,+,,> J (IO) 
4'.l !p r,1 r,2 

The mean square of sound pressure is 

p; = -
2
1 
-p • p • = Ck]ioco ) 2[Q; +Q?, +Q?2 + 2Q, 1Q,2cos(2kdcos0- ~•; + ~·2) + 2Q,,Q,1cos (kdcos0-

•1:rr. 
~•1 H- 2Q0Q,?cos ( kdcoslH- 1b)] ( I I ) 

Here two error sensors are needed at least. As,ume that two error sensors arc put in the direc-

. kprt\l kpnCc, 
t1011 Q--,-(1 1 , 0,,-02 and the mean square of sound pressure at the error sensors arc ,-c1, -,-E, 

'i :Tf p 'I :-tr r 
resrect i vel y. 

[ Q~+Oi:1 +Q??+.2Q,1Q,?eos( 2kdcos01 -~•1 +1b >+2QpQ,,cos(kdcos01 -1h) 

j +· 2Q.Q,2crJs(kdcosil1 +1b) =d 

] Qi· I-();, -j-(.,);, + 2Q,:Q,2cos( 2kdcos02- q•1 -!-1b) + 2QpQ,1rn,(kdccJ~Oz-1i·,) 

l -l-2QpQ,2cos(kdcos02 +1l'z)=d 

( 12) 

Considered tllat adaptive system minimizes the sum of d + d, when the system is stable. there 

must be d = d, Subtracting above two equations. 

Q,,Q,?[ cos ( 2kdcos01 - ~-, + ~-i) - cos ( 2kdcos0, .:._th+ ~-2) J + Q 0Q,, [ cos (kdc0&01 - 1r,) - cos 

(kdcos02 - q•1) ]+QpQ,2[costkdcos01 +~·2 )-cos(kdcos02+~·2) J = 0 

(l 3) 

It is found that when cosO: =cos02 , the left side of equation ( 13 )equals to zero constantly. It in­

dicats that the two equations are correlative. As a result it is impossible to uniquely determine 

the complex strengths of two secondary source<; . Therefore if two error sensors are used, 01, 02 
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should satisfy 01:f.:-02 and 0,:f.:02.Equations (12)can be reduced to 

j Q. = -Q,,cos(kdcos0, -1h )-Q,1cos(kdcos0, +~·2) 

Q.-= -Q,, cos ( kdcos02 - 1h ) -Q,2cos ( kdcos02 + ~·2) 

l t 1 =Q, 1cos(kdcos0,-1h )-Q,2sin(kdcos02+~·2) 

£ 1 =Q, 1sin (kdcos02- ~·, )-Q,2sin (kdcos02+ ~·2) 

(14) 

From equations( 14) ,Q,,el•, ,Q,2ei*2can be obtained. Because of the symmetry of the position of 

secondary sources with respect to the primary source, the position of error sensors should be 

symmetrical. As<;ume 02 = rr-01 , then 

~•, =~•2=arctge/Qp 

VI+ (c/Q.) 2 

Q,,=Q,z= -Q. • 2cos(kdcos0
1

) 

Substituting equations( 15), ( I 6)into ( I 0), 

p-!::.f'oCo() • \/l+')(f • [1-J-cos(2kdcos0)]-4(-ltos(kdcrn;O)cos~•1 • el<wc-tr,H> 
4TTr

0 
P ~ 

(15) 

(16) 

(17) 

where f1-V I ·+ (E/Q0 )2 /2cos ( kdcos01 ) , ~·, = arctgt/Or• The total sound power output is 

~q,,.,. I +2112 ( I +sinc2kd)-4(kos1j•,sinckd (18) 
p 

I 
It can be proved that when f3 = cos~•,sinckd/ ( I + sinc2kd) , that is 01 = arccos ( kd arccos 

I+ sinc2kd ) I l d . . . ;;·--,· . J , t 1e sounc re uction 1s max1mun , 
L.C:n~ 1h • smckc 

Wo= 1 _ . . 2sinc~kd 
WP [l+(c/Q.) 2](1+sinc2kd) 

(19) 

mid also when f-i--0, ~~- 1 _ 2sinc 2kd 
W • I +sinc2kd 

(20) 

Epuation ( 20) is just the maximun sound reduction which can be predicted by thcory[ 1J. It 

means that for two secondary sources, two error sensors arc needed and the maximun sound re­

duction can be obtained if two error sensors are put in the directions 01 and ;r-01 ,respectively. 

3. 0 DISCUSSION 
ln previous discussions, the relations between sound power output and positions of error sensors 

for two cases arc deduced. For further discussion, numerical computations are carried out. Fig. 

3 shows the results calculated by equation (8). lt is shown that for any values of kd, there ex­

ists an ortirnal value of dQP ,vhic:h is corresporHling to maximun sound reduction. \Vhen kd is 

s111all. tile range of optimal value of t/Q0 is wide. When kd is large, the effect of optimal value 

011 the sound reduction is obvious. Fig. 4 shows the optimal directions of error sensor versus the 

values of kcJ and r/Q0 • It c-nn be seen that the optimal direction exists only when arcsin c/Or< 

ktl, antl this optimal dirccuon is not 0o = ; which is generally regarded as. The values of kd is 

different ,so is the optimal direction. It should be paid attention that equation (8) is valid only 

when the optimal direction exists. In practice, one should find the optimal value of E/Q0 in Fig. 

3 according to value of kd, and then according to values of kd, r/Qp, find out the optimal direc­

tion. It c:an be proved that optimal values of f/Or always satisfy arcsin E/Q0 <kd. It means that 

for a given value of kd, there exist a optimal value of r/Or and a optimal direction. 
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;J. 0 EXPERIMENT 
The experiments are carried out in a semi-anechoic room. the primary source is a, 6 inch loud-

, ' 

spc~k,ct installed in a box. The secondary sources arc tile same as the primary one. The adaptive 

syste~'n is the "NPU-307 adaptive active control device" which is manufactured by the Institute 

of Acoustical Engineering of Northwestern Pulytechnical University. Fig. 7 shows the sound 

pressures in space using only one secondary source and one error sensor. Fig. 8 shows the sound 

pressures in space using two secondary sources. Considered that the primary source is symmet­

ric. according to equations ( J 5) and ( 16) , the two secondary sources are fed by same signal. 

In this case only one error sensor was used and put in the direction 01 =60°. In the experiments 

the optimal value of c/Q0 was obtained by adjusting the knob of the amplifier of error signal in­

put 011 the device. It can be seen the effects arc satisfied. 

Fig. 7 Sound pressures in space using one 

secondary source: PSL-dcvke off; 

RSL-dc\'ice on 

5. 0 CONCLUSION 

Fig. 8 Sound pressures in space using two 

sccondarysources: PSL-device off; 

RSL-device on 

In thi'i paper, the selection of the positions of error sensors to get the best attenuation effect is 

discussed, The theoretical and experimental rcsusts show that this method is practicable. Though 

. the conclusions are obtained from two simple cases, it is thought that the techniques also suit for 

otlicr t;ascs. 
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ABSTRACT 

Hom loudspeaker systems are highly efficient in converting electrical energy into 
acoustical one and therefore frequently used for the public address system. However, 
the acoustical impedance looking out of the diaphragm of the horn driver shows 
relatively high fluctuation especially at low frequency range due to reflections of 
sound between the throat and the mouth of the horn, and this results in the 
fluctuation of sound pressure level also. 

In order to cope with this disadvantage of the horn loudspeaker system, we have 
placed the partitions having different dimensions with each other near the mouth of 
the horn in order to lower down the Q of the horn resonance and thus to flatten the 
impedance curve. For the purpose of analysis, wave propagation phenomena within 
the horn are analyzed and numerical calculations are performed. Coupling of the 
throat impedance with electrical impedances of the horn driver and the amplifier is 
analyzed and the resulting power output is calculated. The results show that 
partitioning a horn with different dimensions improves the frequency response of the 
horn loudspeaker system. 
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1.0 INTRODUCTION 

Among several types of loudspeaker systems, horn l'oudspeakers are best in 
converting electrical energy into acoustical one and therefore are widely used for 
public address. However, as there exists cut-off frequency owing to the flare rate of 
the horn, the lower limit a horn loudspeaker can reproduce is above the cut-off 
frequency (Olson, H. F.). In addition. the impedance curve looking out of the diaph­
ragm shows relatively large ripples especially in the lower frequency range, which are 
caused by the reflections of sound between the throat and the mouth of the horn 
loudspeaker. 

Since the ripple in the impedance curve results in the same kind of fluctuation in the 
frequency response curve of the horn loudspeaker, it is desired to alleviate the ripple 
characteristics. 

2.0 MULTI-LENGTH PARTITIONED HORN 

In a horn loudspeaker, the diaphragm is coupled to the air via a horn. The horn 
magnifies the effective size of radiating surface as the wave travels along the horn, 
and thus relatively small diaphragm can be used. If the horn were infinitely long the 
wave excited by the diaphragm would spread out outwards only so that there will be 
no reflection coming back to the diaphragm. However, the length of the practical horn 
is to be finite and there must be reflection at the boundary of the mouth. The 
reflection continues back and forth along. the horn and if the frequency of the wave 
coming out of the diaphragm corresponds to the inverse of the reflection period then 
the strength oL the wave inside becomes greater and vice versa. These phenomena 
result in resonance characteristics of the finite horn. 

The resonance of the finite horn gives characteristic 'colouration' to the timbre it 
produces and it is not desirable in view of the fact that the horn loudspeaker is used 
only to reproduce and not to modify the sound of the sources. 

In order to lower down the amplitude of the ripples in the impedance curve, we 
designed a horn as shown in Fig. I. Inside the horn near its mouth is partitioned into 
several sections whose dimensions are different each other. We call it here the 'multi­
length partitioned partitioned (MLP) horn'. Inner ends of the partitions can be 
lengthened down to the throat of the horn if required. 

14 
11, 

~ I◄ 
lp 

r ~ 
Zia 

Fig. I Multi-dimensionally partitioned horn 
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3.0 THEORY 

As the large area near the mouth of the horn is partitioned into several sections 
isolated each other, the wavefront traveling along each section can be considered 
more planar than if it were traveling along the whole area of the horn. Therefore it is 
reasonable to approximate the pressure at the mouth of each section as that caused 
by the plane piston. Then we can replace the radiation impedance of each section to 
that of the plane piston. 

In order to calculate the complex velocity at the mouth of each partitioned horn, we 
solve the horn equation with respect to velocity potential <l>(x. t) 

(1) 

where c0 is the sound speed and S the cross-sectional area of the horn. For the 
monochromatic wave propagating in an exponential horn S(x) = S(0)e2

mx, cj>(x, t) is 
given by (Temkin, S.) 

q>{x,t)=Aexp[-mx+i(✓k2 -m2 x-cot))+Bexp[-mx-i(✓k2 -m2 x+cot)] (2) 

where A and B are constants determined by the boundary conditions and i = H. 
Using the relations u = : and p = -p0 : • we can equate at the mouth the radiation 

impedance Zr and S(l)(p/u)x-1: 

ip0co[Aexp(-ml+i✓k2 -m2 1)+ Bexp(-ml-i✓k2 -m2 1) _ .b_ 
A(-m+i✓k2 -m2 )exp(-ml+1✓k2 -m2l)+B(-m-1✓k2 -m2 )exp(-ml-i✓k2 -m2 1) - S(l) 

(3) 

The acoustical impedance at the throat is likewise given by 

z(0) = ip0 co(A + B) 
S(0)[A(-m+i✓k2 -m2 )+ B(-m-i✓k2 -m2

) 

(4) 

From the equation (3) and (4). A and B which are functions of frequency and in 
general complex can be evaluated and then z(0) can be calculated as a function of 
frequency. In the case of the partitioned horn, total acoustical impedance at the 
throat is considered to be a parallel connection of the impedances of sub-horns. When 
the horn is partially partitioned, i. e .. when the horn is not partitioned down to the 
throat, another boundary condition is added at the position where the partition is 
ended and the impedance at the throat can be likewise calculated. 

On the other hand, the input impedance looking out of the throat is coupled to the 
electrical impedance of the loudspeaker unit. Therefore the particle velocity at the 
throat is influenced by both of these impedances. If we let the acoustical impedance of 
the horn looking out of the throat to be R+jX obtained above, the particle velocity at 
the throat is given by 

C u(0) = 1 
Ra +R+i(X+coma ---) 

coca 

(5) 

where C is a constant determined by the characteristics of the loudspeaker unit and 
the amplifier, and Ra. ma, and Ca are the acoustical resistance. mass, and compllance 
of the loudspeaker unit respectively. Power output from the loudspeaker unit is 
simply the constant multiple of the product of lu(0)l2 and Re[z(0)). 
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· 4.0 SIMULATIONS AND RESULTS 

First,· we have calculated the acoustical impedance at the throat for a fully partitioned 
horn. The horn is partitioned into five sub-horns and their lengths are 55.0, 58.4, 
62.1, 65.9, 70.0 cm respectively. Five sub-horns have the same cut-off frequency, 170 
Hz. Absorption by the air is neglected but the attenuation at the inner walls of the 
horn is taken into consideration. As a rough value for the attenuation constant ex 
within the horn, ex= 0.05 nepers/cm was used irrespective of frequency in calculating 
both the impedance at the throat and the power output (Murtjal., M. L.). 

A partially partitioned horn as shown in Fig. 1 was also simulated. It has the same 
length as that of the fully partitioned horn. but the difference is that it has the 
non-partitioned portion near the throat. Length of that portion is 20 cm and therefore 
the shortest sub-horn is 35cm long and so on. 

The resulting acoustical impedance curves are shown in Fig.2 and Fig.3 respectively. 
For comparison, the curve for the conventional multicellar horn, whose length is 
65cm, is overlayed. It can be seen that the ripples of the impedance curves of MLP 
horn are alleviated in both cases, especially in higher frequency range. The fully 
partitioned horn shows improved characteristics in almost the whole frequency range 
of interest, whereas the partially partitioned horn has the comparable peaks as the 
multicellar horn at 250 Hz and 500 Hz. 
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Fig.2 Real part of the acoustical impedance looking out of the throat 
of a fully partitioned horn. 
(solid line : fully partitioned horn, dashed line : multicellar horn) 
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· Fig.3 Real part of the acoustical impedance looking out of the throat 
of a partially partitioned horn. 

104 

(solid line : partially partitioned horn, dashed line : multicellar horn) 
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The power output from the loudspeaker unit is also calculated. Mass, compliance, 
and resistance for a specific tweeter. whose resonance frequency is 1 kHz, radius 2.5 
cm and Q= 1.0, are measured and they are 0. 79g, 3. 2 x 10-9 sec2 

/ g. and 5. ox 103 cgs 
mechanical ohm respectively. Power output when this tweeter is used as a driver unit 
of the MLP horn is shown in Fig.4 and Fig.5. 

As the impedance of the driver unit is coupled to the throat impedance. power output 
shows somewhat difierent characteristics compared to the throat impedances shown 
in Fig.2 and Fig.3: it is lower in both low and high frequency range and the 
improvement of the frequency response is prominent even in the frequency where 
peaks existed in the impedance cuive. Comparing Fig.3 and Fig.4, we can say that the 
dip at about 300 Hz of the fully partitioned horn is flattened whereas it is not much 
flattened in the case of the partially partitioned horn. 

Frequency response of the power output is in general improved by multi-dimensionally 
partitioning the horn but it is difficult to assert which method of partitioning is more 
effective in improving the frequency response of the horn loudspeaker system. 

60 

~ 
~ 40 
ti 
> 
~ ... 

11) 20 ~ 
0 
0., 

0 
102 

60 

&:0 
~ 40 
0 
> 
~ .... 
11) 20 ~ 
0 
0., 

0 
102 

103 

frequency [Hz] 

Fig.4 Power output level at the throat of the fully partitioned horn. 
(solid line : fully partitioned horn, dashed line : multicellar horn) 
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Fig.5 Power outputlevel at the throat of the partially partitioned horn. 
(solid line .: partially partitioned horn, dashed line : multicellar horn) 
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5.0 CONCLUDING REMARKS 

In order to lower down the ripple characteristics of the imp'edance curve lookng out of 
the throat of a horn loudspeaker. we have proposed a partitioned horn, whose large 
area near its mouth is divided into several sections each of which having different 
length. The impedance plot calculated and the resulting power output shows that the 
ripple is alleviated when the horn is multi-length partitioned into several sections. 

So far in this study, we have investigated only the input acoustical impedance of the 
partitioned horn looking out of its throat and the frequency response of the power 
output. On the other hand, as the particle velocities when the sound wave is output 
out of the mouths of the multi-length partitioned horns may differ in phase and 
amplitude, it is necessary that this phenomenon be studied and thereafter the sound 
output be calculated. Such an investigation is the theme of further study of the horn 
loudspeaker. 
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ABSTRACT 

In this paper we briefly review the topics of stationary signal analysis, time-varying signal 
analysis, higher-order spectral analysis and introduce time-varying higher-order spectral analysis. 
We demonstrate the application of some of these techniques, including the power spectrum, the 
spectrogram, the Wigner-Ville time-frequency distribution, the bispectrum, the time-varying 
bispectrum and Gerr's third order Wigner distribution, to some underwater acoustic data and 
demonstrate the merit of including higher-order spectral information when signaturing 
underwater acoustic sources. 
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1 Introduction 

Underwater signals, both biological and manmade, are often characterised by their acoustic emis­
sions. Analysis in both the time domain and the frequency domain has been a standard approach 
for signals of this type[l]. More recently, it has been recognised that the time and frequency anal­
ysis. of signals should be viewed jointly[!] and practical time-frequency analysis tools have been 
developed and applied to underwater acoustic signals[l][2]. The analysis methods mentioned use 
either the time series data directly, as in time domain analysis, or second moment information such 
as the power spectrum, the autocorrelation or the time-frequency distribution, for a frequency or 
time-frequency domain approach. The analysis tools mentioned thus far do not make use of signa­
turing features introduced by non-Gaussian signals and non-linearities inherent in the underwater 
source or introduced by the propagation medium. 

A supplementary technique for analysing underwater acoustic data is to consider higher order 
cumulant sequences for the data and their corresponding spectra[6] [9]. The most well known of 
these spectra are the bispectrum and the trispectrum[l0], which are the third and fourth order 
spectra associated, respectively, with the third and fourth order cumulant sequences. With the 
bispectrum and the trispectrum, non-Gaussianity and non-linearities inherent in the data can be 
identified and used to augment the signature of the acoustic source derived using the more tradi­
tional techniques referred to earlier. However, existing higher-order spectral analysis techniques· 
assume that the signal is stationary and that the ergodic property can be used to produce consistent 
estimates of the bispectrum or trispectrum. Often the signal to be analysed is not stationary and 
attempts have been made to define a time-varying higher-order spectra [7] [12] [3] [11]. Many anal­
ysis methods in current use are optimal for Gaussian and linear models but are suboptimal when 
the problem is one of analysing non-stationary, non-linear and non-Gaussian signals. Time-varying 
higher-order spectra are one approach for problems of this type. 

2 Signal Analysis: A Review of Recent Developments 

We now review some methods for the signal analysis techniques which we applied to underwater 
acoustic data. We assume that the signal {x(t);t E R} is a random process which can be fully 
described by ajoint probability density function (pdf), p(x). This pdfis unknown. 

2.1 Stationary Signal Analysis 

If we impose the restriction that the pdf of the process, x(t), is not changing with time, then for 
analysing the signal, one often uses the power spectrum of the process defined as; 

S(f) = 1-: E{x(t)x(t + r)}e-1 2,rfr dr (1) 

Where R,,(r) = E{x(t)x(t + r)} is the autocorrelation of x(t), and dependent only on tlie lag 
variable r. The power spectrum S(f), is the Fourier transform of the autocorrelation of x(t). 
Power spectral analysis reveals the presence of any periodicities in the signal, some of which may 
not have been ob"ious in the time domain. Problems of estimating the power spectra have been 
considered for many years. If a priori information is available about the signal then very high 
performance power spectral estimators can be devised[8]. 

2.2 Time-Varying Signal Analysis 

The assumption of stationarity is very often not valid. When the signal is nonstationary, i.e. 
R.,(t, r) = E{x(t)x(t + r)}, the power spectrum becomes "smeared" and much of the important 
information contained in the signal is lost. For this reason, the notion of a time-frequency distri­
bution has arisen[!]. This type of distribution attempts to localise the energy, or energy density, in 
time and frequency. A class of time-frequency distributions defined below has proven very useful. 

Pz(t, f) = e32n,(u-t)g(v, r)z(u + -)z*(u - -)e-32,rfr dvdudr Joo J°" J°" . T T • 

-oo -oo -oo 2 2 
(2) 
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where z(u) is the analytic signal derived from x(n), and the function g(v, r) determines the par­
ticular time-frequency distribution. A more general class of time-frequency distributions which is 
optimal for any time-frequency distribution has recently been proposed in (4) and [5). 

Two well known members of this class are the Wigner-Ville distrib'ution, where g( v, r) = l, and 
the spectrogram, where g(v,r) is given by g(v,r) = nu:,(r)sin,r(~,,-!rl)v. The actual formulation 
of the Wigner-Ville distribution is; 

l oo T 

W(t, f) = -oo z(t + 2 )z* (t T )e-j2,rfr dr 
2 

with the spectrogram being; 

1
1HA/2 1

2 

S(t, f) = x(t)e-i 2,rfudu 
t-6./2 

(3) 

(4) 

The power spectrum and the time-frequency distribution present second moment properties of 
the signal. Signals with joint pdf other than multivariate Gaussian contain more information than 
can be analysed using second moment tools. 

2.3 Higher-Order Spectral Analysis 

Consider now, a series expansion of the pdf[9). The second characteristic function, or cumulant 
generating function, of a random variable, X, with probability density function, p(x), is defined 
as· 

' 'iI!(f) = ln E { e-i 2,rfx} 

It can be expanded in a power series for e-i 2,rfx, giving; 

where Cr are a set of descriptive constants for the distribution, called the cumulants. 

(5) 

For a sequence of real random variables, {x1 , x2 , ... , xn}, the joint rth order cumulants are 
defined to be; 

_ ( ·)r&rln~(f1,h, ... ,Jn)I 
ck,,k2, ... ,k,. - -J al' l" 

1 ... n h=h= ... =J,.=O 
(7) 

where r = k1 + k2 + ... +kn and ~(Ji, h, ... , fn) is the joint first characteristic function given by; 

(8) 

Recall that the power spectrum is the Fourier transform of the second moment sequence of the 
signal. Likewise, a class of spectra can be defined from the higher cumulant sequences. For zero 
mean random variables the moment and cumulant sequences are identical for orders one, two and 
three. For higher orders, however, they are not the same. Two useful higher-order spectra are the 
bispectrum and the trispectrum which are the Fourier transforms of c3(r1, r2) and c4(r1, r2, r3), the 
third and fourth order cumulant sequences, respectively. Higher-order spectra based on cumulant 
sequences have the desirable property that for a symmetric pdf, the bispectrum and higher-order 
spectra are identically zero. In addition, the cumulant of the sum of two random variables is 
the sum of the cumulants of each random variable. For zero mean signals we use the bispectral 
definition derived from the moment sequence; 

B(f1, h) = 1: 1: E{x(t)x(t + r1)x(t + r2)}e-i 2,r(J,r,+hr2 )dr1dr2 (9) 

Clearly, the bispectrum and other higher-order spectra present extra information to that con­
tained in the power spectrum, since they use additional terms from the series expansion of the pdf 
of the process. Naturally the series expansion of the pdf may itself be time-varying. In this case 
the definitions of higher-order spectra presented so far will smear the spectra and information will 
be lost. 
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2.4 Time-Varying Higher-Order Spectral Analysis 

There is currently no single unified approach to the analysis of time-varying higher-order spectra. 
Several extentions to time-varying second moment analysis methods have been proposed (7] (11] (5]. 
Thatcher and Amin extended the third moment stationary bispectru.m, introducing the "running 
bispectrum" (12] with what is a generalisation of the spectrogram. We now call this the time­
varying bispectrum. There are no reported applications of these methods to real data and no 
reports of how the distributions are best interpreted. 

The definition for the time-varying bispectrum is a generalisation of the definition of the spec­
trogram. 

l

t+A/2 lt+A/2 
B(t, fr, h) = x(t)x(t + u1)x(t + u2)e-j 21rfiui-i 21rhu 2 du1du2 

t-A/2 t-A/2 
(10) 

Gerr introduced the third-order Wigner distribution, which he called the Wigner bispectrum. 
He derived it from the Wigner distribution by retaining the lag centering property of the Wigner­
Ville distribution and requiring that if the signal is third order stationary then the expectation of 
the new definition is the same as the traditional bispectrum. His Wigner bispectrum, for a signal 
x(t), is; · 

f~00 f~00 x(t - iu1 - ½u2)x(t + ½u1 - ½u2) 
.x(t + ½u1 + iu2)e-i 21r(h+h)u,-j 21rhu 2 du1du2 

(11) 

Swami generalised the Wigner bispectrum by retaining the same conditions as Gerr but allowing 
a wider class of centered lags. 

Boashash and O'Shea derived a class of higher-order spectra by recognising that the bilinear 
product in the Wigner-Ville distribution is the first order central finite difference phase estimator. 
They selected higher order phase estimators and derived the appropriate distributions. Inter­
estingly, they select a subspace of the higher-order distribution and show it to be the optimal 
time-frequency distribution for signals with polynomial phase law. Their distribution is of the 
form; 

(12) 

where; 
q/2 

Kf. (t, r) = IT[z$(t + ckr)]h[z;(t + c_kr)]-b_k (13) 
k=l 

and <f>(v, r) is the 2D smoothing function,and the limits on the integral are from -oo to +oo. The 
conventional WVD may be recovered from the generalised one by setting q = 2, b_ 1 = -1, bo = 0, 
b1 = 1, c_ 1 = -1/2, c0 = 0, c1 = 1/2. They define time-varying higher-order spectra by taking 
the expected value of (12). 

3 Analysis of Underwater Acoustic Data 

The data analysed in this paper are digitised recordings of underwater acoustic emissions of whales. 
The sample plots in this section show a segment of the signal data analysed, the power spectrum 
of the signal, the spectrogram, the Wigner-Ville distribution, the bispectrum, the mean of the 
magnitude of the time-varying bispectrum normalised by the signal power in each frame, 1 slice of 
the time-varying bispectrum and 1 slice of Gerr's Wigner bisectrum. 

4 Interpretation 

It is difficult to determine much from the time domain plot, (see figure 1) other than that it 
looks like noise but varies in amplitude over time. The power spectrum (see figure 2) indicates 
a concentration of energy around the frequency range 1

1
0 f., ½ f.. It is not clear from the power 

spectrum whether there is any relationship between the frequency components visible. Indeed, the 
power spectrum plot shows little other than the frequency extent of the signal. For example, are 
all frequencies present all the time, or do they begin and end at different times, and if so, when? 
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The Wigner-Ville distribution (WVD) ( see figure 4) shows clearly a dominant spectral line 
starting at about ½t f and increasing from approximately /0 f. to approximately ¼f. where it 

remains before terminating at about tt f. Additional lower level signal energy is also visible, some 
of which will be artifacts introduced by the unsmoothed bilinear term in the definition of the 
WVD. Nevertheless, this distribution shows considerably more information than either the time 
signal plot or the power spectrum and clearly indicates the signal is non-stationary. 

The spectrogram ( see figure 3) is a smoothed version of the WVD. While it removes the artifacts 
visible in the WVD, it also smoothes useful signal information and blurs the beginning and end 
of the signal transients. It shows the dominant time-varying frequencies well. Once again, this 
distribution is a substantial improvement on the signal plot and the power spectrum. 

The bispectrum, as defined, assumes stationarity in the same manner as the power spectrum. 
Consequently the bispectral plot shown (see figure 5) is the average, or smeared, bispectrum over 
the complete signal. The critical features visible (all 12 regions of symmetry are shown) are the 
major peak at approximately ( 1

1
0 f., ½ f.), indicating phase coupling between these frequencies and 

the minor peak at approximately ( ½ f., ½ f.) which indicates the generation of harmonics. Most 
definitely the signal should be considered to be generated by some non-linear process, and this 
knowledge may help detection, analysis, classification and interpretation of signals of this type. 
Note that this information is not available from any of the previous plots. 

The normalised power time-varying bispectrum (see figure 6) shows the mean of the magnitude 
of the time-varying bispectrum, for successive frames, normalised by the power in the frame of 
signal for which the bispectrum has been calculated. This gives an indication as to the presence 
of non-Gaussian and non-linear behaviour throughout the duration of the signal. 

The single time slice of the time-varying bispectrum (see figure 7) indicates harmonic behaviour 
but does not indicate phase coupling which can only be detected when multiple realisations of the 
process are available. 

The single time-slice of Gerr's Wigner bispectrum (see figure 8) is difficult to interpret and no 
conclusion is drawn from it. 

5 Conclusion 

Conventional signal analysis procedures do not utilise all the information available in many practical 
signal analysis problems. It has been demonstrated that the use of higher-order spectral analysis 
improves time, frequency and time-frequency analysis methods and provides the analyst with 
important additional information. 
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Figure 4: Wigner-Ville distribution of the un­
derwater acoustic data. 
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Figure 5: Bispectrum of the underwater acoustic 
data. (Note, all 12 symmetry regions are shown) 
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Figure 6: Normalised power time-varying bis­
pectrum mean for the underwater acoustic data. 
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figure 7: 1 time slice of a time-varying bispec­
trum of the underwater acoustic data. (Note, all 
12 symmetry regions are shown) 
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Wigner distribution of the underwater acoustic 
data. 
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ABSTRACT 

Needless to say, the whole probability distribution is necessary to 

evaluate fluctuation characteristic of the environmental stationary 

random noise and vibration. In this paper, based on the positive use 

of z - transform, we propose a new trial of expressing the discrete 

level type probability distribution. Here, it is characterized by the 

agreement between the theoretically derived expression and the 

experimentally observed expression for the statistical moments with 

several type lower order and the positive use of z - transform 

technique. Then, by transforming this z-domain expression to s­

domain one,the Laplace transform of the probability density function 

can be obtained and its inversion can be numerically calculated by 

FILT, which is one of methods for the numerical inversion of Laplace 

transformation. The cumulative probability distribution is given as a 

step response of the linear system of which the transfer function is 

described by the Laplace transform of the probability density 

function. In addition, by the convolution theorem, the compound 

distribution of the sum of two independent random processes can be 

easily obtained. Finally, by applying the proposed method to the 

actually observed noise, the effectiveness of theoretically derived 

cumulative probability curve has been experimentally confirmed too. 
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1.0 INTRODUCTION 

The environmental random noise and vibration in our daily life shows 
very often a local stationarity with non-Gaussian type probability 
c~aracteristic. Needless to say, owing to this non-Gaussian property, 
the use of only mean and variance is not sufficient to evaluate the 
fluctuation of the noise and vibration, and it is necessary to find 
a whole probability distribution. Up to now, several methods to 
obtain the probability distribution were proposed. In this paper,by 
paying attention to the similarity between the cumulative 
distribution function(abr. cdf) and a step response of the linear 
system which can generally approximate a general type transfer 
function of the first order as suggested by Ziegler & Nichols, we 
propose a new method of artificially finding an equivalent sampled 
data control system model matched to various type of cdf curve 
appearing in the actual environmental noise and vibration. More. 
concretely,by employing some z-transform of the impulse response , 
the frequency distribution of discrete level is first determined 
reasonably based on the equivalence of the statistical moment 
information which is stable and commonly latent in the fluctuating 
data. The probability density function(abr. pdf) can be obtained by 
the relationship transforming the pulse transfer function to the 
transfer function which is derived by approximating the step 
response of the continuous linear sys tern with the broken line 
constructed of line segments connecting points plotted for the step 
response of the discrete linear system. The numerical inversion of 
the Laplace transform is performed easily by means of FILT(Hosono 
T.). The cdf is given as a step response of the system described by 
the Laplace transform of the above pdf. In addition, the compound 
distribution curve for a sum of two or more random variables can be 
easily calculated as a response of two or more serial linear systems 
by using the convolution theorem of the Laplace transform. 
Finally, the proposed method is applied to the actually observed 
traf fie noise and music (i.e., Karaoke) sound and then its 
effectiveness is experimentally confirmed. 

2.0 THEORETICAL CONSIDERATION 

In order to evaluate the environmental random noise and vibration 
fluctuating widely and sta tionarily with a non-Gaussian type 
probability distribution form, first let us consider the problem of 
determining its whole probability distribution form. Based on the 
similarity between the cdf curve and a step response of the linear 
system, we can find out the system simulating the step response to 
the pdf curve(Ziegler J.B. and Nichols N.B). Now, let us attempt to 
obtain an approximate discrete level system of the original 
continuous level system in a sampled-hold style. The random variable 
takes only discrete level values 0,1,2, ..... Let us distinguish the 
following two cases. One is the case where the decreasing slope of 
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frequency distribution curve as X tends to infinity is smaller than 

the one as X tends to negative infinity and the other is the reverse 

case. 

First, let us consider the former case. 

range of the random variable X into 

letting x 0 be the level value of 

' By dividing the overall level 

subintervals of width h and 

middle point of 0-th(i=O) 

subinterval. Let us define the random variable I and its discrete 

level type probability as follows: 

I= [Y], 
x-x0 Y=--' 

h 

Pi =Prob. {I=i} , i=O, 1, 2, ... 

i 
qi =Prob. {I~i} = I Pj 

j=O 

(1) 

(2) 

(3) 

where the notation [Y] means to get the integer closest Y. The 

present problem becomes to determine the probability p. by using the 
1. 

moment statistics of Y. In order to solve this problem, let us 

introduce the z-transformation P(z) of {pi} (i=0,1,2, ... ) expressed 

as follows(Takahashi Y.): 

=po+P1z-l+ +Pm-lz- (m-ll+pm z·m 
1-rz·l 

(4) 

Here, it must be noticed that the present z-transform is newly 

defined only for a level axis differing from the original definition 

of z-transform at a time axis. By the definition of z-transform and 

its expectation, the following relationship can be derived: 

P(l)=l, (-l)k(z( z(z P' (z))' ) ')' lz=l =\I k ) , (5) 

where ' and<> denote the differentiation with respect to z and the 

average operation respectively. By substituting Eq. (4) into Eq. (5) 

and by letting theoretically derived statistical moments be 

equivalent to the actually observed statistical moments of Y and 

taking a value of m adequately, the simultaneous equations with 

respect to p
0

,p1 , ... ,pm,r are obtained, especially by taking m=3,4 

and 5 and putting from k=l to k=m in Eq. (5), we have the 

following simultaneous equations 

(i) case with m=3: 

Po+ Pl+ P2 + ~ = 1 , 
1-r 

P3 + 2p3 = 

(i-r)2 1-r 1 
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P1 + 4P2 + 
2p3 

+ 
3p3 

+ 
4p3 

= <Y2> 

(1- r) 3 (1-r) 2 1-r 

5p3 6p3 7p3 8p3 <Y3> 
. 

P1 + 8p2 + + + + -- = 

(1-r)
4 (1-r) 3 (1-r) 2 1-r 

P1 + 16p2 + 
24p3 

+ 
12p3 

+ 
14p3 

+ 
15p3 

+ 
16p3 

= (y4) 

(1- r) 5 (1-r) 4 (1- r) 
3 (1- r) 

(ii) case with m=4: 

PO +Pl+ P2 + P3 + P4 

1-r 
P4 

Pl+ 2p2 + 3p3 + --=--
(1· r) 

2 

2p4 

= 1 

+ 3p4 - ( ) -- y I 

1-r 

+ 5p4 + 9p4 = (y2) 

(l-r)2 1-r 

2 1-r 

(1- r) 3 

6p4 
+ 

12p4 
+ 

19p4 
+ 

27p4 
(y3) I ---

4 
(1- r) (1- r) 3 (1- r) 

2 1-r 

24p4 

(1-r) 
5 

+ + 
5Op4 

(1-r) 
3 

+ 
65p4 

(1-r) 2 

8lp4 
+-- = (y4) I 

120p4 12Op4 
P1 + 32p2 + 243p3 + ------'- + 

1-r 
15Op4 

+ ---=- + 

(1-r) 6 (1-r) 5 
(1-r) 

4 

211p4 243p4 
+ ---=- + 

(1- r) 2 1-r 

(iii) case with m=5: 

Po + Pl + P2 + P3 + P4 + ~ = 1 ' 1-r 

Pl + 2p2 + 3p3 + 4p4 + P5 4p5 
=M + -- I 

(1-r) 2 1-r 

P1 + 4P2 + 9p3 + 16p4 + 
2p5 

+ 
7p5 

+ 
16p5 

(1- r) 3 (1- r) 2 1-r 

l8Op4 

(1- r) 3 

= (y5) 

= (y2) ' 

Pl+ 8p2 + 27p3 + 64p4 + 
6p5 

+ 
l8p5 

+ 
37p5 64p5 

+--

(1- r) 4 (1- r) 3 (1- r) 2 1-r 

P1 + 32P2 + 243p3 + 1O24p4 + 
12Op5 

+ 
24Op5 

+ 
39Op5 

(1-r) 6 (1- r) 5 (1-r) 4 

+ 
57Op5 

+ 
781p5 

+ 
1O24p5 

= (y5) 

(1-r) 3 (1-r) 
2 1-r 

P1 + 64p2 + 729p3 + 4O96p4 + 
72Op5 

+ 
1O8Op5 

+ 
156Op5 

7 
(1- r) 6 (1- r) 

5 
(1- r) 

21OOp5 
+ + 

27O2p5 
+ 

3367p5 
+ 

4O96p5 
= (y6) 

(1- r) 
4 (1- r) 

3 (1-r) 2 1-r 

For the latter case, Eqs. (1) and (2) should be replaced 

335 

= 

to 

6 ,l 

(7) 

(y3), (8) 



I= [Y) 'Y=xo-X 
h 

and 

Pi=l-Prob. {I=i} 

(9) 

(10) 

For the purpose of obtaining the probability distribution of the 

original random variable, the z-transform P(z) of the discrete level 
type distribution obtained by employing the above procedure should be 

changed to the Laplace transform P(s) of the continuous level type 
probability which is considered as an approximation of the original 
probability distribution. The following well known property (Sigemasa 

T.) in the control system theory is adopted to convert the discrete 
level system to the continuous level system. Now, let us assume that 
the pulse transfer function of the discrete level system is­

described as follows: 

Gp (z) (11) 

By approximating the step response of the original continuous level 

system with broken lines consisting of line segments derived by the 
points plotted for the step response values of the corresponding 
discrete level system, the transfer function of the original 

continuous system is given as 

(12) 

where Tis the sampling time. By expanding both the denominator and 

the numerator of Eq. (12) into power series with respect to sand 
rewriting it in the form of the numerator 1, we obtain 

G(s)= 1 (13) 

Go + G1 s + G2 s2 + 

where 
00 00 

Ao=1+ L ai I Bo= L bi I 

i=l i=O 
00 

't k I- .k (14) ]_ ai I 

k! 
i=l 

00 

~ I- ik bi 
k! 

i=l 
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k-1 

Ho= Ao; Bo , Hk = (Ak L HiBk-i)!Bo 

i=O 
k+l 

L 'tj-1 Gk+l-j 

j=2 j ! 

(15) 

Therefore, the objective Laplace transform P(s) can be obtained by 

substituting P(z) into Gp(z) and setting ,=1. The cumulative 

probability function curve is given as a unit step response of the 

system described by the transfer function P(s) and is calculated by 

means of FILT(Fast Inversion of Laplace Transform), which is one of 

useful methods to perform the inverse Laplace transformation 

numerically(Hosono T.). 

3.0 EXPERIMENTAL CONSIDERATION 

The proposed method is applied to the actually measured traffic noise 

and the music(i.e.,Karaoke) sound. First, we consider measurements of 

500 points sampled at every 0.5 second intervals of the traffic noise 

measured in Hiroshima City. Because there are more rapid 1 y 

decreasing observation data downward to the lower range than upward 

to the upper range, Eqs. (1) and (2) are employed. By taking 

x0=43(dB) ,h=3(dB), we have the following statistical moments: 

<Y>= 3.52966,<Y2 >= 13.80654,<Y3>= 58.56751,<Y4 >= 265.50292, 

<Y5>= 1273.24850,<Y6>= 6413.168903. 

Based on substituting these moments into Eq. (8) and solving it, we 

find an available solution such as 

p 0=-0.00414178,p1=0.0498108,p2=0.100316,p3=0.414088, 

p4=0.203078,p5=0.202336,r=0.145719. 

By converting P (z) by using Eqs. (13), (14), (15) and (16) we have the 

following Laplace transform of the estimated pdf 

P(s)= 1 

0.999996+3.029663 s+3.873767 s2 +2.5197618 s 3 +0.66155736 s 4 . 
The theoretical cdf is given as a unit step response of the system 

described by this Laplace transform and is easily calculated by means 

of FILT. Figure 1 shows the results. Here, the theoretically 
derived cdf is expressed by a solid line and experimentally sampled 

values of the frequency distribution are expressed by dotted points. 

We can see the good agreement between the theoretical curve and 

experimental values. 

Next, we examine the music sound (i.e.,Karaoke noise), which is five 

hundred data of Karaoke music sampled at every 0.5 second intervals 

Since this distribution has more gentle slope downward to the lower 

range of level than upward to the upper range, Eqs. (9) and (10) 

,should be used, instead of Eqs. (1) and (2). By taking x0=78(dB) and 

h=2(dB), the statistical moments with then-th order (n=l,2, ... ,6) 

can be concretely calculated as follows: 

<Y>= 3.2897 ,<Y2>= 12.598325 ,<Y3>= 55.30345 ,<Y4>= 278.97154, 
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<Y5>= 1637.78455 ,<Y6 >= 11306.91231. 

By substituting these mcments into Eq. ;8 1 

following solution can be reasonably chosen as: 

and solving it,the 

Po=0.0002098,p1=0.047395,p2=0.288364,p 3=0.1909C6, 

p 4=0.359535,p5=0.064399,r=0.433062. 

By utilizing Eqs. (13) , (14), (15) and (16), we have 

P(s)= 
0.999999+2.789699 s+2.9614477 s2+1.3867435 s3 

Thus, we have obtained the result shown in Fig.2. 
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Fig.1 A comparison between the theoretically calculated cdf curve and 

experimentally sampled va_lues for the traffic noise. 
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X(dB) 
Fig.2 A comparison between the theoretically calculated cdf curve and 

experimentally sampled values for the music sound (i.e., Karaoke 

noise) . · 
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The theoretically calculated curve agrees well with experimentally 

sampled values. In addition, we ha·..re attempted to use Eqs. (1) and 

(2). Then, the overshooting style has been occurred especially in the 

upper level range. 

We have concluded from the experimental results that it is necessary 

to choose a suitable width of subinterval 

availabl.e solution of Eqs. (6), (7) and (8). 

4.0 CONCLUSION 

in order to get an 

For the purpose of estimating the whole probability distribution for 

the evaluation of the environmental random .noise and vibration 

fluctuating widely and irregularly, a new method has been proposed 

that the z·transform of the discrete level type probability 

distribution described by some rational type pulse transfer function 

expression is determined by letting its statistical moments be 

equivalent to the statistical moments of the actually observed 

original data. Furthermore, the z · transform of the discrete level 

type prcbability distribution is converted into the form of an 

equivalent Laplace transform, which is an approximation of the 

objective pdf, and the corresponding cdf is calculated easily as the 

step response by using FILT. The ·proposed method has the advantage 

of obtaining the probability expression convenient to calculate the 

compound probability distribution for a sum of two independent random 

variables. The proposed method has been applied to the actual traffic 

noise and music sound and it is proved that only employing lower 

order sta tis ti cal moments until 5 · th or 6 · th order is sufficient tc• 

estimate a whole probability distribution curve. 
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ABSTRACT 
In this paper, the proble11 of evaluating the non-stationary acoustic syste11s 

under rando11 background noise of arbitrary distribution type is considered fro111 
the statistical vie-,,point. The transient Flave for11s of stochastic systel/ls are 
strongly depend on the initial state as 11ell as the rando111 input and the 
background noise of arbitrary distribution type. For re1J10ving the effects of 
background noise and the errors generated by assu6ling artificially the initial 
values of transient stochastic syste11s, the orthogonal projection theore11 is 
introduced as the funda111ental rule in the esthlation. Thus, by generalizing 
the theore11 into a ne11for1111111tched to the actual co111Plexity of various 
transient 11ave fons, a dyna6lical aethod of identifying the unknown parameters 
of the acoustic syste11s together with esthlating the present and the initial 
states has been proposed in the orthogonally expanded series for• whose 
expansion coefficients reflect various 11Utual correlations aJ10ng the present, 
initial states and the observation hierarchically. Finally, the validity of 
the theoretical aethod has experiaentally confiraed by applying it to the 
actual problellflS of identifying the reverberation characteristics of a room 
under randoa background noise. 
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1. 0 IIVTRODUCTI0/11 

In general, for designing effectively 
the. sound systems such as the sound 
insulation walls and others, it it 
fundamentally important to evaluate 
the acoustic characteristics of the 
system in the actual measurement 
situations. Nevertheless, when 
measuring the environmental acoustic 
data, the observations show usually 
.the arbitrarily fluctuating distri­
bution forms apart from the Gaussian 
probability functions due to the 
diversified statistical causes, the 
existence of random background noise 
and the complexity of the physical 
mechanisms. Then, the statistical 
methodologies should be inevitably 
introduced for obtaining the correct 
parameters of the environmental 
acoustic system. One of such 
.methodologies is the method by Kalaan 
[ Kalman, R.E., & Bucy, R.S.J in the 
field of linear filtering and predic­
tion theory. 

But the actual phenomena do not 
satisfy the idealized situations 
which were introduced to derive the 
methodologies. For overcolling the 
restrictions in the Kalnan's 11ethod, 
various methodologies of generalizing 
it had been proposed up to now [ Ohta, 
M. et al. 1976, 1984 ]. The non­
linear filters proposed by us [ Ohta, 
M. et al. 1984 Jin the orthogonally 
expanded expression was shown to give 
the reasonable estimates for the non­
Gaussian acoustic systens by utiliz­
ing not only the linear but also the 
nonlinear correlation infomations of 
phenomena hierarchically. 

But the transient acoustic phenomena 
such as the reverberation process of 
a room strongly depend on the initial 
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state of the system as well as the 
random fluctuations of input and the 
background noise. The value of 
initial state is not konwn a priori. 
It is also difficult to detect the 
initial state owing to the existence 
of random background noise of arbit­
rary distribution type. By assuming 
the initial state, the recursive 
estimation algorithms had been deriv­
ed up to now. Then, even if the 
estimates of unknown states for the 
acoustic systems could be recursively 
decided at each time stages in the 
systematical forms, the value of 
their initial conditions should 
always be given artificially. Thus, 
the estimated values inevitably 
contains a kind ·of errors due to the 
artificially decided boundary 
conditions of the filters. For 
improving the accuracy of the 
estimates more, we should establish 
so11e methodology of determining the 
true initial state together with 
estimating the unknown state and the 
parameters of the systems. 

In this paper, from such viewpoint, a 
new tirial of identifying the unknown 
acoustic parameters together with 
estimating the transient wave forms 
and the initial states of the non­
stationary acoustic system is pro-· 
posed by introducing the well-known 
orthogonal projection theorem. 

Hore concretely, for improving the 
accuracy of the estinates, the 
augumented general stochastic 1110del 
is introduced by adopting the initial 
conditions and the para111eters as the 
new state variables. Then, in order 
to evaluate the effects of noise on 
the estimates of augumented state 
variable, we firstly pay our atten­
tion to the orthogonal projection 
theoren as the fundamental rule in 
the estimation. By generalizing the 
orthogonal projection theorem into a 



new form matched to the hierarchical 
evaluation of actual complexity of 
various wave forms and introducing 
the orthogonally expanded expression 
of the conditional probability func­
tion, a unified estimation algorithm 
has been established in the series 
expansion form. Each expansion 
coefficient in the algorithm reflects 
successively various statistical 
informations among the parameters, 
the present, past states and the 
observation. 

In a special case when considering 
the Gaussian linear systems, the pro­
posed algorithm for estimating the 
mean and variance of the unknown 
state coincides with the well-known 
algorithm of Kalman's filtering theory. 

Finally, the effectiveness of the 
proposed theory has been experimen­
tally confirmed by applying it to the 
reverberation time measurement under 
random background noise. By utiliz­
ing the linear and nonlinear correla­
tions in the algorithm, the proposed 
method is experimentally proved to 
give more superior estimates than the 
conventional methods. 

2. 0 THEORETICAL CONSIOERA I IONS 

2.1 Formulation of the Stochastic 
Acoustic Systems The signals of the 
environmental acoustic systems are 
originally generated as the fluctua­
tions of the air and measured on an 
energy scale, which show the typical 
non-Gaussian statistical properties. 
Then, based on the additive property 
of energy quantities and their phy­
sical mechanisms, the acoustic signal 
xk and its noisy observation Yk could 
be formulated with use of the follow­
ing general system and observation 
equations 
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Xk+1 = F k (xk 'Uk; e ) ' 

Yk=Gk(xk,vk), 

(1) 

(2) 

where uk denotes the transient input, 
whose non-stationary statistics can 
be give a priori. e is the 
parameter vector characterizing the 
system function Fk(·). Fk(·) and Gk 
(•)area priori known analytic func­
tions. When considering the decibel 
data, an observation mechanism of 
logarithmic type should be expressed 
in Eq.(2). The background noise vk 
on an energy scale is usually gene­
rated from the other sources and 
shows the statistical independency 
with the objective signal xk• 

For the transient phenomena, xk is 
strongly depend on its initial value 
Xo. The initial state Xo is usually 
decided artificially from the outside 
of the system and not known in the 
actual measurement situation. Then, 
when identifying the unknown systems, 
the errors due to the artificially 
chosen boundary condition of filters 
should be removed as well as minimiz­
ing the effects of background noise. 

For identifying the time-invariant 
parameter 0 accurately, it is neces­
sary to estimate the time-varying 
transient wave form xk and its 
initial state Xo simultaneously. 
Then, the system equations on fJ and 
Xo should be foumulated: 

x1k+1 =X1k(=Xo), 

Xzk+1 =Xzk(= 0), 

(3) 

(4) 

Xak+i (=xk+1) =Fk(Xa k,uk;X1k,Xzk), 

Yk =Gk (Xa k, vk), (6) (S) 

where xk(=[X1k,Xzk,XakJT) is the 
augumented state variable at a time 



stage k. By introducing the 
stochastic model with the augumented 
state variable, the errors due to the 
artificially chosen initial state 
could be minimized together with 
removing the effects of the back­
ground noise on the estimates. 

2.2 The Nonlinear Siganl Processing 
Method Based on the Orthogonal Pro­
jection Theorem In the actual situ­
ation of measuring the transient 
fluctuations of environmental acous­
tic signals, the objective signals 
show the non-stationary and non­
Gaussian properties owing to the 
diversified statistical causes of 
fluctuations. Also, their observa­
tions can be given under the strong 
contamination by undesirable random 
background noise. 

From the information theoretical 
viewpoint in evaluating the non­
Gaussian phenomana, the linear and 
nonlinear correlation between the 
unknown state and the noisy obser­
vations should be detected and 
utilized as much as possible for 
obtaining the reasonable estimate. 
Here, for evaluating the individual 
effects of the noise and the artifi­
cial boundary conditions for filters, 
we will paying our attention to the 
least squares type error criterion 
function J conditioned by the past 
and present observation sequence Yk(= 
{Y1,Yz,•••,y1<}): 

(7) 

As is well-known, the optimal esti­
mate X1< which minimizes the condi­
tioned error criterion Jin Eq.(7) 
can be given as the conditioned mean 
value: X1<=<x1<IY1<>, without 
depending the probability distribu­
tion forms of random process. That 
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is, the optimal estimate can be given 
as the projected value of XI< onto the 
observation space so as to minimize 
the estimation error J. 

Then, by rewriting the expectation 
operation <·IY1<>, the necessary and 
sufficient condition for the optimal 
estimate X1< could be proved that X1< 
should satisfy the following 
orthogonal projection theorem 

< (xk-x.JYl<I Y1<-1>=(x1<-X1<,Y1<)=0. 
(8) 

Under the assumption of Gaussian and 
linear properties for the phenomena, 
X1< can be calculated with the linear 
function of the innovation process 'II 1< 
(=y1<-<Y1<IY1<-1>). Nevertheless, 
the innovation process can not always 
exist explicitely for arbitrary non­
Gaussian processes. 

When considering the non-Gaussian 
signal, we should sometimes evaluate 
not only the mean and the variance 
but also the higher order statistics 
of X1<• Based on the Weierstrass's 
interpolation theorem, the arbitrary 
statistics can be expressed by the 
expected value of a polynomial func­
tion. Then, firstly by approximat­
ing the arbitrary statistics on xi< 
with use of a polynominal function 
f(x1<) of order N, we would estimate 
Hx.J (=<f(x1<) IY1<>) by evaluating 
newly the statistical independency of 
the estimation error f(x1<)-1(x1<) in 
the same way as Eq.(8). 

Next, for grasping the statistical 
independency of estimation error for 
the non-Gaussian processes, we will 
focus on the fact that the optimal 
estimate can be given by evaluating 
the orthogonality in Eq.(8) with use 
of the linear correlation between the 
estimation error xk-xk and the 
observation Y1<• The estimation 



problem under consideration is how to 
separate the observation space {yk} 
into the two sub-spaces independent 
and dependent with the estimation 
er~or f (x k)-£ (x k) . 

Then, the following new expression of 
the orthogonal projection theorem can 
be finally obtained by generalizing Eq. 
(8) : 

(f (xk)-Hxk), e k) =O, 
for arbitrary observation e kE {yk} 

(9) 

where f(xk) denotes the optimal 
estimate of f(xk), and e k means the 
arbitrary element in the observation 
space {yk} composed with the possible 
observation Yk• The optimal esti­
mate f(xk) can be determined with 
use of the correlations between the 
estimation error and the arbitrary 
element in observation space so that 
the error is orthogonal to the obser­
vation space. 

The arbitrary statistics of possible 
observation Yk can be uniformly 
evaluated a priori with use of the 
conditional probability function P(ykl 
yk_1). So the evaluation of the 
correlations with e k in Eq. (9) could 
be reduced to the correlations with 
the arbitrary function g(yk) in the 
observation space characterized by 
P(ykjyk_1). For expressing the 
correlations in Eq.(9) between the 
estimation error and the arbitrary 
function g(yk) in the unified forn, 
it is a good plan to expand P(yklYk-1) 
hierarchically by introducing the 
fundaaental probabiblity function 
Po (ykjYk-1) and its associated ortho­
gonal polynomials { 4' m ( •)} • From 
the viewpoint of rapid convergence 
and steadiness, the fundamental 
probablility function Po(YklYk-1) 
should be selected to describe the 
dominant probability portion of Yk or 
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as a fundamental probability function 
in the analysis: 

where the differences of the phenome­
na from the fundamental probability 
function are reflected hierarchically 
in each expansion coefficient a 111. 

Under the assumption of completeness 
of Eq.(10), the observation space can 
be spanned by the orthogonal function 
{ ¢ m (yk)}. Then, the arbitrary 
polymonial function g(yk) in the 
observation space can be expressed as 
follows : 

where the coefficient {J III is an 
arbitrary parameter with arbitrary 
order M intorduced for expressing the 
arbitrary element in the observation 
space. 

Then, by substituting Eq.(12) into Eq. 
(9) and cosidering the arbitrariness 
of {J 11 , the generalized orthogonal . 
projection theorem can be expressed 
as follows: 

(f (xk)-Hxk), 4' 111 (yk)) =O. 
for ■=0,1,2,•••. (13) 

That is, by introducing the orthogo­
nal series expression for the condi­
tional probability function, the 
statistical independency of esti■a­
tion error with arbitrary observation 
could be evaluated hierarchically by 
using the conditional correlations 
with the orthogonal polynomianls of 
arbitrary order. 



Also, by considering the fact that 
the estimate f(xk) is an element in 
the observation space {yk}, the 
estimate f(xk) under considerarion 
can be expressed with use of these 
orthogonal functions 

(14) 

where the coefficient " 111 should be 
deternined so that f(xk) satisfy the 
concrete expression of the generaliz­
ed orthogonal projection theorem in Eq. 
(13). By substituting Eq.(14) into 
Eq.(13), the coefficient /Cm can be 
deternined by solving the simul­
taneous linear equations of Eq.(13). 

When applying Eq.(13) to the actual 
data, we should consider the reliabi­
lity of experimental observations. 
Then, the following practical algori­
thm of deciding the coefficients "• 
could be derived by omitting the 
higher order statistical terms over 
certain N-th order: 

where [aiJ] and [bi] are a N XN di­
mensional matrix whose (i,j) element 
is aij and a N-dimensional vector 
with the i-th element b1(l~i,j~N) : 

ai j = ( <j, i-1 (yk), <j, j-1 (yk)) 

=
11

~
0

am 11-1,j-1,., (16) 

b; = (f (xk) , r/J i -1 (yk)) 

=<f(xk) r/J i-1 (y) I Yk-1> 

= <f (xk) r/J 1 -1 (~ (x10 vk)) I Yk-1 >, 
(17) 

where IiJm= f 'P i (yk) • ¢ j (yk) • ¢ m (yk) 
•Po (yklY1<-1)Y1<• Finally, the esti­
mation algorithm ( Eq.(14) ) could be 

decided at each time stage k. 
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Then, by combining Eqs.(14) and (15) 
with the prediction algorithm for.ar­
bitrary polynomial fucntion f(xk+1) : 

<f (xk+i) I Yk>=<f (Fk(xk,uk)) I Y1<>, 
(18) 

the recursive algorithm of identify­
ing the acoustic system together with 
estimating the present and initial 
states of non-Gaussian type can be 

finally realized. 

In a simplified special case when the 
process has the linearity with Gaus­
sian variables and known initial state, 
the proposed algorithms for estimat­
ing the aean and variance could be 

shown to coincide with the well-known 
algorithms by Kalman. 

2.3 Derivation of the Practical 
Algoritha for the Non-Gaussian 
Acoustic systems By adopting the 
conditional probability function P(Ykl 
Yk-1) as the artificial probability 
function Po(Y1<IYk-1) in Eq.(13), the 
concrete expression of proposed 
estiEtion algorithm in Eqs.(13) and 
(14) can be realized as follows 

Hx k)=<f (x ,,JI Y1<-1 >+ ~ 
1 

"111 ¢ 11 (yk), 
JI- (19) 

where "11 = <f (xk) 4' 111-1 (~ (x 10 vk)) I 
Yk-1>= ff (xk) tfJ m-1 (Gk(xk,vk) )P(x1<I 
Y1<-1)P(v1<)dx~v1<. Here, the 
conditional probability function P(Y1<l 
Y1<-1 ) and its associated orthogonal 
polynomial 'P 111 (y1<) can be calculated 
by introducing the statistical 
Hermite series probability expression 
and the Schmit's orthogonalization 
technique as follows : 

P(yklY1<-1) =N(yk;y=• 1<, 01<) n~O Y n 

0 Hn((y1<-Y1111<)/01< 112
), (20) 



=<Fk(Xak,uk;X2k) I YK-1>, (21) 

Q k=< (yk-y*k) 2 I Yk-1> 
=<(Fk(Xak,uk;Xzk)-y*k) 2 IYK-1>, 

(22) 
Y n =<Hn ( (yK-y* K)/ Q K1111

) I YK-1>fn! 
= <Hn ( (FK (X3 K, uk; X2 K)-y* K) / Q K 1111

) 

IYK-1>ln!, (23) 

¢ m(YK)= ~o A, 111nHn ( (yk-y* k)/Qk"11
)' 

n- (24) 

where ;t. mn (n=O, 1, • • • , m) denotes the 
Schmit's orthogonalization coefficient. 
Then, by using the predicted mutual 
correlation statistics <X1kiX2kJXakrl 
Yk-1> on the multi-dimensional state 
variable xK and the a priori known 
statistics on vk, the estimation 
algorithm can be realized. ( Other 
concrete expressions are oll!llltted. 
owing to the page-lill!llltation ). 

3. 0 Experill8lltal Considerations 

For confirll!lllng the validity and the 
effectiveness of the proposed 
coaputer aided algorith■, the ·actual 
problem of ■easuring the reverbera­
tion process and the reverberatin 
time under the contall!lllnation of 
random background noise is considered. 

Based on the discrete expression of 
Sabine's reverberation equation and 
the additivity of energy quantities, 
the following systea and observation 
equations can be fonwlated for the 
initial state Xo of averaged energy 
in a roo■ and the reverberation 
paraaeter F: 

(25) 

(27) 

where YK denotes the discrete noisy 
observation at a tine k and T 
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denotes the unknown reverberation 
time (L!i.:sampl~ng interval). 

Figure 1 shows the schematic drawing 
of experimental arrangement. The 
white noise is used as the background 
noise in measuring the reverberation 
time T ( 250 Hz, L!i.=0.1 s ) • 

In Figs. 2 and 3, the estimated 
results by proposed algorithm are 
shown in several cases of adopting 
various values of initial estimates 
of Xo and F. As the results by 
Kalman filter give the biased esties, 
the proposed mehtod gives the reason­
able estimates of Xo and T. Then, 
the validity of our method could be 
partly confirmed. 

lloiae 
Gnentor 2 

Fig.l Schematic drawing of experi­
mental arrangement. 

4.0 Conclusions 

This paper describes a new atteapt at 
dynwcal estiaation for transient 
acoustic systems under rando■ back­
ground noise. 

By generalizing the orthogonal pro­
jection theore■, a recursive state 
estimation algorithlll for the non-



Gaussian process was proposed with 
the algorithm of estimating the 
initial state of the system. Finally, 
the validity of the method is expe­
rimentally confirmed. 

But the research is at an early stage 
of study. So there remain many 
future problems such as: how to 
truncate the higher order terns in 
the algorithm by considering the 
reliability of observed data in the 
actual measurement si,tuation, or how 
to derive the more simplified algo­
rithm based on the proposed method. 
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b) Estiaated results of T. 

Fig.2 Estiaated results of initial 
state Xo of reverberation 
process and reverberation tillll8 
T of a roos. The theoretical 
estimates are lined as (- :Xo 
=79 dB, Fo=0.6, -•-•-:Xo=81 
dB, F0 =0.9) by proposed aethod 
under background noise ( 250 
Hz). The tolerance ranges of 
T are lined as ( - • • - • • - ) • 
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A comparison between theore­
tically estimated reverbera­
tion curves and experimentally 
observed points. The observ­
ed data contaminated by rando■ 
background noise are marked as 
(0)( 250 Hz) and true values 
of reverberation process xk 
are marked as (e). Theoreti­
cal curves are lined as (-) 
by our aethod and as(----) by 
Kalman's method (Fo=0.6). 
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ABSTRACT 

Due to advantage of Shock Response Spectrum (SRS) analysis, such as able to 

describe quantitatively and able to reproduce shock environment in laboratory, 

this method is widely used. However, the study is mainly concentrated on single­

stage isolation system. In this paper SRS analysis to multistage isolation system 

is developed and some formulae are derived. Take a two-stage isolation system as 

an example, SRS diagrams a.re given out. The technology of simulation is used 

to verify SRS analysis. The results show that SRS analysis is in compliance with 

simulation calculation, and it can be used to guide shock isolation of multistage 

isolation system. 

1. INTRODUCTION 

SRS analysis has been widely used in shock isolation problems. So far the 

application of SRS analysis has been limited to single-stage isolation system. 

To a single-stage isolation system, in which SRS only depends on shock pulse 

shape that is a function of frequency. A multistage shock isolation is much more 

complex than a single-stage one. S~ of multistage isolation system depends not 

only on shock pulse shape but also has relation with the construction parameters 

of isolation system. A certain shock pulse doesn't result in certain SRS. However, 

to a fixed multistage isolation system in which stiffness and mass are defined, SRS 

can be obtained. 

2. THEORETICAL MODEL 

Mechanical model of multistage isolation system is shown in figure 1. The 

system is subjected to base shock pulse. Assumptions a.re as followings: (1) Only 

vertical pulse excitation is considered. (2) All mass are rigid bodies. (3) Damping 

is neglected. ( 4) All springs are linear. 

The motion equation of the system can be written as 

MX+KX=-M.Z (1) 
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where 

M, K - Mass and stiffness matrix of system respectively. 

X, X - displacement and acceleration of mass relative to base respectively. 

Z - acceleration of base shock. 

3. SHOCK RESPONSE SPECTRUM ANALYSIS 

3.1. SRS of single-stage isolation system 

A single-stage mass spring system is shown in figure 2. Absolute acceleration 

SRS is expressed as follows 

where 

A(r/T) = ma:r(i~t)) 
zo 

r - shock pulse time. 

T - natural period. 

y - absolute acceleration of mass. 

io - maximum acceleration of base shock. 

Relative displacement SRS is given as 

where zo - maximum displacement of base shock pulse. 

(2) 

(3) 

SRS is divided into initial SRS and residue SRS. Initial SRS is defined when 

maximum response appears within shock pulse time, and residue SRS is 

when maximum response appears after shock pulse. 

3.2. SRS analysis of multistage isolation system 

If t is the modal matrix for non-damped system, i.e., tTMt = diag(tn;), 

tTKt = diag(le;), G = -fTM and X::;: lq, the motion equation of multistage 

isolation system can be decoupled and has the following form 

diag(mi)q; + diag(k,-)q,- = i; (4) 

where i; = EJ=1 G;;Z. 
As a result, the original coupled equations excited by Z have been transformed 

to uncoupled equations excited by z.-. The transient response solution is obtained 

in dosed form in terms of z,-. Then the resulting values of q,-, q,- and q,- are trans­

ferred back to the original coordinates. Therefore, SRS of multistage isolation 

system can be obtained by means of SRS of single-stage isolation system. 

3.2.1 Relative displacement SRS of multistage isolation system 
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Relative displacement SRS of ith mass is 

x· 
~=max(_!.) 

Zo 
(5) 

in which x; = 'Ej=1(4,,'jq;), Assume that all q;(i = 1,2, ... ,n) have same phase, 

thus 

Desired SRS is obtained 

3.2.2 Absolute acceleration SRS of multistage isolation system 

Absolute acceleration SRS of ith mass is 

where 

i· A;= max(-d-) 
Zo 

.. ~" .,J,. .. ~" .,J,. .. .. Yi= L....j=l 'l'ijPi - L....j=l 'l'ijZj + z. 
p; - absolute acceleration response of ith mass of uncoupled system. 

Therefore 

(A-1) " " 
A,-= M. I:[4>ij L G;j] + 1 

1 j=l j=l 

(6) 

(7) 

(8) 

(9) 

Equation (7) and (9) give out the predicted relative displacement and absolute 

acceleration SRS respectively. 

4. EXAMPLE AND ANALYSIS 

Take a two-stage isolation system as an example, see figure 3, in which: kl= 

56000kg/cm, k2 = 53100kg/cm, ml = 29.5kg/cm and m2 = 31.0kg/cm. Half­

sine pulse is adapted as shock pulse excitation. 

Figure 4-6 display relative displacement, initial acceleration and residue ac­

celeration SRS respectively. 

The displacement between tw~ masses ( x1 - x2) and displacement between 

the lower mass and the base are considered in engineering. Figure 4 shows that 

(x1 - x2) is much smaller than x2 • Therefore, x 2 is the major factor to cause 

system damage, which should be controlled seriously. 

Figure 5 shows that the acceleration of the upper mass is smaller than that 

of the lower mass within isolation region ( r /T < < 1) whereas the acceleration 

of upper mass is lager than that of lower mass within amplification region. In 

engineering, shock pulse time is very short that usually in several milliseconds, 
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and the natural period of isolation system (T) is always rather long, and r /T is 

small enough so that the shock response is in isolation re,gion. When the system 

is subjected to shock pulse, shock effect on the upper mass is smaller than that 

on the lower mass and also is smaller than that of a single-stage isolation system. 

Generally, the upper mass is a machine or an equipment, therefore an effective 

shock isolation is obtained by means of two-stage isolation system. 

Figure 6 gives out the residue acceleration SRS that also shows the same results 

with the initial acceleration SRS within .isolation region, but the acceleration of 

the upper mass is larger than that of lower mass when T /Tis at a medium region. 

The simulation initial acceleration SRS is shown in figure 7 that is in compli­

ance with theoretical 'SRS in trend and magnitude satisfactorily. 

5. CONCLUSIONS 

From above imrestigation some conclusions can be drawn 

1. SRS analysis is a useful and comrenient method to analyze shock response 

of multistage isolation system. For a given shock excitation, the resulting relative 

displacement and absolute acceleration of every stage can be obtained from the 

shock spectrum diagram. 

2. Simulation calculation shows that the above multistage SRS analysis is 

available. 
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z(t) k x(t) = y(t)..:.. z(t) 

l ~~ 1 
Figure 1: Multistage isolation system Figure 2: Single stage isolation system 
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ABSTRACT This paper describes the basic trial of detecting the malfunction 
of hydraulic turbine and journal bearing of the hydropower station at the early 
stage in the beginning of the operation by the use of fundamental information of 
noise and vibration as the basic state information on the turbine. The background 
of this study is based on the actual situation of hydropower station. In general, 
though the trouble of hydraulic turbine scarcely occurs, once some trouble arise, 
there is the danger to develop rapidly into the grave failure such as the damage of 
journal bearing. Further, it is pointed out that the malfunction of hydraulic turbine 
rather occurs at the stage of transitional rotation after the operation start than at 
the steady state. In spite of this indication, because of the difficulty of monitoring 
the turbine which is installed in the violent water stream, and also because of the dif­
ficulty of analyzing the non-stationary characteristics of noise and vibration, almost 
no practical method detecting the malfunction of the turbine during the transitional 
stage is actually used. 
In this paper, first, the non-stationary characteristics of noise and bearing vibration 
are considered in relation to the speed rise of hydraulic turbine after the rotation 
start. Next, the continuous FFT analyses on noise and vibration are discussed. 
From these results, the non-stationary characteristics of noise and vibration at nor­
mal state after starting the operation are estimated to be stable, even though the 
transitional phenomena are extremely non-stationary, and their characteristics are 
clearly shown in closed relation to the transitional rise of turbine rotation introduc­
ing a simple model of turbine generator. Finally, a practical method monitoring the 
turbine state and a clue to detect the malfunction of the turbine at the transitional 
stage in the beginning of operation start are proposed. 
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1.0 INTRODUCTION 

In general, the failures owing to the hydraulic turbine ar~ not so frequent at the 
hydropower station. However, when a grave machinery failure such as the damage 
of journal bearing arises, it is sometimes originated from the troubles of hydraulic 
turbine. In addition, some of the small hydropower stations are operated by the 
remote control as the unmanned station for economization. Needless to say, the 
remote control operation system must properly based on the telemetering and mon­
itoring systems which provides the method of malfunction detection. Therefore, the 
monitor and the detection of malfunction of the turbine is one of the most important 
problem to operate the turbine generator safely. Nevertheless, as is well-known, the 
direct state sensing of turbine, which is installed in a runner housing with the violent 
water stream whilP. operation, is quite difficult. Consequently, it is the real situation 
that a periodical inspection or a routine checkup of the turbine by skilled workers 
is indispensable especially in the remote controlled station to avoid unexpected ac­
cident. From these facts, the method how to monitor the turbine and the journal 
bearing effectively is still not established and left to study as one of the important 
problems. 

Concerning the detection of mechanical malfunction of turbine generator for the 
steady state, the following methods are well-known; ( a) detection of the abnormal 
temperature rise of bearing metal and lubricating oil, (b) detection of the abnormal 
level of acoustic noise and vibration and/o_r their FFT spectrums, (c) evaluation of 
the statistical information on journal displacement and/ or the prediction error using 
the AR model ( Ogino T. et al.) and ( d) the AE techniques (Sato I. et al.). On the 
other hand, it is pointed out that the accident of turbine generator occurs rather at 
the stage of transitional rotation after the operation start than at the steady state 
of rated operation (Hosoya Y. et al.). However, almost no methods is practically 
used for the non-stationary stage of turbine from the operation start to the rated 
speed, excepting few methods monitoring the temperature rise. In this respect, it is 
strongly required to study the effective method detecting the malfunction of turbine 
or journal bearing at an early stage of transitional rotation after the operation start. 

Under the background above, this paper describe a basic study about the non­
stationary characteristics of noise and journal vibration of the hydraulic turbine, 
focusing the transient stage after the operation start. The results show a clue to 
establish the method detecting the malfunction of turbine and journal bearing at an 
early stage. There is much left to study about the confirmation of the clue to the 
malfunction detection of actual failure. 

2.0 THEORETICAL BACKGROUND 

2.1 Observation of Noise and Vibration In this study, the noise and vibration are 
focused as the basic state information on the hydraulic turbine and the journal bear­
ing. First, let us consider the difference of the physical characteristics between the 
noise and the vibration by citing a simple model of well-known circular plane surface 
sound source. Now, let Zr be the radiation impedance of this sound source, then 
the impedance can be expressed by the following well-known equation: 

Z. ( _ _!_)- 2 [{l - l1(2ka)} S1(2ka) ]- v ·x 
r - • - ?Ta PoC --- +--- - .J:'7 + J r ) 

V 0 ka ka 
(1) 

X 
_ 2 • S1(2ka) 

r = ?Ta Poe ka ' (2) 
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where F is the reactive force of air, V is the vibration velocity of surface source, a 
is the radius of source, p0 is the density of air, c is the sound velocity, k(= w/c, w: 
angular frequency) is the phase constant, J1(2ka) is the Bessel function of 1st kind 
and order 1 and S1 ( 2ka) is the Struve function of order 1. It is well-known that the 
following approximations are easily found for the low (ka < 1) and high (ka > 5) 
frequency regions: 

R 
1rpoc 4 2 

r '.::::'. -2-a w' 
2c 

(ka < 1), (3) 

Rr '.::::'. 1rpoca2
, Xr::::: 0 (ka > 5). (4) 

The hydraulic turbine generator is, of course, not so simple, but the basic relation 
between the noise and the vibration can be considered by the model. These equa­
tions show that the information on a sound noise is not always directly related to 
a vibrating body, but is transmitted by the air reflecting its physical characteristics 
and is also related to the surface area of the body. On the contrary, the information 
on an acceleration vibration of the object is directly related to the force applied to 
one. Noticing this fact, it is expected that another important information on the 
turbine and the journal bearing will be obtained if the difference between the noise· 
and the vibration observed at the same time is carefully analyzed. 

2.2 Input Torque and Acceleration of Rotation Next, the rotation speed is also fo­
cused as another basic state information on the hydraulic turbine and the journal 
bearing. Because, the non-stationary stage of turbine generator, which has the 
large moment of inertia, is characterized by the speed and the acceleration of rota­
tion. Now, let us consider the equation of a simple model of rotational motion of 
the turbine generator, then the input torque T is easily expressed as the following 
well-known equation: 

dw 
T=J-+Bw+L 

dt ' 
where J is the moment of inertia,, B is the coefficient of viscosity, L is the load 
torque, w is an angular velocity and t is a time. When the no load torque and 
constant input torque are assumed during some accelerating period after the opera­
tion start, the viscosity coefficient B and the input torque can be estimated by the 
following relation: 

dw B T 
-= --w+-
dt J J' 

(6) 

where the moment of inertia J is previously known, and the speed w and the acceler­
ation dw / dt are measured experimentally. Hereupon, if there exist some components 
of noise and the vibration that are directly proportional to the input toque, they 
can be analyzed by using equation (5) comparing the actually observed speed char­
acteristics. That is, if it is the case, the non-stationary characteristics of noise and 
vibration become more clearly related to the rotation speed. 

3.0 EXPERIMENTAL METHOD 

In order to examine the fundamental characteristics of acoustic noise and bear­
ing vibration of the hydraulic turbine generator at the beginning of the operation 
start, the experiments have been made on a turbine generator at a hydropower sta­
tion where two turbine generator of the same type ( the vertical shaft single runner 
single discharge spiral Francis turbine generator) were installed. During the exper­
iments, the background noise and vibration were negligibly small, though another 
turbine generator had been operated constantly at the rated power. Fig. 1 shows 
the schematic drawing of the turbine generator and the experimental arrangement. 
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3.1 Turbine Generator The ratings of a generator are: 12,000 kVA, 600 rpm, 12 
poles and 60 Hz. The· weight and the fly-wheel effect of a rotor are: 37,800 kg and 
66,000 Kg-sq. m. The number of vanes are: 18 runner vanes and 20 guide vanes. 
The whole weight of rotating body is supported by a thrust bearing and the radial 
weight of the journal is supported by three guide bearings as shown in the figure. 

. ' 

3.2 Arrangement of Pickups There were some restrictions and difficulty in setting 
the pickups from the reason that the experimental machine was actually working 
as a peak load generator. The arrangement of pickups is also shown schematically 
in the figure. A microphone was located at about 1 m high from the floor over the 
turbine housing. An acceleration vibration pickup was attached on a guide bearing 
over the housing. A light pickup of photocell-type, which is used to detect the ini­
tiation of rotation and to measure the rotation speed, is located near by the light 
reflection tapes on and around the turbine journal. Two displacement pickups of 
eddy current-type were used to measure the radial vibration of journal on a rectan­

. gular coordinate. 

3.3 Measurement and Analyses The noise, the acceleration vibration, the rotation_ 
speed and the displacement vibration of journal have been continuously recorded by 
a data recorder during the transient sta.ge of the operation from 0 to rated speed 
after the operation start. Further, the electrical output power of the generator have 
been recorded according to the necessity. The analyses have been made bya personal 
computer with A/D converter reproducing the recorded dat~. 

12,000 kVA 

600 rpm 
12 poles 

60 Hz 

L 
,·-<D 

_al;~@ 
[II _ ~ \]): Thrust 

. ·bearing 

@: Guide 
bearing 

,,__--i--,: @: Runner 
i (18 vanes) 
' @: Guide vane 

(20 vanes) 

~ ::::::::-=-_-;:::;::::::: . 

Displacement ~ Rotation 

~(- Accel. vib. 

:~ .. 

~-. ~ 
Fig. 1 Schematic drawing of a hydraulic 
turbine generator and the arrangement 
of pickups for noise, vibration and rota­
tion. 
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4.0 EXPERIMENTAL DISCUSSIONS 

4.1 General Characteristics In the beginning, the measurement has been made for 
several times of operation start in order to evaluate the stability of information 
on the noise and the acceleration vibration. Figure 2 shows the observed results 
comparing two different starting methods and three cases by the same method: the 
method (M) is a manual start by the operators but three cases (A-1,2,3) are auto­
matically started by the same method using a sequence controller. The noise, the 
vibration and the rotation speed of turbine observed at each operation are shown 
comparing with another operation in the upper, middle and lower part of the figure 
respectively. The relative value of noise and the vibration are plotted in rms at every 
0.1 sec. by the A/D converted data sampled with 5 kHz, and the rotation speed at 
the same time is plotted in rpm. 

It can be seen from the figure that the aspects of the traces (A-1), (A-2) and (A-3) 
are almost the same, that are all the cases when the turbine is automatically started 
by the same sequence. On the contrary, it can be seen that the aspect of the traces 
(M) is clearly different form the other aspects of the traces (A-1,2,3). Here, the 
discussions on the difference between two aspects obtained by two different starting 
methods are considered to have an important meaning. Nevertheless, the object of 
our present study is to find some methods detecting the malfunction of the turbine 
when it is started by the automatic controller. Therefore, let us focus the traces 
(A-1,2,3). 

Now, the transient phenomena of the turbine state can read out from these fig­
ures. In the followings, they are discussed by dividing into six major phases with 
the time. Phase 1) 6 to 10 sec.: Before the beginning of rotation, the noise and 
acceleration vibration show the rapid increase but the journal show slow and small 
fluctuation. Phase 2) 10 to 14 sec.: Just after the rotation start, the noise and the 
vibration increase more. The journal first seems rolling until the aspect of journal 
loci changes at 13 sec. through the other observation of the journal displacement. 
The first peak of the acceleration vibration appears in this duration, in which the 
journal turns only 4 revolutions. Phase 3) 14 to 23 sec.: After above, the second 
peak of the acceleration vibration appears. The noise is large but comparatively 
constant, and the vibration show the same aspect excepting the second peak. Phase 
4) 23 to 28 sec. : The peak of the noise appears in this duration, though the vibration 
rather show a slight decrease. Phase 5) 28 to 54 sec.: During this time, it is diffi­
cult to point out the clear features. Both the noise and the acceleration vibration 
show small change. This time corresponds to the duration that the turbine speed 
shows moderate increase toward the rating speed. Phase 6) After 54 sec.: After 
the rotation speed reaches to the rating speed at about 54 seconds, the acceleration 
vibration rapidly decreases to some constant level, but it is not so evident as for 
the noise. After this time, the noise and the vibration are almost stationary dur­
ing the regulation of the speed until the time when the generator begins to be loaded. 

These phases mentioned above are estimated to be stable even though the phe­
nomena are extremely non-stationary, if the turbine and the journal bearing are at 
the normal state, whenever the turbine is started by the same sequence. Consid­
ering this fact, the evaluation of these phases will be a clue to establish a method 
detecting the malfunction of turbine or journal bearing at the transitional stage. 

4.2 Frequency Analyses In order to clarify the difference of features between the 
noise and the acceleration vibration from another view point, the frequency analy­
ses are made on the same data of (A-1) as a representative example. Fig. 3 shows 
the results of the continuous FFT analysis for over 30 seconds (2 sec. of time scale 
is deviated from Fig. 2). Now, let us extract only the evident features from the 
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figure corresponding to the previous phases. Phase 1) 4 to 8 sec.: The frequency 
components of about 500 Hz appear in the both spectrums of noise and acceleration 
vibration at -5 sec., and the component of about 900 Hz appears at 7 sec. only in 
the acceleration spectrum. Phase 2) 8 to 12 sec.: The component of 900 Hz also 
appears in the noise after the rotation start. Mo1e evident feature is seen only in the 
acceleration, that is the frequency component of about 1.5 kHz shows the abrupt 
increase and decrease. Phase 3) 12 to 21 sec.: At about 13 sec., both spectrums once 
decrees for a while. After this, the 1.5 kHz component of the acceleration spectrum 
again shows the clear peak. Phase 4) 21 to 26 sec.: The intense power spectrum 
of about 1.0 kHz appears in the noise, though it is rather small in the acceleration 
vibration. It is difficult to discuss further detailed characteristics on Fig. 3. 

F lg. 4. shows the characteristics of power components of four frequency bands 
of both noise and acceleration vibra.tion. Each power component of frequency band 
is composed of the FFT spectrums of Fig. 3 that are continuously analyzed at every 
0.2 sec. From the figure, the transitional feature of each power component is clearly 
shown in the different type of changing form with time, separated from each other. 
Now, let us consider only the frequency bands of B3 and B4, that show the evi­
dent difference between the noise and the acceleration. As shown in the theoretical 
background equations from (1) to (4), the information on acceleration vibration is 
directly related to the force applied to the journal bearing, but the information on 
noise is related to the surface area of vibrating body. 

Sampling freq. : 5 kHz 
LPF cutoff freq. : 2 kHz 
Data length : 1024 points 
Window : Hamming 
Spectrum Scale : Linear 

I 

30 

0 0.5 1.0 1.5 2.0 0 0.5 1.0 
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directly proportional to the input 
toque, it becomes more easily to 
monitor the state of turbine and 
journal bearing by separating them 
from other band components. First, 
the coefficient of viscosity B which 
is a parameter of rotational motion 

b) Acceleration vibration 

Fig. 4 Transitional characteristics of power 
components of frequency bands with the 
frequency ranges of B1:5-508, B2:508- 859, 
B3:859-1172 and B4:1172-1192 in Hz. 

is estimated according to equation ( 4), using the Speed-Acceleration characteristics 
obtained by the actually observed Speed-Time characteristics. Here, B is actu­
ally not a constant value and its effect is comparatively small at the stage of speed 
acceleration, but it is worthy to know the approximate value. Next, by using the pa­
rameter and equation (3), the relations between the power components of frequency 
bands and the characteristics of the speed rise of the turbine are examined. Figure 5 
shows the relation between the components and the speed rising curve. The results 
show the strong relation between the rotation speed and the acceleration vibration 
of which spectrum bands are B-1 and B-3. 

4.4 A Monitoring Method for Automatic Start From the analytical results above, 
the transitional non-stationary characteristics of noise and acceleration vibrations 
are clarified. The stability of them are experimentally examined in Fig. 2 for the 
same starting operations. Therefore, a simple and practical method monitoring the 
turbine and the journal bearing, which reflects their st~te more directly than the 
customary method based on t_he temperature measurement, can be considered and 
proposed as follows : (1) First, the noise ·a.nd the acceleration vibration must be 
measured after dividing into some adequate frequency bands in addition to the tur­
bine speed, that are the basic information and are easy to obtain, even the turbine 
generator is actually working. (2) Next, the characteristics of them must be com­
pared, noticing the difference between the noise and the vibration. Further, the 
frequency band component which has the strong relation .to the rotation speed must 
be examined in distinction from the others. (3) Then, if there happen the failure 
such as the chipping off of the bane blade or the damage of the bearing metal, the 
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Fig. 5 Calculated results of speed rising char­
acteristics assuming that the power compo­
nents of frequency bands are .directly propor­
tional to the input torque. 

malfunction will be detected by com­
paring the difference of these aspects 
with the normal phases. 

Here, concerning the customary 
metho<d based on the temperature 
rise, there exist a problem that the 
abnormal change appears late af­
ter the occurrence of failure because 
of the large time constant. Fur­
ther, concerning to another custom­
ary method based on the noise or 
the vibration, it is used for the non­
stationary starting duration as the 

. warning monitor if the over all level 
exceeds the limited value or not. Of 
course, the FFT methods are used 
rarely, but the method noticing the­
difference between noise and vibra­
tion proposed in this study does not 
seem to be reported until now. 

5.0 CONCLUSION 

First, it has been experimentally 
shown that the non-stationary char­
acteristics of noise and acceleration 
vibration at the transitional stage of 
hydraulic turbine after starting the 
rotation are considerably stable, if 
the turbine is automatically started 
by the same sequence. On this ba­
sis, the FFT analyses are made as a 
representative example of the noise 

and the vibration. In order to clarify the aspects of them, the FFT results are di­
vided into· four frequency bands and shown with the speed rise curve at the same 
time. From the above results, by considering the difference of physical characteris­
tics between noise and vibration, the capability of estimating the turbine phenom­
ena has been discussed. Finally, a practical method monitoring the .turbine for the 
transitional stage after the rotation start has been proposed. There remain many 
problems to confirm the effectiveness of the method. 
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ERRORS ANALYSIS OF ADAPTIVE NOTCH FILTERS · 
FOR CANCELLING ENGINE NOISE 

Xu Maolian 
Institute of Naval Medicine, Shanghai, China 

ABSTRACT 

It is not economical or efficient to cancel engine noise by 
using acoustic board, sound insulation or active acoustic 
noise cancelling when we only need to send speech signal out 
in engine noise environment. In this case, we use adaptive 
notch filters (ANF) to reduce noise as the spectra of engine 
noise, in most cases, are line spectra. 

In this paper, the transfer function of ANF is deduced and 
errors of A/D, D/A as well as Doppler frequency deviation 
errors are also discussed. The analyses show us that the 
error variance, when using a 8bit A/D converter, is nearly as 
large as that when using a 12bit A/D converter because of 
adaptive algorithm. It is also smaller for the effect of D/A. 
But it is even larger for Doppler frequency deviation. So we 
get the conclusion that the errors may be mainly caused by 
the effect of Doppler frequency deviation. The cancelling 
results show that the period noise can be attenuated by 40dB 
to 60dB in the range 20-600Hz. 
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1.0 INTRODUCTION' 

It was very successful to cancel single frequency signal with 
adaptive notch filter (B. Widrow). For engine noise, ANF may 
be used to reduce the noise. In this paper, we mainly deal 
with the errors of ANF. The following assumptions and 
restrictions, for convienence, will be used. 
(1) The convergence time of ANF is large. 
(2) The errors which will be discussed are in the range of 
the notch band of ANF. 
(3) The input signal is a random stationary process. 

2.0 THE SYSTEM OF ANF 

The principle diagram of ANF is shown in Fig. 1 where the 
input 

L 

x(t)= L i=tA; Sin(co;t+q>;)+s(t) s(t) 

A/D 

rcLUT,) = CCos(codT,) 

X wi+l 
CL 
z-1 

Fig.1. Principle Diagram of ANF 

signal is x(t), the reference 
( i=l, 2, ... , L) and the error is 
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several adaptive notch filters. The transfer function H(S)M 
of modified adaptive notch filters (MANF) in complex domain 
is established as follows [2]. 

H(S)M= _______ l _____ _ 

l+PC2 t (SCosok-wkSinok) 
.l=1 

( 2 .1) 

where Skis nearly zero in this case of Fig.l. So that the 
transfer function H(S) of ANF is derived as 

H(S)= l 
l+y t S 

i=1 s2+w! 

(2.2) 

where y is the system adjusting parameter which controls the 
convergence time and such as 

y=pc2 ( 2. 3) 

Equation (2.2) shows us that if there is noise with frequency 
fi (i=l,2, •.. ,L), then IH(j@) I will be zero and consequently 
the noise is cancelled. 

3.0 THE ERRORS ANALYSIS 

3.1 The roundoff errors According to Fig. 1, the equation of 
the system with the equivalent value ai of roundoff errors is 
written as 

e ( t) =x( t) -2y i~{Sin<i)it£ t [e ( t) Sinwi ( t) +cti] dt 

+Coswi ( t) fo t [e ( t) Coswit+ai] dd 
( 3 • 1) 

From the above equation, the error variance within i-th notch 
band (i=l,2, ... ,L) is deduced as the following equation when 
the system is stable. 

3.2 
(1) 
(2) 
are 
(3) 
(4) 

i=l 2 ..•.. L (3.2) 

The A/D Quantinization errors In this section, we assume 
The A/Dis a b+l bit (b+l>>l) converter. 
The mean value of quantinization errors is zero, which 

random errors with the uniform probability distribution. 
The other parts are ideal except for the A/D converter. 
The maximum Amplitude of s(t) is larger than q (q=2-b). 

The errors in notch bands are then nearly zero. Now let us 
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explain it. Assume that there are components of the errors 
with the frequency fi (i=l,2, ... ,L). then the following 
equation satisfies 

e ( t) = '£ o 1Sin ( w 1 +<f>) +s ( t) 
i=l 

( 3. 3) 

where 6; (i=l,2, ... ,L) is not all zero by the assumption. 

And the signal after A/Dis 

where ~j is a random error. 

The mean value of the above equation is such that 

E[ej] =E[e ( t) : t=jTs +Aj] 

(3.4) 

=E [s (jT
5

)] +to 1Sin ( w 1 jT5
+<f>) +E [A j] ( 3 • 5) 

.r=l 

We can see, from the equation (3.5) and Fig. 1, that weights 
wsi ·and wci (i=l,2, ... ,L) will be adjusted to ·reduse the error 
because the correlation values between the reference signal 
and the errors are not equal to zero. oi (i=l,2, ... ,L) will 
be zero when the weights are stable after a long time. 

3.3 The D/A Quantinization Errors The following assumptions 
are given the same as in 3.2. 
(1) The D/A is a b+l bit converter. 
(2) The other parts are ideal except for the D/A converter. 

From the assumptions above, it is not difficult to get the 
error variance as 

( 3. 6) 

where ~f is the band width of measuring instrument. 

3.4 THE ERRORS OF EFFECT OF DOPPLER FREQUENCY DEVIATION In 
the real environment, the frequency of the noise is not 
stable, for example, caused by the varity of rotational speed 
of engine. We assume that i=l, for convenience, and if the 
increment of frequency is 6, then it is easily obtained from 
equation (2.2). 

Hu 21C ( f1 +o l J = ff +o l 
l+j y i 

21t [ f{- (fl +O ) 2 ] 

(3.7) 

or 
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1 
:H[j21t (£1 +0) J: ::::---;::::======== 

I l+ (_y_·) 2 

~ 41to ' 

'(3.8) 

For example, if f 1=100Hz, 8=0.001, then the amount of 
attenuating capability of ANF can be reached by -54dB only. 

4.0 THE EXPERIMENTAL RESULTS 

In these experiments, every band \,,idth of ANF is lHz, 
Af=lOHz, L=9, F

5
=2570Hz, a;=39mv (i=l,2, ... L) and f;=65Hz, 

81Hz, 114Hz, 130Hz, 146Hz, 162Hz, 179Hz, 195Hz. 

1) The roundoff errors 

From equation (3.2) the theoretical result is 

ai=78mv 

and the experimental result is given by 

aei=79mv 

2) The A/D converter errors 

( 4 .1) 

(4.2) 

In these experiments, 8bit and 12bit A/D converters are used 
respectively. The theoretical result a is 

a=O mv (4.3) 

and the experimental results, when using 8bit and 12bit A/D 
converter, are nearly the same value which is 

ae=2 mv (4.4) 

Noting: The background noise in these experiments is 
approximately equal to 2 mv. 

3) The D/A converter errors 

In this experiment, the value of q is 256 and the theoretical 
result a and the experimental result ae are given as follows: 

o=14.4mv ( 4. 5) 

and 

oe=10-25mv (4.6) 

4) The cancelling results 

In this experiment, the acoustic noise with frequency f; 
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(i=l,2, ... ,14) is received by microphone and is taken as the 
input signal x(t) in Fig. 1. The power of component of e(t) 
within the range of the i-th band of ANF is then measured and 
its results are given in Table 1. In addtian, the cancelling 
results of MANF [2] are also written in Table 1 for 
comparison. 

Table 1. The results of cancelling 

Frequency f i (Hz) 40 80 120 160 200 

Before Cancelling (dB) 86 87 86 100 98 

After Cancelling (ANF) (dB) 41 41 39 37 37 

After Cancelling (MANF) (dB) 43 43 40 39 37 

240 280 320 360 400 440 480 520 560 

90 90 91 91 92 93 78 85 87 

36 35 34 33 32 31 30 29 29 

36 35 34 34 33 33, 33 33 33 

5.0 CONCLUSIONS 

From the experiments, we can see, the experimental results 
are approximate to the results of theory. The results of A/D 
errors show us that the error variance, when using a 8bit A/D 
converter, is nearly as large as that when using a 12bit A/D 
converter. So we can use 8bit A/D instead of 12bit A/D, for 
economy, to design the ANF system. 

The cancelling results show that attenuating capability of 
ANF is nearly the same as that of MANF. The reasons are that 
firstly there is some background noise. And secondly their 
noise sources are the same and the attenuating capability may 
be mainly decided by the effect of Doppler frequency 
deviation which affects the frequencies of the source and is 
the cause of the results of both systems. 

The implementation of ANF is simpler than 
the system can be used to attenuate the 
digital computer and analogous circuits. 
cancelling capability will be reached. 
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ADAPTIVE-DELTA-MODULATION .SYSTEM WITH PRE-GIVEN 
DELTAS AND COMPENSATING ERRORS 

Xu Maolian 
Institute of Naval Medicine, Shanghai, China 

Li Zhien 
Institute of Naval Medicine, Shanghai, China 

ABSTRACT 

A new adaptive-delta-modulation type with pre-given deltas 
(ADMPD) and compensating errors is introduced. The pre-given 
deltas are selected for various kinds of the speech by a 
l.east square error criterion. The errors between the input 
signal and estimated signal are correlated with the encoding 
datas. The signal-to-noise rate (SNR) will be increased as 
we compensate the errors according to the correlation 
property. 

In this paper, except for the errors analysis, we also 
present the system of speech synthesizer with a single-bhip 
micro-controller. The system can be used for the speech 
machine, which needs to be changed frequently and requires 
natural and clear voice. 
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1. 0 INTRODUCTION 

In ·recent years, machine speech has been used in many 
fields, such as computer-controlling speech instruction of 

,the airport, etc. Delta modulation (DM) or adaptive delta 
~adulation (ADM) may be used in these cases and has been 
discussed (N.S.Jayant, C.V. Chakravathy). In this paper, 
ADMPD is introduced. We will mainly deal with optimization 
of DM and ADM methods with various kinds of their 
parameters. From the analyses, the ADMPD system is set 
out. 
The fidelity criterion used to define optimum performance 
is that of minimum square error or noise power. 

2.0 THEORY 

2.1 The Algorithm We will first of all discuss DM and ADM 
coding. Assume s(t) represents the input speech signal, xn 
the sampled signal. Their relation satisfies 

Xn=s(T
5

) (2.1) 

where T
5 

is the cycle of sample. If the frequency is F
5 

then T
5
=1/F

5
• 

And denote, at time-instant i, the estimated signal, 
encoding data and increment by x/, bn and Dn respectively. 
The following equations are established: 

b ={l 
n -1 

D =fl. n 

or 

D =D wrPn-1 
n n-l 

where~ is a constant and Mis such that 

l<M<2 

(2.2) 

(2.3} 

(2.4) 

(2.5) 

( 2. 6) 

Equations (2.2),. (2.3) and (2.4) represent DM method, and 
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equations (2.2), (2.3) and (2.5) represent ADM method. 
Equation (2.5) shows that the step size of ADM is 
exponentially increased. Thence its amount of companding 
capability is improved comparing with DM method. But the 
SNR is not as good as the latter one. The'reasons are that 
the i.ncrements . of speech signal do not increase 
exponentially and the maxim-qm step size is much larger 
than the maximum increment of the signal. If we select the 
proper deltas,. we will ei thEff improve the companding 
,capability or increase . the SNR. This method is called 
ADMPD, and its increment Dn, in some part of speech, is 
satisfied with the following equations: 

where Fi is funtion of the i-th group of deltas, 
satisfies 

and 

(2.7) 

(2.8) 

and i 

(2.9) 

( 2. 10) 

(2.11) 

where en is the error at time-instant n. en° is the output 
of low pass filter with the cut-off frequency f

8 
when the 

input is en, and Ni ( i=l, 2, ... , L) is the error power 
when the i-th group of deltas are selected. 

ADMPD method is described as follows: The proper group of 
deltas are selected according to the certain amplitude and 
frequency of speech by the minimized mean square error in 
order to increase the SNR and improve companding 
capability. 

2.2 The Analyses of SNR In this section, we will, for the 
convenience of systems analysis and design, derive the SNR 
approximately instead of strict derivation. Assume 
(1) The input signal is sine wave and that is 

(2.12) 
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(2) The errors are independent each other and its 
autocorrela-tion function can be written as 

(2.13) 

(3) er is a random error with the uniform probability 
distribution in the range [-p, p] and p is the largest 
equivalent error. 

1) OM coding 

Define 

(2.14) 

where y is the equivalent parameter, and is given as the 
following equation from the computer simulation: 

y= (2.15) 

From the assumptions, the error power N2 and the signal 
power s2 are derived as 

,, fap2 
N'·=--

3F' s 

2 
2 Am s =-

2 

and ensuing SNR is then the following: 

( S) 2= 3AmF's 
N faP2 

and the maximum SNR is 

371 

(2.16) 

(2.17) 

(2.18) 

(2.19) 



where Ax is the largest amplitude of signal when 6 ts 
• ma , 

decided and it is easy to be obtained as 

2) ADM coding 

Fs/::,. 
~ax= 2rcf (2.20) 

C 

As the step size in ADM method increases exponentially, 
the largest error will excess to the optimized one of OM. 
Here the relation among fc, F

5
, ~ and M will be discussed 

when the maximum SNR is reached. And the SNR equation will 
not be discussed. 

If the slope increments of signal become larger, then the 
optimized M is needed to increase and is approximately 
written as the following 

that is 

2rtfe,Am A 
, =O'.MopcP 

Fs 
(2.21) 

(2.22) 

where a is the factor and B :i,s the equvalent exponential 
factor. We get, that a=0.48, and B=l0.4 by computer 
simulation. 

3) ADMPD coding 

As discussed above, the SNR will varies with M for the 
certain signal in ADM system. The maximum SNR is about 
that of optimized DM system.In ADMPD system, the SNR is ps 
same as that of optimized DM system because the deltas are 
selected properly, and is written as 

3.0 ADMPD WITH COMPENSATING ERRORS 

In ADMPD system, the largest step 
excess the optimized 6 of DM 
overshoot-noise. In this case, 
correlation between the errors and 
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size . had better not 
in order to reduce 
there is obviously 
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Therefore the errors can be reduced after they are 
compensated according to correlation property. The 
following is, for convenience, a simple compensating 
equation. 

{
y +b D y = n-1 n-1 n-l 

n-1 y 
n·-l 

4.0 THE EXPERIMENTAL RESULTS 

bn-2 =bn-1 =bn 
other 

( 3. 1) 

In these experiments, the cut-off frequency fa is 3kHz, the 
sample frequency 20kHz and the signal frequency 800Hz (the 
reason which we select 800Hz is that the main components 
of speech are in the range 700Hz to 800H). that is 

Let 

1) DM coding 

xn=129. 348.in ( 16 001tn) 
20000 

s s (-) dB=201og(-) 
N N 

( 4. 1) 

(4.2) 

The experimental and theoretical results which are 
calculated by equations (2.18'), (2.14), (2.15) and (4.2) 
are given in Table 1. 

TABLE 1. THE RELATIONS BETWEEN THE SNR (dB) AND 6 

A 96 64 57 51 44 38 32 
THEORY RESULTS 12.8 14.7 15.3 15.7 16.3 17 17.7 

EXPERIMENTAL RESULTS 11.8 14.7 15.2 15.6 16.2 16.8 17.6 

2) ADM coding 

The experimental and theoretical results which are 
calculated by equation (2.22) are given in Table 2. 

TABLE 2. THE RELATIONS BETWEEN Mopt AND Am 

A 
THEORY R~SULTS OF M 

EXPERIMENTAL RESULTS o?P~opt 

32.33 
1.3 
1.3 
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64.67 
1.4 
1.4 

129.34 
1.5 
1.55 

258.68 
1.58 
1.6 



3) ·. ADMPD. Codi Hg 

AccordiBg to equation (2.23), the theory result is 
calculated as 

C 

..'.:::.=l7.7dB 
N 

( 4 • 3) 

We select a group of deltas a:; 2, 4, 8, 
35, 37. Then the result of experiment is 

14, 20, 26 ,31, 
obtained as 

C 
_::_ ::::17. 9 dB 
N 

4) ADMPD with Compensating Errors 

The experimental result is 

8 ··, Cl '3dB --- ::::L, ■ ( 

N 

( 4. 4) 

( 4. 5) 

5.0 SPEECH PROCESSOR WITH A SINGLE-CHIP MICROCONTROLLER 

In the encoding of ADMPD system, we use a digital signal 
processor TMS32010 to deal with the speech signal. As to 
the decodinq part, a slice of P8031 is used .as CPU for 
implementation. iig.l and Fig.2 illustrate its. principle 
block diagram and its circuit chip respectively. 

Controlling) I D/A---i 
Unit ~-j 

~__,.--.------~ Le~~~ Pass 

1• 11 ter 

P8 0 31 [~-P-U-~- ------i=-·--
- POWC:;r 

Progra'rri 
and Datas 

memory 

Amplifier 
and Loud­
speaker 

Fig.l. Principle Block 
Diagram 0£ Decoding Part 
of A.DMPD 

Fig.2. Photograph of the 
Circuit Chip of 

the Decoding Part 

From the above discussion, to implement the ADMPD system, 
in real time, is difficult. But if we rectify the 
differentiated input signals' (t) and make the direct 
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current add to xn. Then in encoding process, the direct 
current is detected with the low pass filter, and the 
group of deltas are properly selected according to the 
direct current. The system with this method is a 
quasi-ADMPD system. The function of the system is near to 
that of ADMPD. 

6.0 CONCLUSIONS 

The SNR performance and optimization of DM, ADM and ADMPD 
with compensating errors have been presented. From the 
analyses and from those of computer simulation, the 
following findings are made. 
(1) The SNR peformance of ADMPD with compensating errors 

remains h'igher than that of DM or ADM. 
(2) The companding improvement offered by ADMPD appears 

to be as same as that of ADM and much better than 
that of DM. 

( 3) The overshoot-noise is reduced in ADMPD system 
comparing with that in ADM system. 

REFERENCES 

[l) N.S. Jayant, A First-Order Markov Model for Under­
standing Delta Modulation Noise Spectra, IEEE Trans, 
COM-26, 1316-1318, 1978. 

[2] c.v. Chakravathy, M.N. Faruqui, Two Loop Adaptive 
Delta Modulation Systems, IEEE Trans. COM-22, 
1710-1713, 1974. 

375 
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ABSTRACT 

A signal detection system composed of a Frequency-Stepping signal 
generator and a corresponding Post~Detection-Matched-Processor has been de­
veloped for active sonar detection. Essentially this system(called FS-PDMP 
system) is a tone-correlation detector because the detection performance of 
the system is entirely determined by the tone(i.e. the mode of frequency 
variation) of a FS signal. The characteristic function and the Receiver's 
Operation Characteristic curves of the system have been derived. Through 
comparisons, the differences of detection performances in time and Doppler 
resolutions, detectable input signal to noise ratio and ROC curves between 
the FS-PDMP system and other typical signal detectors, such as the well 
known Matched-Filter and the Energy-Detector have been evaluated. 
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1. 0 I~'TRODUCTION 

It is known that because of the phase fluctuation, the multipath inter­
ference or the dispersive effect associated with sound transmission in com­
plicated underwater channels, the well-known Matched-Filter often cannot be 
effectively used in the active sonar detection. Also, the simple Energy­
De~ector is usually unsatisfied because of bed resolutions both in time and 

Doppler. Therefore, the alternative approach to performing the pulse com-
pression for a long emitting signal, i.e. the FS-PDMP system, has been de-
~eloped through a series of theoretical and experimental studies(Zhang S.). 

In the· FS-PDMP system, the Frequency-Stepping signal source can flexibly 
generate a long signal with an arbitrary FS mode by arranging a set of di­
git-codes, and the Post-Detection-Matched-processor can be automatically 
matched with the corresponding FS mode to execute the tone correlation for 
the FS signal. In this paper a theoretical analysis of the FS-PDMP system 
and some comparisons of detection performances between this system an~ 
other typical signal detectors have been made briefly. 

2. 0 THEORETICAL ANALYSIS OF THE FS-PDMP SYSTEM 

Fig. 1 is the principle diagram of a PD.MP. An FS ·signal passes through 
a pre-filter and a set of parallel channels in succession. Every channel 
consists of a narrow-band filter plus an envelope-detector. Through a set 
of switches controlled by the FS signal source, the output of the channel 
that corresponds to the frequency of then-th unit in a given FS mode is 
connected to the input terminal of a matched delay-line which provides the 
input signal with a time-delay of (N-n-1) 't. . After the outputs of N chan­
nels are added in the delay-line and smoothed by a low-pass filter, the to-
tal detect ion response is supplied. 

, rt) o-------, 

~ Swi tcbu 

------~------
Lo"-oau filter 

.' It, Sl 

Fig. l The prioeiple d11gram of a Post-Detteted·Y.atcbicg-Procusor 

2. 1 Characteristic function Suppose that the pulse-response function of 
then-th narrow-band filter is 

hn (t) =frect ({) exp (j2•fnt) 

(1) 
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and that the FS signal satisfies the narrow-band CQndition, so a received 
signal with doppler frequency can be written as 

N-1 t-~ t 
S (t) =exp (j2lat) · k rect (-t.-) exp{j21!fm(t-mt) +j'fm} 

rn=O 

(2) 
where -c is the duration of each unit, and fn·, q>n are the frequency and the 
initial phase of the n-th unit respectively, rect(x) is the well-known 
rectangular funct.ion. It is obvious that as the N frequencies {fn} are ar­
bi trari ty arranged, a variety of FS modes can be designed. If s (t) enters 
then-th filter, the output of the filter will be determined by 

en (t, a)= I:hn (t- 0 8 (t) dt 

=exp (j2 1 fnt) · ~, rect [t- <m+!/ 2) 
1

] (lit-~•) sine 
a=D 

{(fzn+a-f.J [,± (t-m,)]}exp{jx (t-m,) <fzn+a-fn)+jq,=}. 
(3) 

For the sake of simplicity, the envelope of en(t, f:3) can be considered to 
be a constant within (m-1/2) • <;;t<;; (m+l/2) •. So, by making t=m• the output 
of the envelope-detector behind then-th filter is 

'IH 

en <t, a>= :2: rec t (t-m,) Is inc c <r=+ a-r n> ,J I, 
m=O 't 

n=O, 1:, .. : ... , N-1 
(4) 

Each en (f, f:3) is correspondingly delayed by a time of (N-n-1) •, then the 
outputs of N delay-lines are added and normalized, and the original point 
of time is shifted to (N-1) -c. As a result, a total output of PDMP is de­
rived as 

1 N-1 N 

y <t, a>=- :2: en <t+n,, a> 
N n=O 

1 + Ci-!J N-1 
=-· k rect (t-mt). :2: R(m+n) lsinc[(frn+n+a-fn) ,] I 
N m=- Ci-I) t n=O 

(5) 

(X) {
I, O<X <N-1. . 

and R = 
0, X=otber nlues 

(6) 
Clearly, y(t, 13) is the characteristic funtion determining the detection 
performance of the FS-PDMP system. Several typical cases are as follows: 

2. 1. 1 t=O and 13~0 This case corresponds to m=O in Eq. (5), therefore 

y <o, a>= Is inc <a,) I 

Let I y(O, l:ld1) I <O. 7, the Doppler-resolution is defined as 

ad1=±Q. 44/t 

(7) 

(8) 
2. r. 2. f3 =.O, and t~O. , Assume that the frequencies of N uni ts are ·arbi trar i­
ly arranged, but their values are different from each othe-r, and th~t within 
a given frequency band, fa- (f 0 +W), the difference between any two frequen-
cies is the integer times of W/N. Therfore, on.ly when m=:=O, is the' y(t, 13) 
of value and equal to · 
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y(t, 0) =rect (t/t) 
(9) 

and the time-resolution is 

(l 0) 

2. I. 3 y (t, 13) of typical FS signals, 

a) Single FS, f.,=constant. 

y(t, a>=rect (t-mt) (1- lml) lsinc<a1> I 
t N 

(11) 
b) Progressively increasing FS, f.,=f 0 +n/ T. 

(12) 
In Eqs. (11) and (12), m=O, ± 1, .•• , ± (N-1). 

c) Random FS. Assume that N frequencies in the FS modes are different 

from each other, and that the diffrence between any two frequencies satis-
fies I fn1-fn:i I =n/ T, n=l, 2, ... N-1. Then 

y (t, a> ~rect <tfr> I sine <at) I 
(1 3) 

In Fig. 2, the main response regions of the above three y (t, 13) have been 
indicated: Ym is the value of y (t, 13) at the centre of each response unit 
corresponding to m=O, ± 1, ± (N-1) and the boundary values of these 
units are defined as 0. 7 Ym. 

- ,J T 

-1/3 T 

1ml 
y,.,-1 --­

N 

,ai Siegle rs fbJ Progreasitely 
incruiinc FS 

- l ;2 t + 't /2 

:cJ Randoo FS 

Pig 2 i'ie main :espouse regions of l~ree IHi<tl y:t, SJ f:fclioH 

2. 2 Detectable signal to noise ratio(SNR) It is known that the probabili­
ty density of the envelope of a sine signal plus a narrow-band Gaussian 
noise is a Rician function (Whalen A. D.) 

z z2 +A2 Az 
p (z) = a' exp (- ~) Io (-;;) 

(14) . 
where A is the amplitude of the sine signal, 0 2 is the variance of the 
narrow-band noise, and I 0 (x) is the modified Bessel function of zero order. 
The input signal to noise ratio(SNR) of an envelope-detector is defined as 
Y=A:i/2 0

2
• When Y<l, the mean and variance of z is 
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(15) 
Suppose that the output noises of N narrow-band filters are independent of 
each other, and that the output SNRs of these filters are equal, therefore 
after the outputs of N envelope-detectors are delayed respectively and add­
ed together, the total mean is the sum of the means of N outputs and the 
total variance is the sum of the variances of N outputs. When N»l, accord­
ing to the 'central limit theorem", the output noise of PDMP satisfies the 
Gaussian distribution and the output SNR of PDMP is defined aa 

[N(<z>-<z>.,..0)] 1 llNY1 
(SNR.) o= -----------­

N (<z1>-<z>1) .,.. o 4 (4- it) 

Assume the pass-band of the pre-filter in PDMP is W. Then 
where (SNR) 11 is the input SNR of N narrow-band filters. 
into Eq. 06), the detectable SNR of an FS-PDMP system can 

l O lg (SNR.) 11>5 lgd+O. 3+5 lgN-10 lg (TW) dB, 

(16) 
Y = -r W (SNR) 11, 

Substituting Y. 
be estimated 

(1 7) 
where T=N-r is the length of an FS signal and d=(SNR) 0 is the detection in­
dex defined at the end of a PDMP. For both Progressively increasing FS and 
Random FS, W= (N-1) / -r , i.e. TW=N(N-1) :=:t::N2 

, hence the equation 

lOlg(SNR) 11>5lgd+O. 3-15lgN=5lgd+O. 3-7. 5lg(TW) dB 
(1 S) 

2. 3 Receiver operating characteristics (ROC) For the convenience of compu­
tation, the envelope-detector in Fig. 1 is assumed as a quadratic detector. 
Thus, the normalized statistic appears at the output of the system is 

N-J 

y=::E q!ja• 
n=O 

(19) 
where a 2 =N0 -r /4, and N0 /2 is the power spectral density of white noise at 
the input of the system. Obviously q! is the squared envelop of a sine 
wave plus a narrow-band noise, and soy is noncentrally X2 distributed with 
2N degrees of freedom (Whalen A. D) 

where the noncentral parameter is equal to 

and E=NA2 -r /2 is the energy of a FS a ignal with N uni ts. 
modified Bessel function of the first kind and order N-1. 
p.resent, y has a central X2 distribution with 2N degre·es of 

(y/2) l!H 

Po (y) ----· exp (-y/2) 
2r(N) 

Where r (N) is the well-known r function. 

(20) 

(21) 
IN-100 is the 
With no signal 

freedom. 

(22) 

Let detection threshold be YT, the false-alarm,probability of the system is 

380 



Pr.= C Po (y) dy=l-P (N, Yd2) 

and P (a, b) is the incomplete Gamma function, 

The probability of detection is 

and Q(c, d) is the generalized Marcum Q-function 

Q,. (c, d) = [ (~ o1-1> 12
, exp (-Z-C) · h-1 [2 (CZ) 112

] dZ 

(2 3) 

(24) 

(25) 

(26) 
By using the particular series expansions of P and Q(Abramowitz M.) a large 
amount of ROC curves of FS-PDMP system have been computed in linear and 
probabilitic coordinates respectively. Fig. 3 shows three sets of ROC cur­
ves corresponding to N=4, 8, 16 respectively. 

3. 0 DETECTION PERFORMANCES OF TYPICAL SIGNAL DETECTORS 

The typical signal detectors for active sonar detetion are the Matched Fil­
ter (i.e. cross-correlator) and Energy-Detector respectively. The first one ( 

MF) is the optimum receiver for the case of an exactly known signal in a 
background of white noise, however, the second one (ED) is the optimum re­
reiver for the case of a completely unknown signal in a background of Gaus­
sian noise (Urick R. J.). For comparisons, some parameters determining the 
detector performances of MF and FD are summarized as follows. 

3.1 Matched filter The characteristic function of the MF is the well 
known Woodwards ambigurity function. 

X (t, ~) = [s· (t) S (t+ t) exp (-j 2ir h) dt 

(2 7) 
where arterisk denotes complex conjugat. 
Therefore the time and Doppler resolution are determined by 

IX (t.u, 0) I =O. 7 and IX (0, a.u) I =O. 7 
(28) 

respectively. In the case where s (t) is a frequency(or phase) modulated si­
gnal with a rectangular envelope, 

(29) 
Where Wand Tare the spectrum width and pulse duration of the signal res­
pectively. The detection index defined at the end of a MF is d= 
2TW (SNR.) 12, hence 

IO lg (SNR.) u=IOlgd-3-lOlg (TW) dB 
(30) 

The ROC curves of MF can be defined by the false alarm probability 

381 



(31) 
and the probability of detection 

(32) 
where 13=yT(2/NoE) 112 and the definitions of YT• N0 and E are the same as 
those in section 2. 3. Q(x) can be expanded as a series for computation. 

1 exp (-r/2) x• x" x 7 

Q (x) = - - ----- (x+-- + -- + ---+···) 
2 (2t) 1/s 3 3X5 3X5X7 

(3 3) 
3. 2 Energy detecti'on An energy detector is composed of a quadratic detec­
tor, a prefilter with a pass-band Wand a post-integrator with a integral 
time equal to the signal length T. Therefore no Doppler resolution can be 
defined and the time resolution is determined by 

(34) 
For the convenience of making eompar ison, suppose W=N/ -c and T=N -c (see sec­
t ion 2. 2) .. Because the post-integratcor is used for accumulating a certain 
amount (i.e. TW=N2

) independant signal samples, the normalized statistic ap­
pearing at the output of ED has a noncentral X 2 distribution with 2N2 deg­
rees of freedom. Therefore the ROC curves of ED are also computed by Eq. (23) 
and (25), but N should be replaced by N2

• Correspondingly the detection in­
dex defined at the end of a ED is d=TW(SNR) f 8 • Hence 

10 lg (SNR.) u=5 lgd-5 lg (TW) 

Fig. 4 gives three sets of ROC curves corresponding to MF, 
PDMP(N=S) respectively. 

(35) 
ED and FS-

DKU~!OS PKRPORMASCX OF l'S·PDMP SYST&ll 

i / 
' / 
i / 

---PUMP ~=4 I 
---····-PDMP S•8 i 

i/ - - -PDMP S=ll ; 
. P,.: FALS&-ALARM l'R03. r 

D&UCTIOS PR05ABlLlTY---P• ('l} 

Pig. ! ROC Cune1 oi POMP rs-., 8, i!i 
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4. 0 CONCLUSION 

Based on the above analyses, the differences of detection performances be-
tween FS-PDMP, MF, and ED cab be evaluated as follows: 

4.1 Resolution Either time or Doppler resolutions of FS-PDMP is inferior 
to that of MF by a factor of N(-cd 1 =N-cd2 , f3d 1 =Nf3d2). However the reso­
lution of ED is more inferior ( -c da=N-c d:;i and no Doppler resolution). 

4. 2 Detectable SNR Usually a signal in noise can be rather reliably de­
tected if the detection index d=4. Therefore the difference of the detec­
table input SNR between PDMP and MF, or ED and PDMP is equal to 2.5lg(TW) 
dB(e. g. 4. 5 dB when TW=N2 =64). 

4. 3 ROC curves According to Fig. 4, corresponding to a given Pd and Pc .. , 
the needed value of E/N0 for FS-PDMP is greater than that for MF, but smal­
ler than that for ED, and almost equal to the average of the latter two. 

To conclude, theoritically the detection performance of FS-PDMP is superior 
to that of ED, but inferior to that of MF. However, owing to the fact that 
the characteristic function y(t, 13) of FS-PDMP is independent of the phases 
of FS signal, practically this system can be more effectively used for 
active sonar detection under complicated sound transmission conditions. 
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ABSTRACT 

This paper presents a method which can be used to realiz the time-sharing 
two-way transmission of high rate acoustic data and command data between 
an underwater data acquisition module and a remote control and processing 
centre. Through inserting pulse-modulated carrier wave in time-domain to guide 
frequency,this method has suc.cessfully solved the problem of local-carrier restora­
tion from intermittent signal, and so makes it easy to coherently demodulate the 
intermittent 2PSK signal with low bit-error-rate. An experimental system has 

been made. Its transmission rate is 3-6Mbps, transmission distance is 500-1000m 
and bit-error-rate is lower than 10 -

6
• In this system different kinds of signals, 

such as acoustic data, power pulses, command data and DC current can: be 
two-way transmitted simultaneously through only a single-lead coaxial cable. 
Such a system is especially suitable for ocean acoustic telemetry, deep-ocean 
acoustic data acquisition, underwater robots and sonars which need high rate data 

transmission. 
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1.0 INTRODUCTION 

In ocean acoustic telemetry, deep-:-ocean acoustic data acqu1s1t1on and some 
of other underwater explorations, it is often needed to transmitt multiple channel 

sensor data to a remote contra! and processing centre with high rate,and, at the 
same time, to send cotrol commands, DC current and power pulses downwards to 

the underwater data acquisition modules. When strict confinement to the sizes and 
weights of transmission cables exists, using a single-lead coaxial cable is superior to 
using a multiple-lead cable. In other words, if the effective diameter and weight 
of the transmission cable is constant, the transmission distance by use of a 
single-lead coaxial cable will be several times as large as that with a multiple-lead 
cable.This advantage will grow with the number of the sensor channels. 

On the other hand, it is a difficult technical problem to realize the high rate 
two-way transmission with low bit-error-rate through only a single-lead 
coaxialcable. The reason will be simply described in the next section. 

This paper proposes a method which we call Guiding Frequency by Inserting 

Pulse-Modulated Carrier Wave m Time-Domain, or Time-Domain 
Frquency-Guiding.It has been used in an experimental transmission system and 
proved a successful method for solving the problem mentioned in the last 

paragragh. 

2.0 METHOD OF TIME-DOMAIN FREQUENCY-GUIDING 

2PSK ·(2 Phase Shift Keying) modulation has high anticlutter 'ability and has found 

wide applications. Because of the absence of carrier component,the restoration:of 

local-carrier becomes the heart of the matter in the coherent demodulation of 
2PSK signals.Wh:m we use only a single-lead coaxial cable as media in a 

time-sharing two-way transmission system, the demodulator at the receiver end 
will get an intermittent input. There is always a non-input interval between any 
two adjacent segments of input 2PSK signal.This will make trouble to the working 

of PLL (Phase-Locked Loop).At the beginning points of each input segment,the 

restored local-carrier often has not the required frequency,or shows a phase 

ambiguousness. This will affect the bit synchronization and make bit-error-rate 

significantly rise. 
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To overcome the above difficulty, the Time-Domain Freqnency - Guiding method 

is proposed in this paper. It can remove the phase ambiguousness without affecting 

the high anticlutter ability of 2PSK ~adulation. 

The principal points of this method can be simply described asJol!ows.(1) At the· 

transmitter end, a narrow pulse filled up with carrier wave is inserted at the begin­

ning point of each 2PSK signal segment which will be sent out. We call this pulse 

frequency-guiding signal. This signal will be used in receiver for local-carrier res­

toration. The relationships among 2PSK signal segments, frequency-guiding signal 

and the compound transmitting signal are shown in Fig. I. 
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Fig.I. (a) 2PSK signal scgments;(b) frequency-guiding signal; 

(c) compound transmitting signal. 

t 

t 

(2) At the receiver end, when frequency-guiding signal is present, PLL turns into 

holding-state. In this state the control voltage of VCO 

01 oltage-Controled Oscillator) keeps constant, and so the output frequency and 

phase do not change.The construction and working principle is shown in Fig.2. 

The PLL consists of a PD (Phase Detector), a S / H (Sample/ Holding circuit) 

and a VCO:r 
1 

is the repetition period of the frequency-guiding sign.al, and equals 

the period of 2PSK signal segments.-r 
2 

is . the width of each 

frequency-guiding pulse, which should be a little more than the catching-time of 
• the PLL. t 

3 
is the width of the S / H control pulse which should be equal to or 

less than -r 
2 

• The S / H control pulse is sent out by some other circuit when fre-
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quency-guiding signal is present. 
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The construction and working principle of the PLL 

The difference between such a PLL and a normal PLL is that a S /His interposed 
between the PD and VCO of the former. This S / H plays the role of a switch in the 
loop. ·when a frequency-guiding pulse arrives, the S / H control pulse makes the 
switch shut, then the PLL turns into tracking-state and the output of the VCO will 
be forced to the required frequency and phase. As soon as the frequency-guiding 
pulse disappears, the switch is immediately opened, and the oscillation frequency 
and phase of VCO keeps unchanged. 

Applying such a method to the local-carrier restoration of intermittent 2PSK sig­
nal we can remove the phase ambiguousness throughly. 

There are two ways to get the S / H control pulses. If the inserted frequency-guid­
ing signal is of a higher peak-peak value than 2PSK signal, we can get the desired 
pulses through clamping and envelope-detection at the receiver end. But to do so 
will increase the complicatedness of the transmitter hardware. The second way does 
not need high peak-peak value frequency-guiding pulses. It utilizes the 
intermittence of the received signal to flip-flop a circuit to yield a pulse at the arri­
val of each 2PSK signal segment. We have chosen this way in our experimental sys­
tem. 
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3.0 EXPERIMENTAL SYSTENf 

Through properly selecting PD, VCO and S / H, we can construct a local-carrier 

restoration circuit which is able to work at high frequencies. But generally, acoustic 

data is of a relative low sampling rate. It is also reasonable to think that the data 
transmission rate is lower than 6Mbps. So the required carrier frequency should be • 

lower than 24MHz. In such a condition, the carrier-restoration circuit can be real­

ized with an IC chip TA 7193 and a little number of digital IC chip. TA 7193 is orig­

inally designed for color TV sets. It contains many functional circuits such as am­

plifiers, AGC, PD, VOC, S /Hand multipliers. We use only one chip of TA7193 

to finish the coherent demodulation of intermittent 2PSK signal. This makes the 

hardware of the receiver very simple, reliable and cheap. 

The transmission rate of our experimental system reachs 6Mbps, transmission dis­

tance reachs 1000m, and the bit-error-rate is lower than 10 -
6

. The number of 

sensor channels is 25. If we use a multiple-lead cable instead of a single-lead 

coaxial cable to transmitt the same amount of data, the diameter of the cable will 

become 5 times larger. 

Through interposing simple frequency-division networks at the two ends of the 

single-lead coaxial cat -:, different kinds of signals, such as acoustic data, com­

mand data, low frequency p·ower pulses and pc current can be two-way transmit­

ted simultaneously. Such a system is especially suitable for ocean acoustic 

telemetry, deep-ocean acoustic data acquisition, underwater robots and sonars 

which need high rate data transmission. 

4.oCONCLUSION 

If strict confinement to the sizes and weights of data transmission system exists,we 

may use a single-lead coaxial cable as media, select 2PSK as modulation, and in­

sert frequency-guiding signal in time-domain to realize the coherent 

demodulation. This has proved to be an effective method to realize the two-way 

high rate transmission of multiple-channel acoustic data. This method has several 

advantages such as long transmission distance, low bit-error-rate, and small size 
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of cable. In addition, it can two-way transmitt different kinds of signals 

simultaneously 
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ABSTRACT 

A PC-based ultrasonic power measurement system in milliwatt range is constructed. 
The ultrasonic power can be determined by measuring the radiation pressure applied 
on a target using a PC and a self-compensating microbalance. 

The accuracy of measurements strongly depends on the acoustic properties of the 
targets. Hence a high performance reflecting and an absorbing target are developed 
based on the acoustic radiation theory. Measurements are carried out under the 
control of PC. 

In order to check the feasibility of the system, the ultrasonic power for the two 
targets is measured. Also the measurement errors due to the system and the 
reproducibility of the measurements are examined. The relative error between the 
two targets is proved to be less than 4%. For the ultrasonic power range larger 
than lOmW the standard deviation for repeated measurements is less than 2%. 
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1. INTRODUCTION 

Currently with the increasing use of medical ultrasonics there is a need for 
accurate acoustic power measurements. A number of methods to measure the power 
output from ultrasonic transducers have been developed. These are the measurement 
of the radiation force on an appropriate target in· the sound field(Herry), the 
scanning of the ultrasonic field using a calibrated hydrophone(Herman), the method 
of the light diffraction(Haran), and the calorimetric methods(Zieniuk). 

The major advantage of radiation force measurement method is that the total 
radiated power can be obtained without integrating the field data over the cross 
section of the radiated sound beam irrespective of field restrictions. In addition 
the measuring devices are rather easy to handle and to calibrate. 

In this study, a perfect absorbing and a perfect reflecting target were developed 
and the measuring system that could be used for ultrasonic power measurements in 
the milliwatt range was constructed by using those targets and microbalance. And 
the measurement system is automated by using PC. 

2. Principles of measurements and system construction 

If ultrasonic wave is applied on the boundary surface between two media and thus 
the difference between energy densities on both sides of the surface exists, 
force is applied to the surface in the direction that energy densities decrease. 
This force per unit area is called the radiation pressure. If ultrasonic wave is 
perfectly absorbed or perfectly reflected, ultrasonic power W can be expressed by 
the following equations(Gooberman): 

For a perfectly absorbing target (R=O): 

W = Prad • S • C = Frad · C (1-a) 

For a perfectly reflecting target (R=I): 

W = Prad · S • c/2 = Frad • c/2 (1-b) 

where Prad is the radiation pressure, Frad is the time-averaged force applied on 
the boundary surface, S is the cross-sectional area of the beam from the 
ultrasonic transducer, c is the velocity of sound in the fluid and R is the 
reflection coefficient. 

Fig.I shows the instrumentation setup which is used in this study to measure the 
ultrasonic power. As can be seen in Fig.I, the ultrasonic transducer was 
positioned at the bottom of the vessel to radiate the ultrasonic power vertically 
upwards. And the target is suspended from one arm of the electrobalance by a thin 
wire. When the transducer is activated, the sound beam emitted from the transducer 
is intercepted by a target and then the target is deflected momentarily from 
equi 1 ibrium. By using this deflection the mechanical force acting upon it is 
measured. This force is equal to the mass changes multiplied by the acceleration 
of free fall, g=9.8lm/sec2, And thus the ultrasonic power can· be obtained by using 
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equation (1-a). The ultrasonic power is as follows for the perfect absorbing 
target. 

W = Frad • c = m • g • C, (2) 

where mis the mass changes due to the radiation pressure. 

The measurement method for the perfect reflecting target is identical with the 
case for the perfect absorbing target except for the fact that an absorbing lining 
of the measuring vessel is necessary to prevent the multiple echoes between the 
target and the transducer as shown in Fig.I. 
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Fig.l. Experimental setup of the ultrasonic power measurement system. 

If the angle between the normal to the reflecting surface and the propagating 
direction of the ultrasonic wave is 8, the target is subject to the vertical 
force F = 2Frad cos2 8. From this we can obtain the ultrasonic power as follows 
if the target is a perfect reflector. 

W = F • c /(2cos2 8) = mgc/(2cos2 8) (3) 

Equation (3) is reduced to Equation (2) for 8 of 45° . 
The most important thing in the instrumentation setup is to design good targets 
since the measurement accuracy depends on the acoustic properties of the targets 
used. Fig.2 shows the structure of the reflecting target made in this study. The 
cone-shaped reflecting target is made of high-impact polystyrene plastic foam and 
is coated by a 10 µm-thick nickel layer produced by electroplating to enhance the 
characteristics of acoustic reflection on the surface. The target is 60 mm in 
diameter, 7mm in thickness and 45• in 8. Fig.3 shows the section of the wedge 
type absorbing target made of natural rubber. To eliminate the effects due to the 
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changes in compressibility and density of the rubber and to enhance the absorbing 
properties, glass powder of 0.1mm in diameter is compounded in the ratio as show 
in the figure. 

j_ 
,.._ 

~ Top view 

Pure 

f \.0 
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f · .. ·.·. 
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30% 

polystyrene 

,. ct 50 -l 
Fig.2. Cone-typed reflecting target. Fig.3. Wedge-typed absorbing target. 

Distilled water is used in order to reduce cavitation on the faces of the 
transducer or target. A water vessel and an electrobalance are located on the 
vibration isolation table to reduce the error caused by the environmental 
vibration. The water vessel is placed inside an acryl box to prevent the effect of 
unexpected air flow. 

Measurements are performed under the control of PC. Readings of the electrobalance 
are automatically stored in the PC and the true ultrasonic power is determined by 
the least square approximation and extrapolation to compensate for the transient 
response of the balance. 

3. Performance evaluation 

The measurement of radiation pressure is based upon the assumption that the target 
absorbs or reflects ultrasonic waves perfectly. Hence the acoustic properties of 
the target have to be made to fit one of these ideal characteristics and its 
properties must be verified by careful experiments. But in reality, it is almost 
impossible to confirm the precise acoustical properties of the targets due to the 
relatively large measurement errors in detecting the acoustic characteristics. 
This paper compares the test results between the reflecting and the absorbing 
target. 

As·shown in Fig.4 (a), the mass measured by the absorbing target increases slowly 
with time after a 1MHz sinusoidal signal is applied to the ultrasonic transducer. 
This is due to the volume increase of the target which results from thermal 
expansion. Ultrasonic power can be determined from this mass change by equation 
(2). In case of absorbing target shown in Fig.4 (a), the average of mass change is 
13. 2mg, which is equivalent to 200mW ultrasonic power. The difference in power 
measurements between a reflecting and an absorbing target is 7mW, which is less 
than 4% of relative error. This error is caused by the measurement and imperfect 
acoustic characteristics of targets. Even though the targets used in this study do 
not satisfy the desired acoustic properties perfectly, the experimental results 
show that the systematic error of measurement is less than 3%, which includes the 
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error caused by imperfect acoustic properties of the targets and the calibration 
error of the electronic microbalance. 
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Fig.4. Electro-balance output curves measured with two different targets 
(a) absorbing target (b) reflecting target. 

The measuring range of the microbalance is from lµg to 100mg which corresponds 
to the ultrasonic power between 15µi and 1. 5W. But the environment of the 
measurement system varies with time due to the external vibration, air flow, 
temperature or atmospheric pressure change, causing measurement error. 

Power of about 0. 75mW is generated and tested in order to check the performance of 
measurement for the submicrowatt power range. The result is presented in Fig.5. 
The curves in this figure show very irregular form. Theoretically all the mass 
must· increase with time due to the thermal expansion effect mentioned above. The 
curve No. 1 in which the output power decreases with time, can be explained by 
the enviroruirental change of the measurement system which is much larger than the 
effect of thermal expansion. The highest power level of the six curves from No.1 
to No.6 is 0.81ml. On the other hand, for the curve No.3, 0.71mW. The average 
ultrasonic power level is about 0. 75mi and the relative standard deviation is 
4. 4". 
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Fig.5. Output curve of electro-balance from 0.75mW ultrasonic power. 
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The reproducibi 1 i ty of measurement system with absorbing target is examined by 
the following four experiments: 
(1) Measurement of mass reading when preset voltage for the ultrasonic transducer 

is recoverd after turning off the system for at least.a few minutes, 
(2) Comparison of the mass readings before and after mechanical shock(i.e. after a 

few minutes from the shock in an arbitrary ultrasonic field), 
(3) Measurement of ultrasonic power change for varing temperature, 
(4) Measurement of mass reading for the target repositioned to its original place 

after removal. 
Above experiments are repeated five times each and the results show the standard 
deviations of 2.14%, l.87~ and 1.68% for the case, lmW, lOmW, lOOmW, 
respectively. The main error sources might be classified as mechanical and 
electrical ones. The·mechanical error sources may include the buoyance change of 
the target caused by external environmental change and the adhesive force change 
caused by imperfect wetting of the transducer and the target. 

4. CONCLUSION 

The results of experiments can be summarized as follows: 
1) The results of ultrasonic power measurement with two different types of 

targets agree with each other very well with the relative error less than 4%. 
2) When the ultrasonic power level goes down to 0. 75mW. the relative error is 

13.4%. In order to achieve high accuracy for the low level power less than lmW, 
the measuring system has to be isolated from external vibrations and target 
has to be small enough to gurantee the minimized thermal. mechanical and noise 
effects. 

3) The test of reproducibility produced 2% standard deviation. The major 
sources for this error might be the inaccuracy of electronic equipments in 
reproducing same voltage level and the buoyancy change of the target due to 
the varing experimental environment. 

There might be many other error sources not mentioned in this study and we are 
going to try to spend more time in the furture research for this area. We believe 
that the identification of error sources would be very helpful to the development 
and maintenance of more accurate measurement systems. Our future work. in which 
applications of other measurement techniques and comparisons of results wi 11 be 
carried out, might be a solution for this problem. 
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ABS1RACT 

In the ultrasound diagnosis field, an analysis of speckle image texture in ultrasound B­
scans is one of the important researches using stochastic signal processing method.In this 
paper, it is focused on finding out theoretically the probability density function of the 
speckle image texture for the intensity. First, the occurrence mechanism of speckle image 
texture is treated by introducing the functional model for the actual ultrasound diagnosis 
equipment system. As a result , a unified probability density function expression has been 
explicitly proposed and it has been clarified that the present expression agrees with the 
well-known Rayleigh and Rician probability density functions as two special cases. 
Then, the legitimacy and the effectiveness of proposed stochastic analysis method has 
been experimentally confirmed by applying it to the speckle pattern of clinical B-scan 
image actually utilized for diagnostic purpose. 

I .INTRODUCTION 

As is well-known, in the ultrasound diagnosis, the investigation of image texture in the 
ultrasound B-scan is one of the important areas using a stochastic signal processing 
method. Ultrasonic measurements are potentially very useful to examine the structure of 
soft tissues since one feature of diffuse and local disease process of many organs, e.g., 
liver and spleen, is any destruction of the normal tissue architecture. But, when analyzing 
the ultrasound scattered by tissue, one is faced with an usually unknown geometry in the 
body, an unknown propagation path through overlying tissue, etc .. So, ultrasonic 
measurements don't yet seem to be completely understood because of a fairly 
complicated physical factors, such as absorption, reflection, scattering of pulsed 
ultrasonic pressure waves from a tissue medium , and the electrically detecting apparatus 
for displaying backscattered or echo pulses. The image texture, or speckle, results from 
an interaction between the ultrasonic pulses transmitted into the body and the structures of 
the tissues. In general, there are two standpoints for analyzing the image texture. One is 
that the texture in the image of soft tissue is observed only as irregular or undesirable 
noise. Several investigators on ultrasound B-scanning studying the character of 
ultrasound speckle only as the random noise by using a stochastic analysis method 
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124780 . . n the other hand, another one 1s that the texture of the ultrasound B-scan 
image is associated with the microstructure of soft tissue as some regular signal and 
accordingly is fairly useful as a basis for diagnosis3 5 6

• 

Ou~ viewpoint is based on the latter one since the reflection and the absorption of 
ultrasound wave are originally caused by the variation of acoustic impedance of a tissue 
medium, even if the correspondence between an image texture and a tissue texture greatly 
depends on the scatter's size and spatial distribution of the scatters within the pulse 
length of incident pulse. So, it seems to be possible to abstract some information on the 
objective structure if a skillful stochastic signal processing method of the image texture 
can be found. 

The stochastic researches(e.g.,probability density expressions) on a speckle pattern were 
discussed by many researchers in connection with the tissue characterization. Concretely, 
for the case of diffusely scattering material with many fine particles, a Rayleigh 
probability density function for the magnitude was already derived 1

• However, it is 
inevitable to consider the statistical properties of ultrasound speckle for the general case of 
clinical image that tissue can be modeled as a lot of uniformly distributed small scatters. 
That is, in the case when the soft tissue has some microstructure, we have to try to find 
more unified probability density expressions for the speckle due to the randomly 
distributed particles with a specular reflection. For this case, the probability density 
function for the intensity was expressed as a Rician probability density function3

• Almost 
all of these previous studies treated only a typical case without a specular component, or 
were limited to a simple case when the signal is limited in a sufficiently narrow frequency 
band. 

From the above point of view, this paper is focused on finding out theoretically how the 
probability density function of the image texture for the intensity is affected by the 
frequency bandwidth of the incident pulse, time constant of the square law detector and 
the existence of a specular component. First, the occurrence mechanism of speckle image 
texture is treated by introducing the functional model for the actual ultrasound diagnosis 
equipment system. As a result , a unified probability density function expression for the 
speckle pattern has been proposed explicitly from the theoretical viewpoint by use of a 
characteristic function method of probability and it has been clarified that the proposed 
unified expression agrees with the well-known Rayleigh and Rician probability density 
functions(abbr. pdf) as two typically special cases. Especially, the asymptotic property 
from Rayleigh probability density function to Rician probability density function has been 
hierarchically discussed in an individually independent form based on the orthonormal 
expansion expression with increasing a intensity of coherent specular component. Then, 
the legitimacy and the effectiveness of proposed stochastic analysis method has b:een 
experimentally confirmed by applying it to the speckle pattern of clinical B-scan image 
actually utilized for the diagnostic purpose. 

2. Theoretical Consideration 

2.1 Ultrasound Imaging System 

It is widely known that individual elements of the speckle pattern do not necessarily 
represent individually physical scattering elements, but the speckle pattern is indeed 
influenced by the actually functional structure being scanned. Furthermore, the ultrasound 
pulsed echo is an envelope detected as an image. So, when the problem of image 
texture( or speckle pattern) is discussed, the influence of the operation of a measuring 
system upon the resultant image texture should be first considered. In this section, we 
consider theoretically how the distribution of the image texture for the intensity is affected 
by a frequency bandwidth of the incident pulse, a time constant of the detector and the 
existence of the coherently reflected wave components especially in comparing with 
Rayleigh and Rician distribution in the case of narrow frequency bandwidth. The block 
diagram of actual ultrasonic diagnosis equipment system is shown in Fig. I. The echoes 
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from a point reflector at the focus on the central axis arrive simultaneously after crossing 
the surface of active transducer elements by introducing appropriate electronically 
controlled swept time delays. Then, the signals are compressed to video display levels by 
a logarithmic amplifier, detected by the detector and summed for final display. The signal 
rectified after passing through this logarithmic amplifier is mathematically expressed as 
even function. Furthermore, by expanding this function in the form of Taylor series 
expansion, this signal can be expressed as sum of even power series. However, 
supposed that the higher frequency components are cut off owing to the cascaded low 
pass filter or are greatly attenuated than the second order power component, the intensity 
corresponding to the brightness displayed can be regarded as being functionally 
equivalent to the output intensity via mean squaring detector as shown in Fig.2. 
Consequently, by putting aside its detailed signal transformation in the individual part of 
the actual ultrasonic equipment system, for catching a central mode of signal 
transformation which can be held through a whole process, it is sufficient to pay our 
attention to mainly the mean squaring detector in the imaging process. Accordingly, the 
pdf expression of the' speckle pattern obtained by the equivalently standardized 
measurement system model of imaging process as shown in Fig.3 is .considered. 

2.2 Model Expression for Ultrasound Imaging 

In an ultrasound B-scan image, the pulsed incident ultrasound pressure wave f(t) with a 
frequency bandwidth W is observed as an intensity image texture resulting from an 
interaction between the structures of tissues and the coherent ultrasonic pulses transmitted 
into the body, after passing through the square law detector with an averaging time Tin 
Fig.3. Of course, the ultrasound pressure wave f(t) consists of a signal component S(t) 
from the regular tissue with specularity and a random noise component(i.e., speckle) N(t) 
from the irregular tissue with diffusely scattering particles, after absorption and reflection 
caused by the regular and irregular variation of acoustic impedance. Of course, differing 
from the signal component, this random component N(t) shows an undetermined 
property as a sum of infinite elemental echo components from an ensemble body of 
scattering particle with random phase and random amplitude caused by various type 
reflection and absorption from the irregular change of acoustic impedance based on the 
diffusely scattering tissues. Thus, the observed ultrasound intensity after passing through 
the square law detector in a B-scan image can be explicitly expressed as follows: 

T T 
E--,i-J f2(t)dt = ~ J{S(t)+N(t)}2dt. (1) 

Supposed that f(t) is repeated with a constant period T, f(t) can be expanded in the 
following Fourier series : 

f(t)=N(t)+S(t) = I. { (an+cn)cos<2,:C)nt+(bn+sn)sin(~)nt}, (2) 
n=l 

Ullruonic clement llffll)I 

x(t) 

V.B.F:Variable Bandpass Filter 
S.T.C:Sensitiv1ty Time Control 
D .S.C: Digital Scan Convertor 

Fig.2 The standardized equipment 
model for the actual ultrasonic 
diagnosis equipment system 
where a signal component: 
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Fig. l The block diagram of 
the actual ultrasonic diagnostic 
equipment system 

Fig.3 Measurement system model 



N 2n . 2n 
S(t)= I, { cncos( T )nt+snsm( T )nt} 

n=l 
(3) 

with a power: 
T N 

I f 2 2 2 Es-T S (t)dt = I, (en +sn )/2 . 
0 n=l 

(4) 

Here, Fourier coefficients an's and bn's are all statistically independent of each other and 
are Gaussianly distributed with mean value of zero. 

When f(t) has an arbitrary frequency bandwidth W=fo·(N2-N1) (fo=l/T) of ideal 
rectangular type , the mean intensity expression can be obtained by use of a complete 
relation of Parseval equation as follows: 

1 T 2 NZ 2 2 N 2 
E(=R 2)=T f f (t)dt)= L' { (an+cn) +(bn+sn) } /2= I, X

0 
(5) 

O n=N1 n=l 

with 
Xn=(an+cn)/-v'2, (bn+sn)/-v'2 , (6) 

where R shows an effective value of intensity fluctuation. 

Following Shannon's sampling theorem in the frequency domain, when the Fourier 
T 

transformation F(f)(= f f(t)e-jZ1tft dt) is sampled at every Nyquist cointerval 1/f, the 
0 

number of sampling necessary to determine f(t) is given as 

N=~~+1=2TW(for large T and/or W). (7) 

Here, the dimension N is related to the degree of freedom of the intensity fluctuation. 

2.3 Probability Density Expression for Random Process with a Regular Component for 
Infinite Numbers of Scatters 

The present problem is : what is the probability density distribution of the observed 
ultrasound intensity E(=R2) for the Gaussian ransom process f(t) in the presence of a 
regular signal component S(t) under Eq.(5)? If the random ultrasonic pressure wave N(t) 
is originally a white noise, the statistical property of randomness is reflected in each of ak 

and bk, and it follows an independent Gaussian distribution with mean value of zero and 
constant variance. In the case of considering the random process with a regular 
component S(t), each component Xn(n=l,2, ... ,2TW) is given by Eq.(6)(Xn=(an+cn)/-v'2 

or (bn+sn)/-v'2), which is a scalor sum of each components for incoherent and coherent 
ultrasound waves. So, each of Xn has the following statistical properties as 
(mean value) 

µn(=<Xn> )=cn/\'2, sn/\'2 (v,, n) , (8.a) 
(variance) 

cr~(=<(Xn-µn)2>)=<a~>/2, <b~>/2 ('t-/ n) , (8.b) 

where<> denotes an ensemble average. Accordingly, a joint probability density function 
of Xi's can be expressed in the form of N products of one dimensional Gaussian 
distribution owing to the statistically independent property among Xi's as follows: 

N N 
P(X 1,X2, .. ·,XN)=TI P(Xn)=TI N(Xn;µn,o/) 

n= 1 n= 1 
(9) 

with 
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. 2 _ 1 {_(Xn-µn)2 
N(Xn,µn,0'0 ) - _ r;:;-:: exp 2 }. 

'V 21t cr o 20'o 
(10) 

Now, in order to reflect hierarchically and explicitly the effect of each coherent 
component µn, P(Xn) is reduced in advance as follows: 

oo µ j X 
P(Xn)=N(Xn; O,cra2) .L ~ HjC--!!.). (11) 

J=O J.O'o cro 
Then, substituting Eq.(11) into Eq.(9), a joint probability density function can be 
rewritten as 

N oo µnj Xn 
P(X 1,X2,. .. ,XN)=I1 N(Xn; O,cra2) .L 0 HjC-). (12) 

n=l J=O J-O'o O'Q 
It is more convenient to start with a characteristic function (or moment generating 
function) to derive the probability density function of intensity E based on Eq.( 12). The 

characteristic function of E becomes through the original definition by letting 0=jt(j=v'-l) 
as 

00 00 oo N 

ME(0)= f e eEP(E)dE= f · f exp{0 2,Xn2}·P(X1,Xz,. .. ,XN)dX1dX2···dXN 
0 -00 -oo n=l 

oo µjn 
N N 00 n 

=TI [ f exp{0Xn2}·P(Xn)dXn] =TI [ )2 :--fuijn], 
n=l _00 n=l Jn=OJn!O'o 

(13) 

where 
00 (4a2e~n/2 

I f 2 2 Xn 1 o r(jn+ 1) jn= exp{ 0Xn }·N(Xn;O,O"o )Hjn(-)dXn = _ c 2 (j l)/Z 2 (14) 
-00 O"o 'V1t (1-20'o0) n+ 

Under substitution: 

jn=2kn, m=N/2, s=20'~, (15) 

the characteristic function of E can be consequently expressed after some troublesome 
calculations as follows: 

Using the well-known property of Gamma function: 

r( n+½ )=<2n)!~/(i2°n!) 

and the following relation : 
N 2 

B= L µn , 
n=l 
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we can finally obtain the characteristic function of P(E) as follows: 

(19) 

where s,B and m denote an average intensity of one frequency component of random 
component N(t), an average intensity of signal(or specular) component S(t) and a half of 
dimension(TW), respectively. In principle, the probability density function of E can be 
obtained from the above characteristic function of P(E) using the inverse Fourier 
transformation of ME(0) supported by Levy's inverse lemma. But, the different way of 
transformation will be now adopted in order to reflect hierarchically and explicitly the 
effect of coherent(or specular) component S(t)(intensity is B). The characteristic function 
of P(E) in Eq.( 19) can be expanded in the Taylor's expansion type as 

ME(0) 1 I -!, _s_ B . 
00 

(
0 )n n 

(l-s0)m n=On. 1-s0 (s) 
(20) 

E 
If a well-known Carson integral is used under substitution p= 1-s0, a=m-1, z=8 , as 

follows: 

1 
00 

a r 1 p-1/= f e-pz 2 Ln(a)(z)dz, (21) 
n. pn+a+ 1 o r(n+a+ 1) 

comparing Eq.(2O) with Eq.(21), the following probability density function of Laguerre 
series expansion type is directly derived as 

P(E) 1 Em-l e-(E/s) {1+ i (-1l(~f r(m) Ln(m-l)(§)} (E>O), 
r(m)sm n=l r(m+n) s 

=0 (ESO). (22) 
The cumulative distribution function(abbr. cdf) expression is calculated as follows: 

E E OO n(B)n r(m) E ( )(E) Q(E)= f P(E)dE= f Pr(E;s,m)dE +pr(E;s,m) I(-1) - ·-- -Ln-1 m - (23) 
o o n=I s r(m+n) n s 

where 

Em-I -E/s 
Pr(E;s,m)- e . (24) 

r(m)sm 
Equation (22) is the expression with Gamma distribution as first term and reflects 
hierarchically the effect of intensity B in any expansion coefficients. In the case with m= 1 
in Eq.(22), it can be verified that Eq.(22) agrees completely with a Rician distribution as a 
whole. Thus, Eq.(22) shows hierarchically the asymptotic property from Rayleigh pdf to 
Rician pdf with increasing a magnitude of coherent(or specular) component. 
Furthermore, in a special case when there is no specular reflection and a frequency 
bandwidth of f(t) is comparatively narrow, that is, m=l, Eq.(22) can be reduced to a 
well-known Rayleigh distribution . 

3 .Experimental Consideration 

In the preceding section, we have derived theoretically the expression of probability 
density function on the ultrasound intensity E in the presence of a specular signal 
component. In this section, we have confirmed the effectiveness of the above theory from 
the experimental viewpoint by applying it to the speckle pattern of clinical B-scan image 
actually utilized for diagnostic purpose. We have obtained experimental data by using a 
microdensitometer to scan film transparency images of ultrasound B-scans. The stepped 
gray scale included in the film image was calibrated in terms of decibel, which was set on 
the basis of the most gray scale corresponding to the weakest ultrasound echo magnitude. 
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Then, the speckle fluctuations in terms of photographic density was converted to 
fluctuation in ultrasound echo intensity. 

Figure 4 shows a comparison between a Laguerre series expansion type distribution(see 
Eq.(22)) and an experimentally sampled values for cumulative distribution. This results 
shows that the curve of Laguerre series expansion type distribution moves towards the 
experimentally sampled values with successive addition of the higher expansion terms. 
The curve of Laguerre series expansion type distribution almost converges with n= 15. 

In order to discuss superiority or inferiority among Rayleigh distribution , Rician 
distribution, Gamma distribution and Eq.(22) , first, their distribution parameters have to 
be previously estimated. A parameter m( =N/2) is directly obtained as m=TW from its 
definition by using an nominal bandwidth W with a center frequency 3.5MHz of input 
ultrasound pulse used and a time constant of T of square law detector. In this experiment, 
an estimate m=2 has been first obtained, and the other parameters have been estimated by 
use of method of moment as follows: · 

A) for Rayleigh distribution(m=l): 2cr~=<E>, B) for Rician distribution(m=l) B=<E>2-

<(E-<E>)2>, 2cr;::(<E>-B) , C) Laguerre series expansion type distribution(Eq.(22)): 

D)for Gamma type distribution(Eq.(24)) 

2o"o2( =s )= <E>/m . 
Figure 5 shows a comparison between experimentally sampled values and theoretically 
evaluated curves for the cumulative probability distribution. It is obvious that Rayleigh 
distribution, Rician distribution and Gamma distribution don't fit the experimental 
distribution at all. This reason seems to be as follows. Rayleigh distribution taking only 
sufficiently narrow frequency bandwidth into account and Gamma distribution taking 
frequency bandwidth W and a time constant T into account corresponds originally to a 

O Experimentally sampled 
point 

.§ Laguerre Expansion 
'5 Type Distribution 

:'§ degree of 
- approximation : 
-~ -- n=O 
Cl --- n=3 

--- n=6 

.0.5 
-·-- n=l5 

I 
. 

0.5 

o Experimentally sampled point 

Rayleigh Distribution 

Rician Distribution 

Gamma Distribution 

0.0 --------=----'----..1.----1 0.04iiiiiillllll!!llllliilllldlliBili~-L----L-----1 
_ 1.0 -0.5 0.0 0.5 1.0 _ 1.0 -0.5 0.0 0.5 1.0 

Log1o(R2/2cs0 
2) 

Fig.4 A comparison between the proposed Fig.5 A comparison between theoretically 
Laguerre expansion type distribution evaluated curves and experimentally 
(Eq.(22)) shown with the successive sampled points for cumulative distribution 
numbers ,n, of each expansion term. for speckle pattern of B-mode image. 
special case of pure diffuse scattering, often to a fully developed speckle pattern. Rician 
distribution results from the combination of a strong specular component and weak 
random components, but the input signal is assumed to have a sufficiently narrow 

402 



frequency bandwidth. On the other hand, with regard to the proposed Laguerre series 
expansion type distribution, the fitness is quite better than the other three type distribution 
expressions. This reason is that the effect of equipment and physical parameters, that is, a 
frequency bandwidth of input ultrasound pulse, a time constant of square law detector 
and the presence of specular scattering are explicitly reflected as distribution parameters. 

4.Conclusion 

In this paper, we have studied theoretically how the probability density function of the 
speckle image texture can be given in the more actual case with presence of a specular 
component with the perfect correlation among the scattered waves. Here, the occurrence 
mechanism of speckle image texture has been treated by introducing the functional model 
for the actual ultrasound diagnosis equipment system. From the above point of view, the 
unified probability density function for the intensity fluctuation of resultant waves of 
incoherent ultrasound random waves and specular type coherent ultrasound waves, after 
passing a square law detector, has been derived from the theoretical viewpoint by use of a 
characteristic function method of probability. It has been found that the present theory 
completely agrees with the well-known Rayleigh and Rician distribution expressions as 
two typically special cases. 

The main part of present research has been first focused on a new establishment of 
unified stochastic theory since it is at an early stage of study. So, there remain many 
kinds of problems on i)detecting some meaningful information for abnormal tissue buried 
under the speckle pattern, in connection with stochastic image processing, ii)finding the 
quantitative evaluation method for the studying tissue characterization , iii) taking the 
effect of frequency dependent attenuation character into account, iv) finding the method to 
detect only the effective signal by using not only the above static type imaging processing 
but also the dynamic type digital filter, and so on. 
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NARROW BAND ULTRASONIC DETECTOR FOR LEAKAGE INSPECTION 

Shao Zhi-Chang 
Institute of Acoustics, TongJi University, 
1239 Siping Road, Shanghai, 200092, China. 

ABSTRACT 

Leaks through the orifice in all kinds of pressure system usually create 
broad band noise covered the frequencies from 20 to 100 kHz. Thus the 
conventional ultrasonic detectors must have several kHz receiving bandwidth 
at about the 40 kHz centre frequency in order to avoid missing in checking 
leaks. But when the interference noise is high the leakages can not be 
detected properly by such detector. 

A new design with a narrow band receiving technique is presented in the 
paper. The experiment results have shown if the receiving band is reached 
to ± 150 Hz, the leak still can be well detected but the random 
interference noise be greatly reduced. It has been verified by inspecting 
the overhead telephone cables passing through the trees with rustle noise 
by the swaying of leaves. Owing to its high receiving sensitivity 
($ 0. 3 nbar at ~ S/N 6 db) it can be worked with many advantages in any 
kinds of leakage testing, such as a 0.1 mm diameter hole with 0.1 kg/cm2 of 
pressure can be detected at 2.5 to 3.0 meters away. This detector does not 
need any low noise components and special transducers, so that it is more 
suitable for manufacture. Besides, it can also be applied in other weak 
signal detection and localization such as inspecting the white ants etc. 
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1.0 INTRODUCTION 

Leaks in all kinds of pressure systea and sealed systea can be non­
destructively detected by the ultrasonic detector. It has been used 
in chemical industry, telephone comaunication, food industry and con­
struction work, etc. 

Conventional ultrasonic detector aust have a wide rece1v1ng bandwidth 
which co.vers a aain range of the leak noise frequencies in order to 
miss few leaks in practice, if any. But it can be easily effected by 

.the environaental interference noise. Soaetiaes while the interfer­
ence noise is serious the leakage can't be detected properly. 

A new ultrasonic detector with a narrow band receiving technique is 
presented in the paper. It not only notices the ■ain range of the 
leak noise frequencies but also ■ainly considers the variation of the 
leak noise intensity on its frequency range. The testing results have 
shown if the receiving bandwidth of the detector reaches to+/- 150 
Hz at the 40 KHz center frequency, the rando■ inter■ittent interfer­
ence noise can be reduced a lot but the leak.noise still be well rec­
ognized in practice. 

2.0 PRI.NCIPU OF LU.I DKTICTING 

Fig.1 sche■atically explains the principle of leak detecting as the 
gas or liquid passes through the orifice in all sorts of pressure 
syste■• It causes the turbulent flow to produce ultrasonic noise, 
usually the subsonic speed jet noise, which covers a broad band spec­
tru■ fro■ 20 KHz to 100 KHz, one of which is shown in Fig.2. It has 

Turbulent 

fit.1. Sclleutic diagru of producing 
leak noise in pressure systen. 

0 20 40 60 80 100 
Frequ~ncy .KH, . 

fif.2. Sche1atic ultrasonic sptctru1 
of typical gas leak. 

following features. The leak ultrasonic spectru■ shows a noticeable 
peak frequency and it can be esti■ated by the following for■ula. 

f = k v/d [Hz] ( 1. 1 ) 

Where f is the peak frequency; vis the flow speed on the leak noz­
zle, a/s; dis the diaaeter of the leak orifice,•; and k is the 
constant, which depends on Reynolds nuaber ( usually, k = 0.2 ). For 
exaaple, v = 200 a/s, d = 0.1 u, that f = 40 KHz. The flow speed v 
is direct proportion to the square root of the pressure difference of 
the pressure syste■ ( Pi - Po). Its leak trans■it sound power level 
Lw can also be approxi■ately esti■ated by the for■ula below when it 
belongs to subsonic speed jet noise. 
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Lw = - 45 + 10 lg S + 80 lg v [ d.13]' ( 1.2 ) 

Where the Sis .the area of the leak orifice, which is considered as 
a circular jet nozzle, 1111 ; v is also tl.e flow speed of the leak, a/s. 
Its error between .the calculating value and the experiment 111easure­
■ent value fs within+/- 5 dB. For above exa1111ple its Lw is: Lw = 84 
dB. The sound power W of the leak noise is a eight-power relationship 
with its flow velocity v when the Mach nu11ber ( M = v/c) is less 
than 2. That is, if the flow speed vis doubled, its sound power W 
will gain 256 ti■es or its sound power level Lw will gain 24 dB. On 
the other hand these hind of leak spectra are siailar to each• other 
and the different value of theirs octave sound level is less than 10 
dB within 6 octaves range. Finally, this sort of ultrasonic noise has 
obvious directivi½Y• It also depends on the Mach number. 

Thus lea.ks in pressure systea can produce continuous, stationary ul­
trasonic noise signals and its transmit sound power or sound power 
level is concerned with its flow speed. It can be, therefore, pin­
pointed by finding those leak ultrasonic noise signals. 

If it is an unpressured sealed syste■ , a ultrasonic generator is 
placed inside the syste■ in which tt transaits the s&11e ultrasonic 
frequency as the ultrasonic detector. The ultrasonic wave can be es­
caped or penetrated through the leak orifice to outside of the sealed 
syste■ and be picked up by the ultrasonic detector shown in Fig.3. 
The ultrasound trans■ission coefficient of a standard leak orifice is 
shown in Fig.4, and we can see at the 40 KHz to 50 KHz the transais­
sion coefficient is relatively s■all. Using this technique leaks as 
small as 0.02 u thickness of the standard orifice with 20 u length 
can be easily detected. 
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~ 6 '7 ~.,..o 
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·; 1.0 
00 a 
"' 30 pl 40 
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50 
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60 

fit.3. Sche11tic dia9ra1 of leak d1tecti119 
of ulll)ressurize systen. 

fif.4. Correlation bemen trans1ission coeffi­
cient and frequency for a orifice. · 

3.0 UL'flWJOIIIC I.KAI. DITIC'l'OR 

The block diagr&11 of a typical ultrasonic leak detector is shown in 
Fig.5. It can be worked by the battery and operated by one band. Its 
receiving transducer usually uses piezoelectric crystals which con­
vent the ultrasonic waves into electrical signals. Fro■ the transduc-

. er the saall output signal voltage passes to the preuaplifier then to 
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Transducer 
36 • HKHz 

Pre-up Band-pass 
filter 

Mixer 

Oscillator 

Audio 
amplifier 

Fig.S. Simplified block diagra1 of typical ultrasonic leak detector. 

Speaker 
circuit 

Meter 
circuit 

LED 
circuit 

the band-pass filter stage to li■it the other interference noise and 
reaches to about lpV resolving power liait. And then the aaplified 
signal will be heterodyned in the ■ixer stage with a 40KHz local os­
cillator and generated a beat frequency turned into the audible 
range. This can then be a11plified·further in the audio aaplifier 
stage to provide a suitable signal voltage for so■e indicator units 
such a.s the built-in loudspeaker ( or output to head.phone), LED or 
Meter indicator to displays the relative leak noise signal intensity. 
These audio frequency signals have distinct characteristics which al­
low the user to identify the different leak source. 

The bandwidth of the detector depends on the frequency range of the 
ultrasonic spectrua of the typical leaks which contain a noticeable 
coaponent at around 40 KHz so that conventional ultra.sonic detector 
and its transducer have a bandwidth+/- 4 KHz at 40 KHz center fre­
quency ( so■e detectors even have+/- 12 KHz) in order to avoid 
missing leaks in practice. In this case the detector has to be a 
special low noise stage in preaaplifier to allow detection of s111&ll 
or distant leaks that just above the noise level of the aaplification 
circuits, and its transducer also aust be specially designed to fit 
its bandwidth. Thus it is difficult and expensive for this kind of 
detector to design a.swell as lllllanufacture. But the 110st i11portant 
thing is that· this kind of bandwidth is still too wide to avoid the 
environaental interference noise in so■e ·sites. 

4. 0 lWmOW BOD UL'l'IWJOIIIC bi"tit,--rolt 

Could we use 110re narrow receiving band to liait the interference 
noise and obtain the sue leak detecting effect? Fro■ the leak noise 
spectru■, which is shown in Fig. 1, we also can see the variation of 
the leak noise intensity over the whole range· is little. So only a 
saall part of the leak noise frequt!ncies can be detected, the· leak­
age will still be pinpointed out in'practice. In different leak sits 
the aaplitudrdifferences of their spectra in certain frequency, such 
a.s 40 KHz, are little about 10 dB to 14 dB. If the receiving sensi­
tivity of the detector can be raised that dB value by the narrow band 
technique, the inspecting of the leaks also don't be aissed. When the 
bandwidth of the detector reaches to+/- 150 Rz, just about 1 / 25 
bandwidth of the conventional detector, it can get as 14 dB ( 5 tiaes 
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) high sensitivity as conventional detector in the same ratio of 
sign'al to noise. That is the narrow band detector can still obtain 
the saae effect in leak detecting. 

When the environmental interference noise is interaittent, the narrow 
band detector can greatly reduce that noise and obtain 110re advanced 
leak detecting effect •. It can be explained by the Fig.6 and Fig.7. 

(I) H( f )1 "C 
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!! 
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Fig.6 •. The interference noise output of 
the conventional band 1ode. 
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fig.7. The interference noise output of 

the narrow bafid 1ode. 

In Fig.6 and Fig.7 the H(f)l and H(f)2 is the frequency response 
function of the band-pass filter of the detector ( the filter upli­
tude characteristic), A(f) is the spectru■ of the input interference 
noise signal and A dBl and A dB2 is the output aapli tude of the inter­
ference noise with the filter. Because the output frequency spectru■ 
of the detector is B(f) = H(f)•A(f) and the filter asplitude charac­
teristic is H(f)2 <<· H(f)l, the output uplitude A dB2 is aore less 
than 1:a dBl. So the narrow band detector can greatly avoid the environ­
■ental interference noise. It can be designed out by using a 
narrow nQ•~n--n• filter instead of nor.al band-pass filter 
which shown in Fig.5. The sound receiving sensitivity of the 
row detector can reacbea to about 0.3 nbar, that is the 
voltage sensitivity is about 0.2µV ( S/N ~ 6 dB) without any spe­
cially low noise coaponenta. 

5. 0 COIICWSI OIi 

We co■pare the experiaent results with the narrow band detector and 
nor■al leak detector for inspecting the leakage of the overhead 
cables, which contain dry. air to prevent aoisture fro■ entering, at 
the ground aiaing the overhead cable. When the cable passes through 
the street trees, and the rustle interference noise, which is pro­
duced by the wind to sway the leaves, soaetil!les is serious, that the 
nor■al leak detector can't find out the leakage, but the narrow band 
detector still can do it well. Beside& in order to test the inspect­
ing effect of the narrow band detector a 0.11111 dia1111eter hole leak­
age with 0~1 kg/c■1 of pressure can be detected at 2.5-3.0 ■eters 
away. Thus it shows the leak detecting sensitivity of the narrow band 
detector is as the sue•as the nornl leak detector. This •kind of de­
te.ctor can fit any nor11al transducers and needn't use any specially 
low noise components so that it is 1110re suitable for 11anufacturs and 
sake the detector 1110re cheaply. 
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Nottingham University, Nottingham NG7 2RD, England 

*This research is currently earring out in the Ultrasonics Group, Department of 
Manufacturing Engineering and Operations Management, Nottingham University 
where the author is a PhD student from P. R. China. 

ABSTRACT 

The Transmission Line Matrix(TLM) method is used to simulate the sound field 
produced by ultrasonic transducer. It has the advantage of modelling both of 
physical process of transient wave propagation and wave characteristics in the near 
field of transducer. Numerical calculations for a few typical transducers have been 
made in order to test the accuracy of TLM method and to demonstrate its use. 
These results show that there is a good agreement with the analysis method. 

As a time-domain numerical method, it is proved that the TLM method is a 
potential tool for industrial and medical ultrasonics engineers. 
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1.0 INTRODUCTION 

. 
Transmission line matrix(TLM) modelling has become well established since its 
introduction in 1972 1, first as a technique for the investigation of electromagnetic 
wave propagation and later for other electronic and electrical problems. More 
recently, it has been applied to diffusion and heat propagation problems. 

The application of TLM to acoustics has been more limited, and it has been used 
very little for the modelling of the transient sound filed of ultrasonic transducer. 
The paper presented here is a part of author's research work whose aim is to 
expand TLM application area into modelling of transient near field of variety of 
ultrasonic transducers for both of industrial and medical usages. 

2.0 TLM METHOD 

TLM is a method which physically models wave propagation. It is thus ideally 
suited to simulating the passage of sound through a medium. The medium through 
which the waves propagate is modelled as a cartesian mesh of transmission lines. 
The electrical behaviour of such a network is well described and will not be 
repeated here for simplicity. 

2.1 Numerical Treatment. An exact numerical solution is then provided for the 
waves travelling on the transmission lines. This solution is designed to be easily 
implemented on a computer. When applying the technique to acoustics, the 
properties dealt with are velocity and either displacement or pressure. 

Concentrate our attentions into 2-D 
TLM method and consider a 
sound-impulse delta function of unit 
mag~itude introduced into terminal 1 
( 0V1

1 = 1 ) of the basic matrix 
element shown in figure l(a). The 
magnitude of the pressure impulse at 
the junction is 1/2. Pressure impulse 
( 1 yr 

0
, n = 1,2,3 and 4) of 1/2 will be 

launched into lines 2, 3 and 4, while 
a reflected pulse of -1/2 appears on 
line 1, as shown below in figure l(b). 

3 

(a) 

Figure 1 

3 

2 S 

Cb) 

These four impulse then become the incident pulses on the adjacent nodes in the 
network, and process is repeated. Briefly, there are main two parts of the process, 
one is known as scattering given in the equation below, 
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and another is known as connection given as follows 

k+ l y13( z ' X ) = k+ 1 yr l ( Z ' X+ 1 ) 

k+ 1 yi 4( z ' X ) = k+ 1 yr 2( z+ 1 ' X ) 

Here k is the number of iterations. 

(2) 

With the repeated operation of equations (1) and (2), sound-impulses will traverse 
the TLM mesh. 

2.2 Modelling of Transducers. Transducers are modelled quite simply in TLM. 
Transmitters are simulated by injecting a series of appropriate impulses into the 
nodes corresponding to the transmitter geometry. 

3.0 RESULTS 

In order to test the accuracy of our TLM program, a few typical 2-D models which 
have been solved theoretically were set up. 

3.1 The Plane Strip Aperture on Infinite baffle. The theoretical solution for the 
model in figure 2(a) could be found under cw assumption as follows 

Axial Distribution of pressure 

IP axis (z) I 
1 

= {2 Po [ c2 ( _a_ ) + s2 (_a_) ] 2 

/2Az /2Az 

Lateral Distribution of pressure 

IP(x1,z) I= (4) 

( 3) 

Poz ( [C( a+2x
1

) +C( a-2x
1
)] 2 + [S( a+2x

1
) +S( a-2x

1
)] 2 )-½ 

J2 (x12 +z2 ) /2Az /2Az /2Az /2Az 
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Here, C( ·) and S( ·) are the Fresnel integals, ).. the wavelength and D is the 
maximum linear dimension of the aperture. 

In the testing, the parameters are a = 14.25 mm, f = 500 kHz,).. = 0.686 mm and 
TLM mesh space/wavelength, i.e. Al/).. ~ 0.073 which should be less than 0.1 
according to TLM method. The results are shown in figures 2(b) - (d). 

Keep in mind that the equations (3) and (4) is just suitable on the condition 

z/a ~ 1.19 i.e. z ~ 17 mm 

Analysis indicate that the maximum relative errors is less than 5.5%. 

X 

a/ 2 

z 

0 

z-ortt<anc:• (mm) 

(a) (b) Axial Distribution 

' Q.$ 

" ,;: 

i " I ' ... ... ' a - ao mm x-e.onvn 

i o.• ' f o.• 
' ~ 

0.2 0.2 

D D 
Q • . . • Q • 

X(mm) x(mm) 

(c) Latarl Distrburion Z = 50 mm (d) Latral Distribution Z = 60 mm 

a = 14.25 mm f = 500 kHz 
Theoretical Values - TLM Values 

Figure 2 
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3.2 The Strip Aperture on Cylindrical Baffle. The theoretical solution in serial 
form could be obtained for the configuration as shown in figure 3, 

m=O 
m*O' 

H~2 l (kr) 

dH~2 l (ka) 

d(ka) 

Here, Hm <2>( • ) is the second type Hankel 
function and a the radius of cylinder. The 
parameters are given as a = 2.2 mm, 
f = 500 kHz, i-.. = 0.686 mm and ~l / i,.. = 0.04. 
Two different <po are tested, i.e. <po = 5.5° and 
<p O = 29° respectively. 

( 5) 

z 

a 291, 

y 

Figure 3 

The contour plots of the near fields are shown in figure 4 ( (a) for <po= 5.5° 
and (b) (f)o = 29° ) obtained by l0log I P / P max I with contour levels 
at 0,-1,-2, .. ,-20 dB. 
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Theoretical Solution 
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TLM Numerical Solution 

Figure 4(a) 'Po = 5.5° 
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Figure 4(b) <t>o = 29° 

Figure 5 and Figure 6 are the results at a serial output points. 
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The results indicate that in the most area the maximum relative errors could be 
under 5.5%, but in the sound shadow these could be up to 10% which might be 
caused by numerical erros. 

4.0 CONCLUSIONS 

The results have shown that the TLM method may be used to provide a numerical 
solution in the time domain for the transient near field of ultrasonic transducers. 
In addition, the TLM has a distinct advantage in terms of the simplicity and easy 
of implementation and expansion to 3-D, complex geometries and inhomogeneous 
medium problems, which make it to be a potential tool for industrial and medical 
ultrasonics engineers. 
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RECENT DEVELOPMENT OF UNDERWATER ACOUSTICS IN CHINA 

GUAN Dinghua 

Institute of Acoustics, Academia Sinica, Beijing, China 

ABSTRACT 

In this paper a brief introduction of development of under­
water acoustics in China was given. Great emphasis is given 
to the research of influence of sea bottom on propagation of 
sound in shallow water. Optimum frequency for shallow water 
in connection with some of our experiments was discussed. 
Remote sensing of sea bed sediments was developed by Chinese 
acousticians and has good application. For simplification of 
calculation, theory of average sound field was developed. In 
our theory the difficulty of divergence was overcome by the 
use of a generalized phase-integral approximation. Experi­
ments on long range reverberation were conducted in shallow 
water. By a new theory the coefficients of backscattering 
of very small grazing angles were extracted . Some experi­
ments on mode filtering in water tank and at sea were shown. 
High frequency internal wave and its influence on fluctua­
tion of sound was discussed. Transformation of rays and 
modes was discussed. 
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1.0 INTRODUCTION 

The coasts of China are bounded by very• wide continental 
shelf with shallow water. So great emphasis was paid on 
research of propagation of sound in shallow water by Chinese 
acousticians. In shallow water area sea bottom and 
temperature profile in water column play important role in 
propagation of sound. the aim of this paper is to review 
some of the most significant results achieved in China 
recently. 

2.0 OPTIMUM FREQUENCY FOR SHALLOW WATER. 

Sound propagation 1 oss .in sha 11 ow water depends on at te­
nua ti on in sea water and in sea bed sediments In the case 
of isovelocity, profile in high frequency range the propaga­
tion loss is mainly due to volumn attenuation in the water 
column and scattering loss at the rough boundaries and 
increases with increasing frequency. As frequency decreases 
loss due to these two mechanisms decreases monotonously, and 
more part of energy propagates in sea bottom, so attenuation 
loss in the sediments becomes the dominant loss mechanism. 
If the sea bed attenuation (in dB/m) decreases linearly with 
frequency, effect on propagation of sound in shallow water 
is an increasing of overall propagation loss as frequency 
decreases. These two mechanisms cause the existence of the 
so-called optimum frequency. (Jensen F.B. and Kuperman W.A.) 
conducted a numerical simulation study along with a compari­
son of theoretical and experimental results. They found that 
the optimum frequency was strongly dependent on water depth, 
had some dependence on the sound speed profile but was only 
weakly dependent upon bottom type. (Gershfeld D.A.) estab­
lished analytical relationship between environmental parame­
ters and optimum frequency. But it seems to us that optimum 
frequency does not always exist. Sea going measurements of 
propagation loss in several shallow water area off the 
Chinese coast have been conducted. We have never observed 
any apparent optimum frequency. Either there is no optimum 
frequency in these area, or the optimum frequency is much 
lower than predicted by the existing theories. Several 
possible explanation can be suggested for these phenomena. 

3.0 REMOTE SENSING OF SEA BED SEDIMENTS 

Several methods of remote sensing of sea-bed sediment by 
normally incident sound pulses and by propagation data were 
developed by us. To extract information 0£ surficial sea-bed 
sediment in small localized area relatively high frequency 
acoustic signals were used(Meng J.S. and Guan D.H.). Using 
normally incident sound pulses and measuring "tails" of 
reflected signals can give some estimation of attenuation of 
sound in sea-bed sediments. These waveforms can also be used 
for classification of sediments with rather high classifica­
tion rates(Meng J.S. and Guan D.H.). Zhou Zhiyu et al deve­
loped a method of estimation of thickness and porosity of 
the surface sediment layer by explosive pulses(Zhou Z.Y.). 

For prediction of propagation loss in shallow water it is 
necessary to know the averaged parameter of sea-bed sedi­
ments. As to simplify calculation for small grazing angles 
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linear relationship between bottom reflection loss and 
grazing angle has been widely used by many authors and many 
calculation conducted by our scientists ·was based on this 
assumption. Among them, vertical coherence method(Zhou 
Z.H.), suggest by Zhou gives the expression for vertical 
correlation coefficient between two hydrophones in homoge­
neous layer, from which bottom reflection loss at small 
grazing angles can be found easily. For a linear negative 
gradient sound speed profile the exponential decay of sound 
waves can be used for extraction of bottom reflection loss 
(Zhou J.X.). Spatial filtering(Lo E.C.) of normal modes can 
give the bottom reflection loss through amplitude ratio of 
higher modes to first mode. Dispersion analysis and attenua­
tion of the first mode can be used to calculate sea-bottom 
sound velocity and attenuation. 

Based on averaged sound field theory inverse method for 
calculating the bottom loss and scattering coefficient of 
sBa bottom are proposed. For lsovelocity water it is 
proved(Guan D.H.) that the angular dependence of bottom loss 
can be analytically transformed from transmission loss 
curves. 

4.0 AVERAGE SOUND FIELD 

The sound field in shallow water usually consists of a great 
number of rays or modes and forms a complicated interference 
structure in space which often could not be observed or does 
not coincide with calculated one. In order to simplify 
calculation many authors studied the average field in shal­
low water. 

In a paper (Brekhovskikh L.M.) began to investigate the 
transmission loss in homogeneous shallow water by using the 
normal mode theory. He obtained the well known 3/2 power 
law. Later on some authors <Smith P.W., Brekhovskikh L.M.) 
studied the average field in inhomogeneous shallow water, 
and got the integral expression of the average intensity by 
use of ray and normal mode method respectively. However, 
their integral expressions possess the property of divergen­
ce, that is, the average intensity becomes infinity when the 
receiver depth equals to the source depth. Chinese acousti­
cian (Zhang R.H.) suggested smooth averaged field method by 
use of a generalized phase-integral approximation to over­
come this difficulty. 

Average sound field method is widely used to calculate 
propagation loss, noise field and reverberation and always 
gives good result. Especially simple and clear result can be 
achieved for isovelocity cases and in the cases, where 
bottom loss can be expressed as linearly dependent to gra­
zing angle at small grazing angles. Small personnel computer 
can be used for prediction of averaged sound field instead 
of large computer, when normal-mode program is used. 

5.0 LONG RANGE REVERBERATION 

Reverberation in the sea is formed mainly from scattering 
from sea surface and sea bed. The basic theoretical frame of 
reverberation in deep water has been established quite well 
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for a long time. The backscattering strength uf the sea bed 
has also been reported by a number of investigators. In deep 
water, the path from source to bottom and back to receiver 
are simple, and the grazing angle of incident sound and 
sound scattered back from the bottom is readily determined 
from the ray diagram. In shallow water, however, the matter 
is not so simple. The problem is that the mutipath transmis­
sion in shallow wave guide and multi-angle scattering at the 
bottom must be taken into account. Long range reverberation 
can be calculated by angular power spectrum (averaged flux) 
method(Zhou J.X.). By using this model the reverberation 
derived backscattering strength for frequency band of 0.8-
4.0 KHz and grazing angle of 2 -10 was achieved. These data 
well join the data from deep sea measurement. 

6.0 MODE FILTERING 

When sound propagates in shallow wat~r over long distance 
there are only several modes which decide characteristics of 
sound field. Recently mode filtering becomes an important 
approach for research of multipath field in shallow water. 
Some experiments were conducted in model tanks(Wang ~-> and 
others at sea. In these experiments vertical array of recei­
vers and eigenfunction weighting network are used. From 
output of weighting eigenfunction network signals of several 
modes can be separated. These experiments show that fluctua­
tion of each normal mode is much less than that of total 
field. We can see that the fluctuation of total field is 
mainly due to interference of modes(Clay C.S.). Sea bottom 
parameters such as bottom loss at different grazing angles 
can be extracted from sea experiments of mode filtering. 

7.0 INFLUENCE OF INTERNAL WAVES ON TRANSMISSION OF SOUND 

Internal waves exist when density of sea water varies with 
depth. Internal· waves have horizontal scales of 100m to 10 
km, with vertical scale of 1 to 100m. Time scales go from l 
minute to 15 hours. The characteristics of internal waves 
depend on vertical density profile of sea water. In shallow 
water many interesting phenomena in propagation of sound are 
induced by internal waves. Study of internal waves :and 
fluctuation of sound was conducted in shallow water of 
Yellow Sea for many years(Wang D.Z.). In this region in 
summer time there is very strong and sharp thermocline, 
where the temperature change in vertical distance of several 
meters is as large as 10 C. Vaisala frequency of this region 
is 1 1/min. the highest reported. 

Several chains of thermisters were fixed in the sea for 
measurement of internal waves. Analyses of results show that 
the internal wave spectrum decreases with increasing fre­
quency as -2.5 power of frequency. This spectrum lies 
between -2 power curve of G-M spectrum and -3 power curve of 
Brekhovskikh's spectrum. In vertical direction internal 
waves have multimode structure. The propagation direction of 
internal waves is toward the shore~ In its activity there 
are relatively active period and relatively passive per~ods. 

Internal 
tuation 

waves are one of the reasons ~hich cause 
of sound. Measurements in shallow water show 
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the active and passive periods of fluctuation of sound 
signals coincides with that of internal waves. Phase fluc­
tuation of sound occurs mainly in the period of fading of 
sound signals. Spectrum of sound phase fluctuation decreases 
wUh increasing frequency in the power of -2 to -3, similar 
to that of internal wave intensity spectrum. Spectrum of 
amplitude fluctuation of sound decreases with increasing 
frequency in the power of -1 to -1.5. In the frequency band 
between 1 and 12 minutes there are peaks of amplitude fluc­
tuation. In the active period of internal waves amplitude 
fluctuation up to 20 dB at very low frequency has been 
observed. Such kind of strong fluctuation would give serious 
interference on the work of underwater sound systems. 

8.0 ABNORMAL ATTENUATION OF SOUND 

At some region of shallow water in Yellow Sea in the summer 
time there are very strong and sharp thermocline and inter~ 
nal waves and abnormal attenuation of sound propagation loss 
at frequency range between 300 Hz and 1200 Hz had been 
observed. In order to explain such a strange phenomenon, 
Zhou et al made continuous observation over a four year 
period at August at same area and have found that there are 
very large deviations in frequency response of sound trans­
mission loss for different directions and time. For seven 
different directions we get different transmission loss 
frequency response curves, between them there is 30 dB 
deviation at some frequencies. At the experiment site the 
sea bed is flat. The sediments along different tracks are 
similar and we didn't find any evidence of fish shoal. The 
real cause of this abnormal phenomenon is not clear yet. 
Since it always occurs at summer time when there are sharp 
thermocline and internal waves, quite possible, this pheno­
menon may be caused by moving internal wave pakets. 

9.0 MODES AND RAYS 

In the theoretical studies of wave propagation, there are 
two well known representations of the field, mainly mode 
representation and ray representation. Each representation 
has advantages and disadvantages in different cases. ·Each 
member of each representation possesses a different degree 
of information concentration for describing the field. The 
different representations of the same field must have some 
interrelations. Some ,.ray" effects of the modes were studies 
by Tolstoy and Weston. Recently the "ray,. effects produced 
by the constructive intererence of adjacent modes were inve­
stigated by Tindle and Guthrie. The Poisson summation formu­
la for modes and images for homogeneous plane layer with 
perfectly reflecting boundaries was proved by Pekeris. The 
Poisson summation formula for the asymptotic representations 
of modes and rays was established by Batorsky and Felsen. By 
introducing the general function of the mode and the genera­
lized ray, a strict Fourier transformation between rays and 
modes was proved (Gao T.F.) in the case when the branch-cut 
does not appear. And in a later paper(Gao T.F.) the effect 
of the branch-cut on the transformation between modes and 
rays was discussed. 
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CALIBRATION OF A LARGE PASSIVE S~IPBOARD SONAR ARRAY USING A BOTTOM 
MOUNTED ACOUSTIC BEACON 

Jan P. Holland 
Penn State University 
APPLIED RESEARCH LABORATORY 
P. 0. Box 30 
State College, PA 16804 

ABSTRACT 

A technique has been developed for the Naval Air 
Development Center that can be used to calibrate shipboard 
hydrophones. The technique can utilize an acoustic transmission 
reflected off the ocean bottom or pulses from an acoustic beacon 
located near the ocean bottom as a calibration source. This paper 
describes the derivation of the technique as well as an exam~le of 
che use of acoustic signals to calibrate a 144 element shipboard 
passive array. Also shown are examples of the calibration 
accuracies as a function of the portion of the acoustic pulse 
utilized for the calibration for both SASS acoustic returns and the 
bottom mounted acoustic beacon. 
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1.0 INTRODUCTION 

This paper describes a technique that was developed for the Naval 
Air Development Center, Warminster, PA, that can be used to 
calculate the receive hydrophone sensitivity and relative phase 
characteristics for individual hydrophones mounted in a large 
shipboard passive array operating at sea. Initially, the technique 
was designed to use a bottom mounted acoustic beacon pulse for a 
rough system check-out for the SONARRAY Sonar System (SASS) 
installations on new construction ships. The acoustic beacon was 
not ready for deployment when some SASS bottom return data became 
available, so the bottom return data received at the sonar were used 
to determine the accuracy that could be obtained without the 
acoustic beacon. Later, when acoustic beacon data became available, 
the technique was used again to calibrate the 144 element receiving 
array on the USNS Maury. The results of both analyses are reported 
here along with some guide lines that can be used to obtain the most 
accurate calibration results. 

2.0 SASS SYSTEM AND ACOUSTIC BEACON DESCRIPTION 

SASS is a bottom protiling system and has a receiving array that is 
mounted athwartships about 60 m aft of the bow and· is approximately 
9.1 min length. The receive hydrophone array consists of 144 line 
hydrophones that are 52 cm long and are spaced 1/2 wavelength apart 
on centers. The receive array is covered by a streamlined dome 
fairing. The active transmitting array is approximately 9.1 min 
length and is mounted along the center line of the ship about l 
meter astern of the SASS receiving array. The transmitting array is 
used to generate a fan beam athwartships. 

SASS is a digital system that can obtain quadrature data samples 
simultaneously for all 144 hydrophones for 1000 sample times 
utilizing SASS's 3 ms sample rate. One SASS ping, or three 100 
millisecond acoustic beacon pulses with a 1 second repetition rate 
could be stored and saved for later analysis. The SASS system 
operates at a frequency of 12 kHz and was using a receive system 
bandwidth of approximately 150 Hz. The acoustic beacon was located 
off the Florida coast in approximately 4755 meters of water and its 
source transducer was located approximately 9.1 meters above the 
bottom. 

3.0 CORRECTIONS TO THE ACOUSTIC DATA 

The technique described here corrects the receive signal out of each 
receive hydrophone for the wavefront curvature, ship's rqll, and 
steering angle of the receive array at the time the pulse is 
received. After the individual hydrophone pulse data has been 
corrected for these effects, the hydfophone signal is then used to 
determine the response of each individual hydrophone in the receive 
array. In general, the absolute hydrophone sensitivity can be 
determined if a calibrated omni-directional hydrophone is located 
inside the sonar dome. SASS has two omni-directional calibrated 
hydrophones that are located outboard of the SASS array inside the 
SASS dome. Therefore, this type of calibration can include the 
effect of the baffle material, etc. in the sonar dome on the 
hydrophone receive sensitivity. 

The phase correction from hydrophone to hydrophone for ship's roll 
and steering angle to the acoustic beacon at the time of reception 
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of the acoustic pulse can be calculated by: 

~ 180 x sine (9 - e roll ) . error steer 
where 

' ~ error' 8 steer' and 8 roll are in degrees. 

The steering angle correction must be used if data fairly far into 
the acoustic bottom return pulse are used or data from the acoustic 
beacon are used. Also a bottom slope correction must be included 
for the active SASS pulse case. 

The second type of phase correction accounts for the wavefront 
curvature of the acoustic bottom reflected wave or the beacon pulse 
received at the hydrophone array, and can be calculated from the 
simple equation: 

360 { 
<Perror = -A.-

where 
A is the wavelength in meters, Dis the water depth in meters 

(twice the water depth for the SASS pulse), and esteer is the 
steering angle in degrees from the array to the beacon on the bottom 
(relative to vertical). N varies from 1 to 72 and corresponds to 
port or starboard hydrophone No. 1 to 72 (hydrophone No. 1 is 
located at a distance of A/4 from the center line of the ship and 
hydrophone No. 72 is outboard). This phase correction is symmetric 
about the centerline of the array and is assumed to be minimum for 
the center elements (port and starboard hydrophone No. 1) and 
maximum for port and starboard element No. 72 for computational 
ease. The phase error.is added to the steering and roll angle 
corrections to calculate an equivalent constant phase wavefront at 
the SASS hydrophone array face. Wavefront curvature corrections are 
small for deep water, for example, an acoustic beacon depth of 5000 
meters gives a hydrophone phase correction of approximately 6° 
maximum across the face of the array. 

4.0 ACOUSTIC BEACON DATA ANALYSIS 

The stored data from the acoustic beacon were obtained by quadrature 
sampling the preamp output for SASS, so the data includes all 
variations in the system electronics as well as variations due to 
the hydrophone response, sonar dome effects, etc. 

The magnitude of the data recorded on Starboard Hydrophone No. 72 
(outboard array element) as a function of sample number is shown in 
Figure 1. Three acoustic beacon pulses can be seen with amplitudes 
of about 86 dB, since the total time window is three seconds. The 
noise level at this time was about a magnitude of 55 dB, so the 
signal-to-noise ratio was about 30 dB for the data sets. Only two 
valid sets of data (called data set 2 and 3) like the one shown in 
Figure 1 were available for analysis, and each contained three 
beacon pulses. The beacon was located within 2.7° of directly under 
the receiving array and the maximum ships roll was about three 
fourths of a degree. The first data samples were located on the 
leading edges of the acoustic pulses, the second samples were 
located near the leading edges of the pulses, and the third set of 
samples analyzed for each ping were located near the ends of the 
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pulses. The first two sample times were picked to try and avoid any 
multipath problems from signals reflected off th~ ocean bottom. The 
sample times near the ends of the pulses were examined to see if the 
calibration accuracy was dependent on the position of the data 
samples in the pulse. 
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Figure 1. Acoustic Beacon Output on Starboard 
Set ilas a Function of Sample Number 

Hydrophone No. 72 (Data 

A typical plot of the hydrophone magnitude and phase angle versus 
receive hydrophone number (position in the array) for an acoustic 
beacon pulse is shown in Figure 2 for.sample number 480 from data 
set three. The roll angle was 0.41° and the steering angle to the 
acoustic beacon was -0.8° at the time sample 480 was taken as shown 
in Table I. Similar plots were run for the other six pings examined 
from the acoustic beacon data. The standard deviation of the 
magnitude and the phase across all 144 hydrophones as a function of 
sample number for these six pulses are shown in Table I. 
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The data from data set number 3 gave the best results with a 
standard deviation on the order of three fourths pf a dB in 
magnitude and a phase standard deviation of about 5°. The phase 
correction (8steer - 8rolll was smaller for data set 3 than it was for 
data set 2. Whether or not this is the reason for the lower 
standard deviations for data set 3 cannot be positively determined 
without additional data.. It should be noted that these standard 
deviations include all the variations in acoustic propagation from 
the beacon to the sonar dome, variations in the transmission 
characteristics through the sonar dome, variations in the transducer 
characteristics, i.e., sensitivity and phase, as well as variations 
in the system electronics through the preamps and the analog to 
digital converter in the SASS system. 

TABLE I. MAGNITUDE AND PHASE STANDARD DEVIATIONS 

Sample 
Number 

149 
159 
179 
482 
491 
512 
817 
823 
847 

137 
146 
167 
470** 
480 
500 
804 
818* 
834 

Pulse 
Number 

1 
1 
1 
2 
2 
2 
3 
3 
3 

4 
4 
4 
5 
5 
5 
6 
6 
6 

* Data Overloaded 

Data Set 2 

Magnitude 
dB 

1. 33 
1. 33 
1. 36 
1. 87 
1. 37 
1. 37 
1. 35 
1. 35 
l. 73 

Phase 
Degrees 

10.5 
10.7 
11.1 

9.6 
9.7 

10.1 
9.8 

10.1 
12.6 

Data Set 3 

0.83 
0.76 
0. 82 
2.40 
0.79 
0. 77 
0. 77 
0.75 
0. 77 

4.8 
5.6 
5.7 

48.5 
5.3 
5.5 
5.1 
5.4 
6.2 

** Noise ahead of the pulse 

Steering 
Angle 

Degrees 

2.04 
2.04 
2.04 
2.335 
2.330 
2.330 
2.67 
2.68 
2.68 

-0.812 
-0.802 
-0.800 
-0.817 
-0.802 
-0.80 
-0.730 
-0. 718 
-0.73 

Roll 
Angle 

Degrees 

0.07 
0.07 
0.08 
0.20 
0.20 
0.21 
0.37 
0.38 
0.39 

0.41 
0.41 
0.41 
0.41 
0.41 
0.41 
0.44 
0.45 
0.45 

The computed magnitude and phase standard deviations appeared to be 
relatively constant along the pulse indicating no interference from 
bottom or surface reflections. 

The hydrophone channel magnitudes were not adjusted to obtain the 
hydrophone receive sensitivities because data were not collected on 
either of the two omni-directional hydrophones located in the sonar 
dome. The hydrophone channel gains and phase characteristics can be 
obtained by using a SASS system calibration signal that can be 
injected at the hydrophone outputs. Had this data been acquired, 
actual hydrophone receive sensitivities and phase characteristics 
could have beer. calculated. 
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5.0 SASS ACOUSTIC PING ANALYSIS 

Two SASS active pings obtained in 2140 meters of water off the 
Florida coast were available for analysis, these were SASS ping 12 
~nd ping 13. Ping 12 was selected for analysis and is shown in 
Figure 3. The SASS digital record contained 1000 time samples or a 
three second time window for all 144 hydrophones. The acoustic 
bottom return starts at sample number 977 and reaches a maximum by 
sample number 984. The amplitude across all 144 hydrophones for 
sample number 984 is shown at the top of Figure 4. 
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Figure 3. Time History for SASS Ping 12. (Port Hydrophone No. 36) 

The cyclic amplitude variations for sample number 984 were probably 
caused by constructive and destructive interference of the returns 
from different areas illuminated on the ocean bottom by the ms 
SASS pulse. 

The only time that a single spot is illuminated on the bottom is at 
the very leading edge of the acoustic pulse when the surface of the 
ocean bottom nearest the hydrophone array is illuminated. 
Therefore, it was decided to examine the magnitude and phase 
characteristics for samples approaching the leading edge of the 
pulse. The cyclic nature of the hydrophone output magnitude became 
less and less predominant as the leading edge of the pulse was 
approached. At sample number- 977 (the leading edge of the pulse), 
the magnitude was almost constant and showed only a part of a cycle 
of variation as shown at the bottom of Figure 4. The lower 
magnitudes observed near the starboard end of the hydrophone array 
may be caused by the fact that the ship roll or a bottom slope 
induced a time delay in each of the simultaneous bottom reflected 
data samples so that the acoustic bottom return is actually sampled 
at slightly different points along the leading edge of the pulse 
(the pulse rise time was about two samples or six milliseconds). No 
information on the bottom slope or type was available for the SASS 
ping 12 data. 

The standard deviation of the 144 hydrophone outputs decreased from 
6.7 dB to 4.1 dB as the sample number decreased from 984 to 977 as 

428 



shown in Table II. The lower standard deviation of 1.8 dB for 
sample number 980 was caused by clipping in some of the data at that 
time. Part of the standard deviation is due to the fact that the 
transducer channel responses were not identical prior to 
installation in SASS. Previous free field hydrophone calibrations 
have shown a standard deviation of 0.4 dB and 3 degrees in 
hydrophone receive sensitivity magnitude and phase respectively. 
Also, the leading edge data becomes more susceptible to noise 
c9ntamination because the magnitude is lowest at the leading edge of 
the pulse. 
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Figure 4. SASS Hydrophone/Preamp Output Magnitude for Ping 12 as a 
Function of Hydrophone and Sample Number 

The cyclic hydrophone phase angle for sample number 984 shown at the 
top of Figure 5 is indicative of some deg-ree of roll, steering 
angle, or bottom slope since there are approximately five Oto 360 
degree phase transitions or a phase shift of about 1800 degrees 
across the array. This would correspond to a combined roll plus 
bottom slope plus steering angle of about 4 degrees, i.e., 5 A 
across a 72 A array. The variability in the phase improved as the 
leading edge of the pulse was approached as shown at the·bottom of 
Figure 5. The phase variation across the array for sample number 
977 is very small. Note that there is some error in the ships roll 
correction or a bottom slope as evidenced by the slight slope in the 
phase angle as a function of hydrophone position. The standard 
deviation of the hydrophone phase data is shown at the right side of 
Table II and is a minimum of 13 degrees at the leading edge of the 
pulse, i.e., sample number 977 and increases as samples further into 
the acoustic bottom return are examined (57 degrees at sample time 
980). If the residual slope of the phase across the hydrophone 
array had been compensated for by doing a least squares fit to the 
data and subtracting out the residual slope, the standard deviation 
would be less than the 13 degrees shown (such an error could be 
introduced by a roll angle error or bottom slope of about 0.1 
degree). 
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TABLE II 

SASS HYDROPHONE/PREAMP MEAN AND STANDARD DEVIATION DATA 

AS A FUNCTION OF SAMPLE NUMBER FOR PING 12 

Sample Magnitude Relative Phase Angle 
Number in dB in Degrees 

Mean Standard Deviation Mean Standard Deviation 

776* 37.0 6.0 
777 54.0 4.1 
778 77 .8 3.5 
779 87.8 3.8 
780 91. 5 1.8** 
784 85.5 6.7 

* Noise.ahead of pulse 
** Some data clipped 

40.4 
-86.4 
-77 .5 
-52.7 
-9.6 
*** 

*** Influenced by steering angle so not meaningful 
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The best calibration data obtained for the ping 12 data gives a 
magnitude standard deviation of 4 dB and a phase'standard deviation 
of 13 degrees. This includes the free field hydrophone calibration 
variability of 0.4 dB and 3 degrees for the magnitude and phase 
standard deviations respectively. When using this type of a 
calibration, leading edge pulse data for a flat non-sloping bottom 
measured in a low sea state (no ship roll) should produce the best 
results. Averaging data over many pings should also help reduce the 
magnitude and phase variance. Since only 2 pings were available for 
analysis, the potential gain due to averaging could not be 
determined. 

6.0 CONCLUSIONS 

A receive hydrophone calibration technique has been developed that 
is suitable for use for large passive shipboard arrays. Results of 
tests with a bottom mounted acoustic beacon as an acoustic source 
have produced data with a magnitude standard deviation of 0.75 dB 
and a phase standard deviation of about 5° for the 144 hydrophones 
calibrated based on the data from 3 beacon pulses (the free field 
hydrophone sensitivity variability was 0.4 dB and 3 degrees). These 
variations also include propagation anomalies, sonar dome effects, 
preamp, and analog to digital converter anomalies. The calibration 
accuracy is not dependent on the position of the data sample in the 
pulse for the acoustic beacon data. 

Some variability in calibration accuracy was noted for the different 
times/data sets examined. It appeared that the data set with the 
smallest steering minus roll angle gave the best test results. 

The best results of tests utilizing a single SASS acoustic bottom 
return as a calibration source have produced data with a magnitude 
standard deviation of 4 dB and a phase standard deviation of 13 
degrees. Data from the leading edge of the acoustic pulse yields 
the best calibration accuracy. The best conditions for calibrating 
the array when using a SASS active ping are a non-sloping flat 
bottom and low sea-states so that minimum ship roll will result. 
Averaging data from many pings should reduce the variance when using 
SASS pulses for calibration. 
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ABSTRACT 

The determination of the acoustic properties of marine sediments 
is important in the field of underwater acoustics. We previously 
proposed a new method of determining the sound velocity and the 
attenuation constant of sediments, by ■easuring the resonant 
characteristics of a piezoe1ectric transducer which is placed at the 
top-end of an acoustic tube vertically inserted into the sediment. 
In the present paper, we describe in situ ■easuring syste■ for an 
open acoustic-tube ■ethod, and show the ■easured results. The length 
of the acoustic-tube is about half wave length. We devise and 
fabricate a small-sized transducer with low resonant frequency, that 
is, bimorph type piston transducer. Its resonant frequency is 3.2kHz. 
We use pulse response method for measuring the admittance of the : 
transducer. The results show that the measured values of the sound 
velocity relatively agrees with the measured values of sediment 
samples at 90kHz by pulse transmitting method, and the measured values 
of the attenuation constant also relatively agrees with the modified 
values at 3.5kHz fro■ the measured values at 90kHz. 
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1. 0 INTRODUCTION 
Determination of the acoustic properties of marine sediment is 

important in the field of underwater acoustics. We previously 
proposed a new method of determining the sound velocity and the 
attenuation constant of sediments by measuring the resonant frequency 
and the motional admittance at resonance of a piezoelectric transducer 
placed at the top end of an acoustic-tube inserted vertically into the 
sediment (Kimura M. and Shimizu H.,1986,1989). And we showed the 
usefullness of the method by laboratory experiments (Kimura M. and 
Shimizu H.,1989,1990). 

The present paper describes a measuring system developed to apply 
this method to in situ measurements, and the experimental results. 

2.0 PRINCIPLE AND PROCEDURE OF MEASUREMENT 
As shown in Fig.l(a), a cylindrical tube, whose inner radius is 

a, is inserted into a sediment so that the radiation surface of a 
piezoelectric transducer placed at the top-end of the tube touches the 
sediment. Assuming that the plane sound wave travels in the tube, the 
equivalent circuit of this system is given approximately as shown in 
Fig.2. In this circuit, 

L, C, R, C0 · equivalent circuit parameters of the transducer 1n 
the vicinity of the resonant frequency, 

Z0t · acoustic characteristic impedance of the sediment in 
the tube, 

r tC= at+jkt) propagation constant of the sediment in the tube, 
at · attenuation constant of the sediment in the tube, 
kt (= wlct) phase constant of the sediment in the tube, 
Ct · sound velocity in the tube, 
l length of the sediment in the tube, 
Zr (= Rr+jXr) · radiation impedance viewed from the tube-end, 
Za acoustic load impedance of the transducer, 
Ym · motional admittance of the transducer. 

In order to obtain sufficiently accurate measurements, the following 
experimental conditions have to be satisfied: (1) kta=0.2-0.5,(2)wr 
~ w 0 ( w r: resonant angu I a r frequency of the I oaded transducer, w 0 = 
1 I/IC), and (3) atl<0.1. Considering these conditions, the 
acoustic load impedance Za is approximately expressed as 

1 + cos {2Ckt L + q)} 
s in { 2( kt L + q)} 

1 + cos {2(kt l + q)} ' 
(1) 

where, 

1 loge 
,/1- 2(Rr0~- Xr 0 ~) + CRr0 2 + Xr 0 2 

)
2 

} (2) p = 
2 

{ 
(1- Rr 0 ) 2 + Xr0 2 ' 

1 tan- 1 ( 2Xr0 
) ' (3) q 

2 1- Rr 02 
- Xr 0 2 
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At w 
zero, that is 

wr, the imaginary part of 1./Ym is equal to 

sin {2Cktrl + q)} 
1 + cos {2Cktrl + q)} = 0 ' 

where, ktr =wr!Ct, Q is the quality factor of the unloaded 
transducer. The real part of 1/Ym at w = Wr is equal to the 
resonant resistance Rr of the loaded transducer, that is, 

1 + cos {2Cktrl + q)} = Rr . 

(4) 

(5) 

By numerically solving Eq.(4) using the ·measured values of w 0 ,wr, R, 
Q, and Z0 t, the value of ktrl + q can be obtained. From this value 
and q calculated substituting the measured values of Rr, Xr, and Z0 t 

into Eq.(3), the sound velocity in the tube Ct, can be obtained as 

To obtain the sound velocity in free space c, from the decreased 
velocity in the tube Ct, we use Kuhl's equation (Kuhl V.W.,1953). 

(6) 

The attenuation constant in the tube at, can be expressed from 
Eq.(5) as 

1 
at =-l- ( {1 + cos(2Cktrl + q))} - p ) • (7) 

By substituting ktr and the measured values of R, Rt, Z0 t, p, q into 
Eq.(7), at can be obtained. 

The radiation impedance ZrC=Rr + jXr) and the acoustic 
characteristic impedance 20 can be obtained by measuring the acoustic 
load impedance of the transducer settled as shown in Fig.l(b), at the 
fundamental resonant frequency and at such a high frequency as to 
satisfy the condition of kta>3, respectively. 

3.0 TRANSDUCER AND AN OPEN ACOUSTIC-TUBE 
In order to make in situ measurements at a low frequency below 

several kHz, a smal I-sized transducer with a low resonant frequency 
was needed. We therefore devised and fabricated a bimorph type piston 
transducer which met these requirements, as shown in Fig.3. In this 
transducer, an additional mass was joined to the center of a bimorph 
type transducer, and an end surface of an additional mass almost 
vibrated I ike a piston. The diameter of radiation surface was 40 mm. 
This transducer was fixed with a stainless steel tube, whose thickness 
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and inner diameter were 8 mm and 41 mm, respectively. Unloaded 
resonant frequency of this transducer was about 3.2kHz. The acoustic 
tube was also a stainless steel tube of the sam~ thickness and inner 
diameter, and its length was about a half wave length. The end of the 
tube was tapered with an angle of 15 degrees to be inserted easily 
into sediment. Acoustic tube are shown in Fig.4. Fig.4(a) rs 
correspond to Fig.l(a), and Fig.4(b) to Fig.l(b). From now on, we 
cal I the former long tube, and the latter short tube. 

4.0 PULSE RESPONSE METHOD (Kimura M.,1989) 
Fig.5(a) shows the principle of pulse response method for 

measuring resonant characteristics of transducer. In Fig.5(a), pulse 
voltage v(t) appl)ed to the electric term1·al of transducer and 
motional current im(t) flowing into transducer were sampled 
respectively, then each discrete spectrum V(k), lm(k) (k=l,2,---,N,N: 
sampling number in FFT) were obtained. Next, the ratio of each 
spectrum I Im Ck) I/ I V(k) I , that is, the absolute values of motional 
admittance were obtained. As these values were discrete values shown 
in Fig.5(b), we could not obtain the exact resonant frequency f 0 , 

resonant resistanse R, and quality factor Q(=f0 /(f 2 -f 1 )). So first 
we obtained a smooth curve passed near these data points by least 
squares approximation method. Next, from this curve, we could get the 
exact values of these paremeters. 

Input and output waveforms and their asmpl itude spectra of 
unloaded bimorph type piston transducer are shown in Fig.6. Input 
waveform to the transducer was AC pulse with one period, its pulth 
width was 260 µs. The motional admittance of the transducer was 
detected by the differential method using current probe. Sampling 
i nterva I used in FFT was 40 µ s, and samp Ii ng number was 4096. 

5.0 IN SITU MEASUREMENTS 
In situ measurements were done at Shimizu port (its depth is 15.-.... 

20 m) using small vessel of Tokai University from October to December 
1990. Size of the measuring frame for acoustic-tube was 0.7m(length), 
0.7(width), 0.3m(hight). And two acoustic-tubes (long tube and short 
tube) and piezoelectric transducer for measuring acoustic 
characteristics were installed in the lower part of the frame. The 
measuring frame was taken down to the sea bottom by a wire. Then long 
tube protruded from the frame was inserted into the sediment. 
Vibrating surfaces of transducers in the long tube, short tube, and 
piezoelectirc transducer touched the sediment. Signal cable of 
transducer was taken down along the wire. Besides, to investigate the 
inserted condition of the tube, we installed VTR set in the frame. We 
got the sediment sample using Smith McIntyre bottom sampler at the 
same location. We show measured values of density, porosity, and mean 
diameter in Table 1. 

To investigate the usefullness of an open acoustic-tube.method, 
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we first measured sound velocity in sea water. We show the 
experimental results in Table 2. In Table 2, c is the measured value 
at about 2m upper the sea bottom. And cM is the calculated value 
using Medwin's equation (Medwin H.,1975) from the measured values of 
temperature, salinity and depth. The results show that the measured 
values of the sound velocity almost agrees with the calculated values. 
Measured values of sound velocity and attenuation constant of 
sediments are shown in Table 3 and Table 4, respsctively. In Table 3, 
C90 is the value of sound velocity obtained at 90kHz by pulse 
transmitting method. The results show that the measured values of the 
sound velocity relatively agrees with the measured values at 90kHz. 
In Table 4, a90 is the value obtained at 90kHz by pulse transmitting 
method. And a 3. s is the modified va I ues at 3. 5kHz obtained from the 
measured values at 90kHz, assuming that the attenuation constant of 
marine sediment is proportional to 0.7 power of frequency(Kimura M. 
et al .,1990). a also relatively agrees with a3_ 5 • 

6.0 CONCLUSION 
We describe a measuring system developed to apply an open 

acoutic-tube method to in situ measurements of acoustic properties of 
marine sediments, and show the experimental results at Shimizu port. 

From now, we wit I make many in situ experiments, and accumulate 
those data. 
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Fig.1 Configuration for measuring 
(a)sound velocity and attenuation 
constant, (b)radiation impedance 
and acoustic characteristic 
impedance. 
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Fig.6 \Javeforms(a) and amplitude spectra (b) of bimorph type 
piston transducer. 

Table 1 Measured values of density, 
porosity and mean diameter. Table 2 Measured values of sound 

velocities for sea water. 
month day St.No. fJ f3 dm 

(kg/m 3 ) ( 11 m) month day St .No. c(m/s) Cn(m/s) 

IO 25 1 1.68Xl03 0.60 77 10 25 l 1550 1530 
2 1. 71 0.59 83 2 1540 1530 
3 1. 71 0.58 91 3 1540 1530 

26 1.68 0.59 83 26 1 1540 1530 

11 24 1 1. 70 0.61 76 11 24 1 1510 1520 
26 1 1. 66 0.65 75 26 1 1500 1520 

2 1. 62 0.68 77 2 1500 1520 

12 13 l 1.66 0.62 74 12 13 l 1520 1510 
2 1. 68 0.62 76 2 1510 1510 
3 l. 66 0.59 81 3 1510 1510 

Table 4 Measured values of attenuation 
Table 3 Measured values of sound cons tan ts for- marine sediment. 

velocities for marine sediments. 
month day St.No. a a se a 3. s 

month day St.No. c(m/s) Cse(m/s) (dB/m) (dB/m) (dB/m) 

10 25 1 1590 1620 10 25 1 4.8 39 4.0 
2 1630 1650 2 3.2 32 3.3 
3 1640 1650 3 2.9 33 3.4 

26 1640 1620 26 3.6 40 4. 1 

11 24 1 1580 1600 1 1 24 1 4 .4 41 4.2 
26 1 1620 1600 26 1 3.8 38 3.9 

2 1620 1630 2 3.8 32 3.3 

12 13 1 1620 1620 12 13 3.9 4 l 4.2 
2 1620 1620 2 3.6 39 4.0 
3 1630 1620 3 3.5 30 3. 1 
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ABSTRACT 

The noise levels measured at two different depths in shallow water where the .. 
ship traffic noise are prevalent show a higher level on the lower depth at 
frequencies less than 100 Hz. The seasonal change in noise level depends on the 
propagation condition. The spectra shape is very close to the one previously 
reported by Urick(1986) for the area of high shipping density. 
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1.0 INTRODUCTI°' 

The sources of shallow-water noise are known to be highly variable in time since 
the noise background is a mixture of shipping noise, wind noise and biological 
noise(Urick, 1986). In particular, if the measurement site is located close to 
busy harbors the dominant noise source wi 11 be ship traffic so that greater 
variability and higher noise levels can be expected(Perrone and King,1975). 
However, only a rough indication has been given of the levels at offshore 
coastal locations where the ship traffic noise is prevalent. It has been assumed 
that locally generated noise such as a nearby ship traffic does not show depth 
effect on the noise level in shallow water except low frequency shipping noise 
originating at a distance(Ross,1976). 

On the other hand, if the water mass undergoes seasonal change that results in a 
different sound velocity profile, propagation condition may affect the depth 
dependence of the noise level(Piggott,1964). 

In order to verify the depth dependence of noise levels and to identify the 
causes, the noise measurements were made at a fixed site which is about 15 miles 
offshore in the Korea Strait. The noise samples were taken hourly for 30 minutes 
over 48 hours in every other month. 

Two omni-directional hydrophones located at lOlll and 70ill depth respectively were 
moored from the ship at 100m depth of water. Wind and current speeds were also 
observed over the same period. The number of ships within the area of 12 mile 
radius was recorded from the ship's radar. 

2.0 DATA SELOCTIOO 

Among the data set collected every other month over one year period, data from 
the months of May and November were selected since they represented typical 
propagation conditions in terms of the sound velocity profile. Also, they 
reflect the period of stable wind speed and about the same number of ships 
within the area of 12 mile radius. 

Fig.1 shows the temperature profiles across the strait which were taken at the 
time of the noise measurement. Station Fl is located very close to the busy 
harbor and the measurement site is close to the station F3. In May the water was 
rather weakly stratified compared to the one of November in which a strong 
thermocline was formed at two different depths, one near the bottom and another 
near the surface. Propagation effects due to these temperature profiles will be 

discussed later. In order to minimize the tidal effect that includes a strong 
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Fig.1. Vertical temperature distributions across the Strait ln May(a) 
and November(b). 

tidal current of speed of 1 knot, the time of observation was selected around 
1600 hour(local time) which \I/as very close to the high tide. The number of ships 
was also considered at· the saae time to have si11llar background noise. The 

average nUll:,·.·r··• of ships during the period of measurement turned out to be about 
five. t 

r 
\ ,I~" 

3.0 AMBIENT-NOISE SPB::TRA 
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Fig.2. Representative ambient-noise spectra in 
Hay for the indicated hydrophone depths 
( 1-Hz frequency resolution, 30-ain 
integration time). 
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Flg.3. Representative ambient-noise spectra in 
November for the indicated hydrophone 
depths(l-Hz frequency resolution, 30-min 
integration time). 

Fig. 2-3 show the a■bient-noise spectra averaged ov~r 30-■in period at two 
different depths (10 and 70 11eters) for~ and November in 25 Hz-10 kHz band. 

FI'OIII both figures it is clearly seen that at frequencies less than 100 Hz 
the noise-levels measured by the 70.--hydrophone are dominant over the 
noise-levels at 10■- hydrophone. At frequencies greater than 100 Hz, the 
noise-levels at 10■-hydrophone are higher than those measured at 70m except at 
the tonal frequencies. The average wind speed for both May and Nove■ber was 
4-knot over its entire observed period, therefore locally generated wind noise 
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did not contribute much to explain the difference. The difference in 
noise-levels exists between May and November for the upper and the IO\ller 
hydrophones. In May the levels are higher at frequencies less than 200 Hz but 
they become lower than November for frequencies between 200 Hz and 5 kHz. The 
slope of the spectrum at frequencies greater than 200 Hz appears to be 
independent of depth and season and averages -?dB/octave. 
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Flg.4, Aroblent-nolse spectra ln lilly for the 
lndlcated hydrophone depths for l01Jer 
fl"Cquencles {2.5-1000 llz, 1-llz frequency 
resolution nnd 30-min integration time). 

Flg.5. Ambient-noise spectra in November for the 
indicated hydrophone depths for lOw"er 
frequencies { 2,5-1000 llz, 1-llz frequency . 
resolution nnd 30-m1n integration time). 

Since the do■inant noise sources are ship traffic, spectl"WII levels for frequency 
band of 2. 5 - 1000 Hz are shown in Figs 4-5. The tonal co■ponents clearly 
indicate that the spectl"WII levels are do■inated by the local ship-traffic noise 
that gives the m.aximu■ of the spectra a aore peaked appearance near 20 - 30 Hz 

band. This type of spectru■ was presented as an idealized a■bient noise spectrum 
(Urick, 1986) due to shipping and present spectl"WII corresponds to the case of 
heavy shipping. The 1110St unusual aspect of ship traffic noise in this area is 
that the noise levels at the lower hydrophone always exceed the levels of upper 
hydrophone. For two different size of ships, 50 ton fishing vessel and 20000 ton 
cargo ship, the radiated noise spectra(Fig. 6-7) also show the higher levels at 
the lower hydrophone with the aaxi111a at 20 Hz indicating that the effects of 
ship size on the spectl"WII level are not significant at al 1. 

~ 

;_ 110 
:::. 105 -1oa 

- 100 

• 95 
' 

CD 

~ 
90 
85 
80 

J 
75 w :, 
70 w 

J 

C 
65 
60 ::, 

a 
55 ,.. 

u 
50 w 

a. I 10 100 1000 
"' rR£OIJ£NC'I' CHz J 

Fig.6. Radiated noise spectra for 2qoooton cargo 
ship measured at 2mlle range for the 
indicated hydrophone depths{l-Hz frequency 
resolution, 1 -min integration time). 
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It is interesting to note that when the ship is located at short range the depth 
. variation of spectrum levels are different from the figures 4-5 at frequencies 
greater than 50 Hz. The difference implies that high frequency noise which is 
greater than SO Hz may be influenced by range and bottom absorption while 
propagation. 

R.'SGE ( km ) 

(a) ' , 
I,, 

Flg.9. Range-depth dlstr~butlon of the propagation loss in November for two frequencies. 
50Hz(a) and 300Hz(b), for source at 7m. The dotted line indicates the position 
of hydrophone. 

Fig. 8-9 present the p~~ation loss. calculated . based on the obseryed sound 
velocity profiles for 50, and 300 Hz using IFD(Lee and McDaniel,1988). : 

The sources are assumed to be located at zero range which is shallow coastal 
area and the hydrophones are located around 15 kll - range at which the 
propagation loss of 50 Hz at the lower hydrophone depth appears to be equal or 
less than that of upper one. However, it is quite clear for 300 Hz in that the 
propagation loss is greater at the lower depth. This explains the differences in 
levels presented in the figs 2-3. 

As seen in Fig.8-9 the propagation condition seems to affect the depth 
dependence in such a way that a negative gradient in the sound velocity profiles 
causes the sound wave refracted and interacted with bottom. Presence of the 
thermoc.line in November actually increases the grazing angles at the bottom 
causing more propagation loss near the bottom(Fig. 9(b)). Also the shift of 
maximum spectrum level toward lower frequency in May(Fig.4-5) is suggested as a 
resul~ of different propagation condition. However, the cutoff frequency, which 
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is between 9-10 Hz does not seem to influence the spectral changes. 
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Fig.10. Time variations of ambient-noise spectra for 14-frequencies 
(tonals) in May for lOm(a) and 70m(b) hydrophone depths. 

Fig.11. Time variations of ambient-moise spectra for 14-frequencies 
(tonals) in November for lOm(a) and 70m(b) hydrophone depths 

The time variability of ship traffic noise has been known to be dependent on the 
number of tones, or lines, occuring in the bandwidth of the analyzer. For 
14-lines, or 14 f:-equencies, one-minute averaged spectrum has been plotted over 
30-min period(Fig.10-11). The spectra levels of 14-lines seem to be quite steady 
especially on the lower hydrophone in May, but in November it fluctuates very 
much over the same period of time. As presented before(Fig. 6-7) the spectra 
shape is independent of ship size and the number of ships observed is same 
during the period of measurement in May and November. 

Therefore, this variability may be due to the difference in tonal frequencies as 
well · as the horizontal directionality of noise sources that has not been 
measured. The propagation condition or different propagation path of noise is 
another factor that could influence the variability. 
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4.0 SUMMARY 

It has been shown that the noise levels measured by shallow and deep hydrophones 
in shallow water where the ship traffic noise is prevalent are strongly 
depth-dependent at frequencies less than 100 Hz. 

The depth dependency of noise level is such that the levels are always higher on 
the deeper hydrophone. Seasonal changes in noise level show that at frequencies 
greater than 200 Hz it becomes significantly pronounced at the lower hydrophone. 
The depth variation of noise levels has been explained in terms of propagation 
conditions. 

It was also shown that the spectra shape is very close to the one presented by 
Urick(1986) for high shipping density. The time variability of spectrum seems to 
be dependent upon the directionality of noise sources and it was remarkably 
steady in May. Tides. wind and long-term variability have not been considered, 
however. it may not change the average spectra shape that is caused by the ship 
traffic noise. 
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waves by a T junction in piecewise-continuous plate 
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ABSTRACT 

A finite element numerical model is presented which simulates vibrations in and around structural 
discontinuities in visco-elastic materials excited by a sinusoidal pressure wave or pulse generated 
by noisy machinery. Vibration mode transfer processes at corners of a T shaped structural element 
are investigated and as an example of the versatility of the technique, an example of radiation of 
sound from such a structure into water loading the T is presented. 

2 INTRODUCTION 

A primitive finite difference model is developed which is able to simulate the vibration and acoustic 
response of an inhomogeneous,piecewise continuous, visco-elastic material structure to an incident 
pressure wave. The model simulates a limited degree of macroscopic distortion, ur to thirty 
percent strain, and traces the passage of a pressure or vibration pulse, or sinusoidal wave, through 
a multilayer, structural T intersection. The T may be loaded with a fluid. A typical cross-section 
of the structural T intersection modelled is shown in Figure 1. The model simulates the convers~on 
of dilatational waves into flexural and shear waves at the corners of the T intersection and the 
sound radiated by such a T intersection into the surrounding fluid . A detailed understanding 
of these wave conversion processes is important for the design of sound absorbing structures and 
understanding underwater radiation properties of ship structures. 

3 MODEL 

The propagation of a pressure or stress wave through a compressible medium is described by the 
laws of conservation of mass and momentum and the equation of state which relates the pressure 
or stress in the medium to the strain and its material properties [2]. The behavior of a relatively 
weakly-perturbed system can be solved by numerical methods using the Lagrangian technique [3]. 
This technique is particula.rly suited to calculations where discontinuities in physical properties 
occur. 

3.1 Conservation of Mass 

The law of conservation of mass for a compressible medium can be expressed in mathematical form 
in a frame of reference which moves with the fluid, the Lagrangian frame, and is 

dp --·- = -p'iJ. V 
dt 

(1) 

where pis the mass density and vis the local velocity of the fluid. The discrete numerical represen­
tation of the Lagrangian approach defines cells of material whose corners, and hence boundaries, 
move with the local fluid velocity. The present study considers three dimensional (x, Y, z) space to 
examine details of shear and normal stresses in the three orthogonal directions. In this system the 
indices i, j, k indicate cell position counters in the x, y and z directions respectively. Considering 
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,for example, motion in the x direction, the position of a cell corner at time t + 8t, xi1t1 is related 
to its previous position xifk by 

(2) 

where the superscript n indicates a particular instant of time via the relationship t = nt5t, and 
the velocity variation over the interval 8t is represented by an average.Corresponding expressions 
can be derived for the y and z coordinates of the cell corner. 

In the time interval n-1 ton, the density variation of the cell designated ijk which is bounded 
by the corner indices ijk , i + ljk , i + lj + lk , i + lj + lk + 1 , ij + lk , ij + lk + 1 , ijk + I , 
i + ljk + l , is using a vector cross product notation, given by 

n n-1 {I c· (a X b) I -1- If• (d Xe) l}n-l 

Pijk = Pijk {I c· (ax b) I+ If. (dx e) I}" (3) 

where a, b, c, d, e and fare the vectors of the side of the cell shown in Figure 3, and where for 
example a is the vector linking :z:, y, z lijk and x, y, z li+ljk• 

3.2 Conservation of Momentum and Equation of State 

T he law of conservation of momentum may be expressed [4] in terms of stresses O-ij an·d velocity 
components v; along the axes of cartesian coordinates in tensor notation [5] as 

(4) 

The velocities of the cell comers,derived from Equation 4 may be expressed in the discrete 
form of Equation 2 where the spatial derivatives of the stresses are averaged over the centers of 
neighbouring cells and the density at the comers are also obtained from the average density of the 
cells adjacent to the cell corner under consideration. 

These are for v;iik 

?ot ~ er!'. - o-!'. n+ 1/2 _ n-1/2 f-- - I: lJimo lJi- lmo V• - V• - -...,-.---...,-.-------,-----
t;jk lijk '-'' • "'J . )'k " . . X:: - X!: 

L.Jl=i-1 L_,,rt=J-1 L.Jo=k-1 Pc1110 (over11.r.1.yhbo1tTt1Lgcdlcr:.nter&) 1 n,rn t'l--171~() 

(5) 

Where the summation signs for the tensors may be omitted under the summation convention 
for tensors (11]. The XI:ik is the the position tensor component of the center of the cell designated 
ijk at the time increment n.The above system of equations is complemented by the equation of 
state of the material, which links the strain 1: experienced by the fluid to the stresses imposed on 
it. The strain tensor is related to the displacements in the first order non-linear approximation, 
the Green-Lagrangian strain tensor (G], by 

(G) 

where u;,j represents differentiation of tensor u; with respect to the displacement tensor Xj. In­
corporation of this non-linear strain into Equation 8 enables the Hookean-Kelvin stress-strain con­
stitutive equation to accurately model material responses for strain values up to 30%, and enables 
the present model to simulate the propagation of non-destructive shock through inhomegeneous 
structures. 

The direct and symmetric strains at the cell centers of the numerical scheme used here are 
related to the displacements at the cell corners by 

1 
+-

2 
(7) 

where the displacement u!' = a;!' - x9 . The displacements at all cell corners are calculated 
lijk 10k lijk 

by integrating the velocities at the corners via Equation 2 . 
The equation of state can be written for an orthogonal coordinate system as (5], 

(8) 

The parameter Em71Ji;j represents the sum of the orthogonal strains; ,\ and µ are known as Lame's 
constants and µ is also called the modulus of rigidity and measures the resistance of the substance 
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to distortions. These constants a.re related to Young's modulus E and Poisson's ratio v by ,\ = 
vE cl E 

(l+v)(l-2v) an J1, = 2(l+v) · 
The simplest general linear relationship between a change in stress and associated strain which 

gives a representation of the elastic behaviour of many materials, including meta.ls , under normal 
conditions of temperature and pressures, and also describes damping of vibrations by internal 
friction can be written in tensor notation as 

(9) 

where t0 ,t1 and t2 are characteristic relaxation times of the material and describe the complex 
nature of the elastic moduli in the time domain used commonly in steady state impedance formu­
lations . 

The internal friction causes a phase delay in the transmission of steady sinusoidal signals 
through the material which can be expressed as a loss-tangent, tan li , which is related to the 
relaxation times and the frequency w of the signal by tan O,\ = -i:i.~'...~:;~ and tan 61, = ¥-lt~~f,;-

The angle li measures the lag of strain behind stress and is known as the loss angle of the 
material and provides a measure of the internal damping of stress waves [4] . The magnitudes of 
t0 , t 1 and t2 of materials commonly used in acoustic structures vary with frequency and no simple 
formular exists which relates the loss tangent to the the frequency and the characteristic times. 
Such materials can also readily be characterized by the simpler Kelvin-Voigt model (4], where the 
relaxation times t 1 and t 2 in Equation 9 are a function of frequency and t 0 = 0 . 

The above system of equations provide a complete description of the response of a material to 
an acoustical or vibrational excitation. 

3.3 Spectral Analysis 

The interpretation of simulation of structural vibrations with the model of Equation 1 to Equation 9 
may be facilitated by examining the corresponding wave equations and their spectral relations. The 
wave equations describing the propagation of vibrations through materials which a.re characterized 
by the constitutive law ,or equation of state, Equation 9 can be expressed for dilatation, 0, and 
torsion, 1i', as 

(10) 

(11) 

where 0 = 0 + v0 · bi and \JI = 1i1 + vW · lii and result from the linearized form of the Green­
Lagrangian strain. The term bi is an increment of the position vector of the spatial location 
(x,y,z). In this approximation, the density pat position (x,y,z) and time tis related to the 
initial, unperturbed density from the law of conservation of mass by p ~ p0 (1-0+02 ), to second 
order in 0. The < µ,· > represents the average value ofµ,* over a. small volume of computational 
cell and can be justified by the integral form of the divergence theorem. The terms Q0 and Q,;, 
link the dilatational waves and torsional waves at structural and material inhomogeneities and can 
be expressed as 

(12) 

and 

(13) 

The spectra.I analysis may be carried readily if the oscillating part of the 0 and W is represented 
in complex notation by expi(k • i - wt), where k is the wavenumber and w is the angular frequency 
of the wave motion. 

In this notation, the spectrum form of Equation 10 and Equation 11 may be written a.s the 
quadratic expression ak 2 - ibk - c = 0. The spectrum relation for the wavenumber is then in terms 
of material properties and angular frequency is given by 

✓4ac + b2 b 
k(w)=±---+i-

2a 2a 
(14) 
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The coefficients for the spectrum form of the wave equation for the dilatational wave ,Equa­
tion 10, are given by 

and 

and 

'iJ p • 
ao =Aw+ 2 < µ >w +(2'7 [Aw+ < µ >w] + 'il < µ >w - -)k · OX 

p 

be = [ 2 'v (Aw+ < µ > w) + 'il < µ > w - ( Aw + 2 < µ > w) :p] · k + 

['v 2 (Aw+ < µ >w)- 'iJ: · 'il(Aw+ < µ >w)] 

Ce = pw 2 + 'il 2(Aw+ < µ >w) - 'iJ p · 'il(Aw+ < J.L >w) 
p 

• - r 
where k denotes unit vector of k. I · · 

The coefficients of the spectrum form of the torsion wave equation are similarlyf given by 
;, 

O,,p =µw ',J1 t 

and 

b,i, = [· . Vp] • . X · 'il µw - µw X · p k · X 

and 
c,i, = pw2 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

Here the Lame operators have conv!!rted in frequency space to the complex parameters Aw = 
,\(1 + 'ZW (.617 - .B>.]) and µw = µ(1 + 'ZW [J3u - ,81,]). 

Inspection of the exponential presentation of the dilatation and torsion waves shows that the 
waves are travelling waves when f is real and are progressively dampened with distance from their 
point of generation as exp -i?. · x when veck is complex and i represents the imaginary component 
off. Equation 14 has at least one complex root for f when material properties are inhomogeneous 
and b ;;/= 0 even when plastic and viscoelastic effects are negligible. Thus travelling waves are may 
be dampened when they are scattered in inhomogeneous materials or interact with surfaces of a 
structure. Torsional waves in rods have their b,i, = 0 and are propagated without damping as is of 
course observed experimentally. Discontinuities in a structure may act as re-radiators of dampened 
waves and transform dampened waves into travelling waves. Waves whose frequencies and direction 
oL :;ropagation relative to material interfaces make b2 ~ 4ac are completely dampened and do 
not propagate. 

4 CALCULATIONS/RESULTS 

The model above was programmed to simulate the acoustic and vibrational response of a T shaped 
structure. 

A typical unit cell of computation, centered on a T junction is shown in Figure 1 by dashes. 
The simulation was set up to consider two cases, a: the acoustic structure was assumed to be a 
repi:tition of the unit cells extending to infinity in the y and z direction as indicated in Figure 1, 
or b: the T junction was assumed to be in an infinite plate. The infinite plate boundaries are 
simulated in the model by introducing absorbing boundary conditions at the edges of the unit cell 
. Tests indicated that the amplitudes of displacements computed were accurate to within half of 
one percent. This figure was considered good for the spatial grid used and the complexity of the 
calculations involved [10]. 

The sinusoidal excitation was inserted through the velocity term of Equation 5 into the unit 
cell of computation at the left hand edge and the spatially decaying nature of the wave generated is 
shown in Figure 2. The reflections of the dilatational component from the upper and lower surface 
of the structure form, in accordance with Equation 14, an evanesc:.nt and a travelling wave and 
the overall wave decays with distance from the source. The travelling wave refracts into the T as 
shown in Figure 3. The change in the acoustic impedance of the structu re at the junction of the 
T causes a small wave to be reflected which is visible in the small hump in the envelope shown in 
Figure 2. The transmitted wave is shown in Figure 4. The versatility of the model is illustrated 
by the computation of the transmission of a vibration generated in the stem of a T section into 
water loading the upper part of the T, see Figure 5. 
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5 CONCLUSION 

A numerical model has been developed which is able to compute the transmission, reflection and 
refraction of a vibrational wave across a T shaped structure and the transmission of a vibration 
into water loading the T. ' 
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and launched in :z: direction shown. 
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ABSTRACT in target recognition the length of targets is usually regarded aa 

an ideally basic characteristic which is used in claHificator design.The princi­
ple and method for the radius length estimation at underwater targetl!I are dH· 

cribed in this paper. Firstly the mathematical model of underwater target echo 

is formulated and the reflection coefficient seqence is solved by . 
deconvolution. Based on these the radius length of targets is estimated. Then 
these estimation methods of target radius length are dis'cussed.The better ORI 

of them is adaptive least square lattice(LSL) deconvolution:lt can be used to 
find the maximum duration between the peaks of target weight sequence and 
then to estimate the target radius length. Finally some computer simulation re• 

&Ults are g.iwm. which show the effectiveness for the proposed methods. 
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l. INTRODUCTION 

Target recognition techniques widely used in the areas of industry and many 

sciences.The extraction of futures is the key to solve recognition problems.Although -a 

few of methods are presented.the procedures of them related with the applications. It 

is necessary to determine the efficient tutuers and its extraction methods according to 

the characteristics of practical problems.Target length is an obvious physical futuer 

and the estimation of it is able to give an important hint to target recognition in many 

cases[3]. 

The samoles to be recognized are a waveform or·a set of waveforms in many practical 

problems. These waveforms of target echoes or target radiation signals contain the 

target information. For example. the electrocardiogram waveforms include the infor• 

mation which tells us that the function of oatient hart is normal or not.The extended 

waveforms of target echoes contain the information of target radious length . Becauu 

the measured data are Vl:!TY long. the transformation or compression is needed to ob• 

min the essential futures. Ootimal classificator can basically process a variety of origi­

nal waveforms and compliment the target recognition.Optimal detector is used to ex­

tract the target future before the classificator because it is useful to make the recogni­

tion easier[4][5]. 

l=-or actual underwater targets, their scatter characteristics are described by many scatt• 

ter elements or some strong discrete regions(i.e. bright-points) which are random 

diatributed in the distances and directions[6J.The delay between the waveforms of 

two bright points includes the information of target length .The target weight function 

or the target weight sequence is used to represent the random model of bright-points 

for the target scatter characteriatica.Then target weight sequence can be founded by 

uaing adaptive lattice filter, high- reaolution direction-of-arrival( DOA) 

estimation.and so on [7)[8][9).Baaed on these the estimation of target radiu1 length 

°' efficient target reflection length can be obtained.If more futures of target weight 

111quence are further extracted and future vectors to be cla111ified which are the input 

of I designed target clanificator are formed. target cla111ification and recognition can 

be well conducted according to a deci1lon rule. 

l. TARGET ECHO 

The echo in the observation olace is a 'random function. It is related to many 

undeterminiatic factors.What will be diacuued below is the simplified description of 

the echo characteristics. 

2.1 THE RANDOM BRIGHT-POINT MODEL OF TARGET SCATTER 

Rayleigh formulated the scatter strength of a small unresonance ball as 
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T= -I 
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(1) 

where I is scatter wave strength.I is incident wave strenth and a is the radius of , ' 
ball.k equals 2 1t I A which is the wavenumber of sound in medium.I represents the 

elasticity ratio between the ball and medium and g is to be the density ratio of the ball 

to medium .0 denotes the angle between incident wave and scatter wave. For the stat• 

ic and hard ball in consideration of l> >land g > > 1 ,Eg.( 1) becomes 

2 • 1 1 2 
T =- a (ka) [- - - cosO] (2) 

3 2. 

For backward scattering,0= x.Then target strength ind Bis given by 
6 

TS• lOlg [(1082);-) 
A. 

Eq.(2) shows that the scatter procesaes poHeH the geometric mirror reflection prop­

erty when ka > > 1. The greater ka is. the stronger· the backward scattering will 

be.From Eq.(3). TS increases along·with the increasment of a/ A.Due to the com• 

plexity of real target construction and the variation of target posture the target back• 

ward scattering is regarded as the reflection of the random distributed bright-point 

model. 

2.2 TARGET ECHO MODEL 

The targe,:s and channels are referred to a linear time-variant filter.Assume that th• 

weight function of two-way transmiuion channel is h 
1 

(t) :1r h 
2 
(t).which represent, 

tt,e target weight function of target reflection characteristics h(t) .The impulse re• 

aponse of emiuion aignal f(t) which paned through two-way transmi11ion channel 

i1 called·aub-wave s(t) .So 

s(t) ... f(t) * h 
1 

(t) * h 
1 

(t). 

Then the echo procea1e1 are 

r(t) - s(t) * h (t) (4) 

ln discrete form 
L 

r(k) ... L s(k - i)h (i) (S) 
lal 

Eg.(6) means that r(k) ia the summation of a(k) which delays in i (i= 1,2.··•.L) unite 

and then weighted by the target weight sequence h(i) . It can also be described H 

mat the echo in measured place ill composed of L element echoea reflected from dif. 

ferent points. h( i) is a random process in which the high amplitudes represent the 

target bright-points. 

For the convenience of discussion, suppose that h ( t) is the multiplication of station•• 

ry Gaussian oroceu g( t) and bright..: ooint weight function w(t). 

h(t) =g(t)w(t) (6) 
where w(t) is a random distributed finite impulse sequence. 
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In comouter simulation we assume that w( t) is the finite impulse sequence which 

orobability distribution function is known. The typical weight function is show in 

Fig.1.Three peaks A.B.C are corresponding to the three bright-points.The amplitude 

·value of the oeak represents the strength of the bright-point and the width of the 

peak represents the range of the bright-point area.The maximum duration among the 

peaks can be used to estimate the radius length of target. The position of 

bright-ooints is determined by the delay of bright-point echo to the emission 

signal.Deleting the effect of channal11 for convariance and considering noise interfer­

ence N(t) and reverberation interference R(t). Eg. ( 6) becomes 

r(t) - f(t} * g (t)w(t) + N (t} + R (t) 

Based on this the simulation of target echo can. be conducted. 

3.0 ESTIMATION OF TARGET RADIUS LENGTH 

(7) 

The echoes contain the information of underwater targets. The useful information ex• 

tracted from them can be used to target detection.direction finding and classification. 

Some methods to estimate the target radiu1 length are di1cuned below. 

3.1 THE WIDTH OF OBSERVED ECHOES 

The key to determine the width of observed echoes is to correctly find the begin­

ning and terminal of the echo wavefomi1.When noise and signal with noise all are 

Gaussian distributed .one method to determine the echo width is given a, 

-follows:Firstly to select the _data window length M to make the window contain all 

pouible echo data and M is greater than the- maximum width of echoes.Then to de­

mrmine the beginning index nb and terminal index n., of echo which maximize [3] 

(8) 

where frk}is the sample sequence within the data window M and variable l 

• n., - 11
6 

+ 1 which is regarded as the echo length. I: represents the summation 
lt 

of data within the dat1 window exceot assumed echo data .The range of 

tummation i11 M-1. We change n b and n., in succession and then compute r ( • ) 
in which all po11ible combinadon of data within the d1ta window should b11 

included.When n. - n
11 

+ lis leuthan the width of emiHion pulse -rthe computation 

will be stopped.Baud on the estimation iwhich maximizes SNR.we can find the~,­

get radiua length 

1 ... 
L • - (I - -r)c 

2 
(9) 

where c is velocity of sound.Thia method needs to compute the mean and variance 

for a great number of data combinations and to com1:um1 all the redults.So the comou-
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tation is vary large. In addition it is also reauired to determine the time when the echo 

appears and the possible maximum width of echo delay. • 

3.2 FOURIER TRANFORM 

Assume that emission signal f(t) is a short pulse.The weight sequence h
8
(i)(i:::::: 1 .2.··· 

.N).which represents the reflection of N target bright-points.is an approximate con­

stant.We can emit another long pulse with the carrier frequency f which is used to 
l 

f 

measure the carrier frequency f 
2 

of echo.Doppler coefficient D • f .!f SN R is high the 
1 

reflection wave of moving target for the short pulse f(t) is given by 

(10) 

where", is the delay of em iasion signal caused by the ith reflection point.The Fourier 

transform of r(t) becomes 

R(w)• r• I:.h
8

(i)J(Dt-'C
1
)exp(- j a,t)dt 

-m , .. 1 

I N 'f 

• F (a,) E II 
8 
(i}u p( - j cu~ ) 

l•I 
I 

where F (co) - (1 / D)F{o:J I D),which is the Fourier transform off(Dt). 

(11) 

When R(m) ia divided by the spectrum of emission wave f(Dt) in which time index t ii 

aealed by D,we write 

R (CD) .;. 'CI 
H (pf) rm-,- - ~ It 

8 
(t)u p(- j OJD) 

F (pf) ,., 
(12) 

Then the in verse Fourier transform of H (cu) b 

(13) 

Clearly,h(t)l1 the compreased discrete impulH sequence of target bright-points.That 

the maximum duration between the puks of sequence multiplicatea D ia just the d• 

1111v of reflection wave. from which the eatimation of target radius length can be founflt. 

For the static targets.or the targets which radius velocity relative to the length 

mimator ia approximately :zero,D ... 1. Simulation results ahow that the performance 

ofthia method is deteriorated in low SNR. 

3.3 ADAPTIVE LEAST SQUARE LATTICE(LSL) DECONVOLUTION 

Using lattice filter theory the recursive algorithm of one step linear prediction error fil• 

ter ia 

(14a) 
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J.,, (/c) :a J.,, _ 1 (k} + k • b • _ 1 (k - I) 

b m (k) - b m _ 1 (k - 1) + km f m _ 1 (k) 

Lbm_ 1 {k- l)fm_l{k) 
• 

(14b) 

(14c) 

(14d} 

where r(k) is the input. tm (k) denotes the mth order one step forward linear predic­

tion error.which is the least square estimation of target weight sequence h(k) when 

the emission waves( k) is minimum phaae.bm(k)is the mth order one steo backward 

linear prediction error and km denotes the partial correlation coefficient.Recursive 

algorithm (14) for one step linear prediction error lattice filter is illustrated in Fig.2. 

When r( k) is the in'out signal. we can find f (k). i.e. target weight seauence estima-
m 

lion h(k). successfully both in order and in time.Prediction error output f (k) com,. 
m 

sponds to filtering the reflection wave r(k) by using the inverse filter factors.It means 

that r(k) is the re.suit of deconvolution. 

!n Eq.( 14) equally weighting the error sequence summarized and moving the weight 

sequence.we can adaptively estimate the parameters k of lattice filter 
m 

successively.Assume that the weight function i1 w(k).then km i1 the function of 

time.denoted by km(k), 

k <.k)• 
"' 

(l 5) 

In solving fm( k) and bm( k) we suppoae that the ( m- 1) th order forward and back• 

ward prediction error sequences have been found aa 

fm_1(k). bm_1 (k). k= 1.2.•••.m 

When m = 1. it hi zero order and f0 (k) :a: b 0 (k) = r( k). 

In order to reduce the sam piing rate we need to demodulate the reflection wave r(t) 
. . 

and then uu the complex envelop. Hence the modulu1 of complex fm( k) is the target 

weight sequence estimation h(k) .. According to the. maximum time delay between the 

pa.aka of h(k).we can find the 01timation of the target radius length 

L1 "" LCOSII ::a: At• C / 2 

where L ia the target geometry length •nd m ia the angle between the target couru 

and the observation direction .1he other futures. auch a!,I the number of 

bright-point11,al10 can obtained from h(k). 

Adaptive LSL deconvolution algorithm has the property of simpb, computation.fast 

convergence and stabie performance. The simuiai:ion resuhs to estimai:e the targn 

weight function are shown in Fig. 3 to Fig.8.jfi(k)lrepre1ent respectively the bi­

bright- point and the tri-bright-point target weight functions in Fig.3 and Fig. 6, 

· where the duration between the bright-point11 is 4ms for the previoua one aa well H 

4m11 and 3m11(maximum duration 7ma) for the last one. The corresponding target 

echo01 r(t) are shown in Fig.4 and Fig.7.where th, widthea of emission signals are 
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repectively 1 Oms and 5m a.the SN R's of echoes are 16d B and ~ 9 dB .The carrier fre­

auencies are all 2K.Hz.in Fig. 5 and Fig. 8 the estimated results !fi(k}jfor the related 

i_h(t)lare given.the duration of two bright-points is 4ms in Fig.6 and the durations 

among three bright-points are 2ms and 5ms( maximum duration 7ms) in Fig.8. The 

order of adaotive lattice filter is selected to be 3~ 10 and the length of moving win­

dow to be 30 ~ 50 because the s1mulat1on results are more stable in this region. 

4.0 CONCLUTIONS 

!n many cases the target badw·ard scattering can be regarded as the reflecting of ran­

dom distributed bright-ooint model.So we can treat the target interface as the set of 

some discrete points in distances and di,ections.Target radius length is changed with 

the variation of observation angle for the target radius length estimator. The maximum 

duration between the oeaks of target weight sequence is solved by the adaptive LSL 

deconvolution and then the targat radius length can be obtained.To extract the more 

futures of target weight ~equence will be helpful to the target recognition ~nd claut­

fication. 
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ACOUSTIC BACKSCATTERING FROM A CYLINDRICAL BUBBLE CLOUD IN WATER 
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ABSTRACT 

Acoustic backscattering from a cylindrical bubble cloud in water was studied 
experimentally. For theoretical analysis a general scattering theory was used, in which the 
bubble cloud was modeled as a lumped element scatterer characterized completely by its 
geometry and void fraction. When the void fraction was less than 1 % and the incident 
frequency was greater than individual bubble resonance frequencies, the experimental 
results show that the acoustic backscattering from a bubble cloud, depends mainly on the 
void fraction rather than the individual bubble sizes. It was also theoretically and 
experimentally observed that the overall acoustic backscattering levels were increased and 
the scattering peak moved to lower frequencies when the void fraction of the bubble cloud 
was raised. 
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1.0 INTRODUCTION 

In the ocean bubble clouds can be generated by various processes of hydrodynamic 
interactions between air and water and be formed in the upper layers down to tens of meters 
by Langmuir circulation, turbulence and other mechanisms [Thorpe (1984) ]. This kind of 
bubble cloud is observed theoretically and experimentally to be a likely mechanism tci 
generate ambient noise below 1 kHz in the ocean [Lu et al. (1990) and Yoon et al.(1991)]. 
If such a bubble cloud is a good noise source, it might also serve as a strong scatterer of 
sound in water. Recently a theoretical study of the acoustical scattering cross-section of 
spherical bubble clouds [ d'Agostino and Brennen (1988)] was presented; however, there 
is little experimental data on the scattering from bubble clouds that is available to compare 
with these and other theoretical studies. It is the purpose of the present paper to present 
experimental observation and compare it with the classical scattering theory assuming a 
bubble cloud as a lumped element scatterer which can be characterized completely by its 
geometry and void fraction. 

2.0 EXPERilviENTAL PROCEDURE 

To understand the experimental results of acoustic scattering from bubble clouds, we must 
know more clearly the physical parameters of the bubble clouds themselves. We discovered 
that it was not easy to produce bubble "puffs'' with a constant void fraction. It was too 
difficult to initiate or to terminate the bubble production quickly enough to generate 
reproducible geometrical shapes. To avoid these difficulties, we made bubble-filled 
columns which had a constant flux of air flow. The void fractions of bubble columns and 
the sizes of individual bubbles can be precisely controlled by an in-flux of air into a number 
of nozzles at the bottom of a tank of water. These bubble columns have made it possible to 
understand more precisely the physical parameters of these columns as acoustic scatterers. 

2.1 Apparatus 

The experimental geometry is shown in Fig. 1. To generate the bubble column, a 
cylindrical bubble maker was designed which consisted of forty-nine nozzles as shown in 
the inset of Fig. 1. The individual nozzles are connected by separate tubings with a 
manifold to an air-supply system to provide the same air pressure at each nozzle. To 
eliminate any other mechanical noise sources, compressed air was used as the air supply 
system. Details about the bubble maker are described in Yoon's paper [Yoon et al. (1991)]. 

2.2 Data Acquisition 

A sound projector (NRL:USRD Type F-33) was driven with a power amplifier in the 

frequency range of 11 kHz to 50 kHz. The tone bursts of 250 µs width were fed to the 
power amplifier (ENI 1040 L) by a function geri~rator (HP 3314 A) with the repetition rate 
of ls to avoid possible interference with the reflection from the walls of the water tank. A 
hydrophone (B&K 8103) with a charge amplifier (B&K 2635) was installed at the center of 
the projector to receive echo signals from scatterers at a distance of 1.5 m from the 
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projector. The bubble columns were generated. These measurements were carried out in a 
water tank with dimensions of 2.1 m x 2.1 m x 1.8 m. 

Bubble Column 
Air 

0 

Preamp 

Digital 
Oscilloscope 

with FFI' 

Fig. 1. Diagram of experimental apparatus. 

3.0 THEORY 

Pwrarnp 

Function 
Generator 

The classical scattering theory is well established and described in detail in Flax et al. ( 1981) 
and only a final formula for a back-scattered pressure field will be given here for an infinite 
plane wave ·incident on a solid elastic cylinder of radius a and density Pg whose axis 
coincides with the z axis: 

where PO is the incident pressure amplitude, k is the wave number, en is the Neumann 
factor ( en = 1 for n = 0 and en = 2 for n > 0 ) and Rn (kr) is a function of kr which can be 
detennined by the boundary conditions of the scatterer. As the argument of.the function Rn, 
the wave number k depends on the sound speed in the medium of the scatterer and the 
ambient fluid. A quantity called the far-field form function f oo is defined to give a 
nondimensional representation of the back-scattered pressure · 
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(2) 

In general, the above form function describes the steady-state back-scattered pressure 
amplitude from an elastic cylinder. 

Treating a bubble column as a lumped element scatterer such as an elastic cylinder we can 
calculate the form function with the appropriate physical parameters such as density and 
sound speed of bubble column [Commander and Prosperetti (1988) ]: 

(3) 

Cin = Cw /[1 + 41tCw Nb I(~ - ro2 + 2ioco)] (4) 

where the subscripts m, w and a represent the quantities in the bubbly mixture, water and 
air bubble, respectively. pis density, ~ is the void fraction of the bubble column, c is the 
sound speed, N is the number of bubbles per unit volume of the bubble column, b is the 
individual bubble radius, ffio is the angular resonance frequency of an individual bubble, 

co is the incident angular frequency and o is the damping constant of the bubbly mixture. 
If we also consider the incident frequency to be much higher than the resonance frequency 
of individual bubbles, the sound speed in the bubble column can be approximated by that 
in the ambient fluid, i.e., water. According to these assumptions, the bubble column will 
have very similar acoustic impedance to that of water and thus be acoustically transparent. 
However, from the results of our experimental studies, the sound speed given above 
could not explain our data. For theoretical calculation of the form function we introduced 
the sound speeds by the ad hoc values. 

4.0 RESULTS AND DISCUSSIONS 

To measure the dependence of the backscattering amplitude on the void fraction, we 
varied the void fractions by three different ways. First, by changing the numbers of 
opened nozzles in the bubble maker as shown in Fig. 2, and by keeping the same sizes of 
individual bubbles and the same shapes of bubble columns, we were able to vary the void 
fractions of the bubble columns. The effective radius of the bubble column was measured 
to be 0.15 m and the individual bubble radius to be 2.4 mm, both measurements obtained 
from photographs. Figure 3 shows the dependence of the backscattering amplitude from 
the bubble column on the nondimensional ka of the bubble column for three different void 
fractions. 
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N=49 N=37 N=25 

Fig. ·2. Cross-section of cylinder bubble maker. N is the number of opened nozzle. The 
open and closed circles represent the opened and closed nozzles respectively. 
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Fig. 3. Backscattering pressure amplitude vs. nondimensional bubble column ka. The 
void fraction is varied with the number of the opened nozzles in the larger bubble 
maker. Shown on the figure are the void fractions observed for the same flow 
rate per each nozzle (i.e., constant individual bubble size). 
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Fig. 4. Backscattering pressure amplitude vs. nondimensional bubble column ka. The 
void fraction is varied with changing the flow rate per each nozzle (i.e., varying 
individual bubble size). 

In the second case, we varied the void fractions by changing the air in-flow rate, which 
also changed the individual bubble sizes. In this case, we kept the same number of the 
opened nozzles of the bubble maker as in the previous case. The various flow rates gave 
the individual bubble radii of 2.4 mm, 2.0 mm or 1.6 mm for void fractions of 0.23%, 
0.16% and 0.11 %, respectively. The measured backscattering amplitudes are also shown 
in Fig. 4. as a function of the nondimensional radius. 

Both Fig. 3 and Fig. 4 show the measured backscattering amplitudes from the bubble 
columns that have different void fractions and different individual bubble sizes. The 
nondimensional bubble column radii ka are given as 7.0 $ ka $ 31.9 for the projecting 
frequency range, 11 kHz $ f $ 50 kHz. The peak backscattering amplitudes occurred at 

ka = 10, which is at almost half of the individual bubble resonance kb = 20. Both Figs. 
3 and 4 show very similar trends of the dependence of the backscattering amplitude on ka 
even though in the second case (Fig. 4), there are different individual bubble sizes as well 
as different void fractions. The relatively small amplitude peaks were also observed at ka 
= 25 for both cases. There are some variations of the peak locations but we could not see 
any big variations of those in Fig. 4 even when we changed the individual bubble sizes of 
the bubble columns. As expected we observed that the higher the void fraction, the 
stronger the backscattering amplitude. 
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Fig. 5. Backscattering pressure amplitude vs. nondimensional bubble column ka. Each 
curve represents the theoretical prediction based on the classical scattering theory 
with Cm = 1200 m/s for solid line and Cm = 1250 m/s for dotted line. 

To obtain more variation in the void fraction, we performed the same experiments as 
before with the smaller radius of the bubble column as the scatterer. The effective radius 
of the bubble column was now changed to 0.08 m. The measured scattering results are 
shown in Fig 5. The higher void fraction column was made of 2.4 mm-radius bubbles 
and the lower one of 1.6 mm-radius bubbles. The void fractions are 0.81 % and 0.30%, 
respectively. In Fig. 5 the solid line is the backscattering amplitude theoretically 
computed with the sound speed Cm = 1200 m/s of the bubbly mixture for the void fraction 

P = 0.81 % and the dashed line with Cm = 1250 m/s for P = 0.30%. Both theoretical 
curves give reasonable agreement with measured data. By raising the void fraction the 
peak of the backscattering amplitude moved to the lower frequency region and the 
amplitude levels were increased. 

5.0 CONCLUSION 

By performing a relatively simple experiment, we have been able to understand some 
details about the bubble cloud acting as an acoustic scatterer in water. As anticipated, we 
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observed that the backscattering amplitude from the bubble column increased as the void 
fraction was raised. Effects due to the variations of individual bubble sizes were not 
dominant in our observation. The theoretical results for the backscattering amplitude 
based on the assumption of the bubble cloud as a lumped element scatterer gave 
reasonable agreement with the experimental data. The ,peaks of the backscattering 
amplitudes moved to the lower frequency region by raising the void fraction of the bubble 
cloud. 
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Summary 

A theoretical model of ambient sea noise including surface sources and 
stratified ocean is discussed .The noise sources are assumed to be statistically 
independent directional acoustic sources situated on the surface,and the effects 
of ocean environment on ambient noise are studied.The normal-mode theory 
of surface-generated noise is developed,and the normal-mode formula of the 
directional density function suitable for small grazing angles is analytically con­
tinued to be consistent with the ray formula suitable for great grazing 
angles.The unified formulae to calculate the intensities,spatial correlation and 
vertical directivity of ambient noise are presented. 

I.INTRODUCTION 
Interaction of wind and sea-surface is one of the main causes inducing the 

ambient sea noise.The wind-dominated noise in shallow water often shows 
substantial defferences in spectrum level under the same windspeed and 
sea-state conditions,these differences may be caused by different environmental 
parameters such as sound-speed proflle,water depth and bottom properties. 
The main purpose of this paper is to study the dependence of surface-generated 
noise on ocean enviroment .A theoretical model made up of surface acoustic 
sources and stratified ocean is studied,the normal-mode theory of surface-gen­

erated noise is developed and the formulae of intensities,spatial corrtela tion and 
vertical directivity are obtained. 

II.MODEL OF SURFACE-GENERATED NOISE AND RAY THEORETI­
CAL FORMULAE 

The model geometry is shown in Fig.1. 
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We assume that 

l .Statisitically independent directional acoustic sources are uniformly dis­

tributed on the surface,and each source has the down-ward single-sided 

d' • ' f 11 [I] 1rect1v1ty as o ows 

D (11.' 1/,} = { 0 
Ey (11.} 

/l < 0 
/l > 0 

(1) 

where ex is the grazing angle and yq)""" 1. Assume that the average number of 

sources per unit area is N, then u == N < E
2 

> is the source intensity at vertical 
direction emitted by unit area . 

2.The ocean is assumed to be a stratified medium ,the surface and bottom 

reflection coefficients are - V. and V 
6
e _,,,, respectively. 

Fig.I MODEL OF SURFACE-GENERATED NOISE 

The acoustic flux diagram of surface-generated noise is shown in Fig.2. 
According to the ray theory,the acoustic flux emitted from A 

1 
,A 

3 
,A. 

5 
, ...... ar­

rives at the receiver at grazing angle (-cx},while that from A 
2 

,A 
4 

, ...... arrivies at 

the receiver at grazing angle ix .Taking account of bending of ray and surface 

and bottom reflection losses,the directional density function Nr(ix,z} of ambient 
• [2- 4) 

noJSe can be get : 

2 
[1 - V exp(- 2aL}]sfnix 

N (cx,z) = • 
r 2 2 

ay (11.)exp(-2aL
2

)V1, 
(2) 

2 
[1 - V exp(- 2aL}]sin11. • 

where V""" V, V,,, a is the absorption coefficient in seawater. 
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When the frequency is lower and the grazing angle IX is great enough ,one 
has 

2aL < < 1 
In this case ,Equation (2} can be simplified as 

2 
ay (IX } • 

N (IX,z}-• 
(I - V

2 
}sin IX • 

2 2 
ay (IX )V, 

2 
(1 - V }sfnll • 

(3) 

(4} 

The physical meaning of Inequality (3} is that the sound absorption in one 
cycle of ray is very small. 

0 

Fig,2 Acoustic flux diagram of surface-generated noise 

III.NORMAL-MODE FIELD OF SINGLE NOISE SOURCE 
As shown in Fig.3, a directional source O 

I 
is situated on the surface, the re-

ceiver.s A and Bare at depths z and (z+d), respectively. ue < < 1,then one has 
r ' 

DO 
1 
~ r - psin8 (5} 
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O· l 

c 

A 

...... 
B 

Fig.3 Geometric relationship between source and receivers 

According to the normal-mode theory of a directional radiator ui , the 
acoustic pressures at points A and B emitted by the source O 

I 
respectively are 

{8;° f-!. l r;;- 1 f "J 2 2 
P 1(A}-EJ-;e 4 ~~ J ~q 1 (0}q 1 (z}y(ac)sin( 

0 

k (y)-v 1 dy 

-f In V.)exp[- (JJ I+ a,}r + iµ,r] (6} 

(7} 

Taking the smooth-average over range and depth simularly to Ref.[5J,and 
then taking the ensemble-average ,the correlation function can be obtained as 
follows: 
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2 

4n < E > " µ 1 2 (O} 2 ( } 2 ( 1, = i...-2-q, q, z y 11.., 
r IS, V 

I & 

cos(d) k 
2 

(z) -·· µ: - fin V •}exp[- 2(/3 
1 
+ 11.)r + iµ 

1
psinB)] (8} 

where the bar and triangular brackets denote the smooth-average and 
ensemble-average, respectively. 

N .INTENSITY ,SPATIAL CORRELATION AND DIRECTIONAL DEN­
SITY FUNCTION OF AMBIENT NOISE 

The total acoustic pressures at points A and B are the superposition of 

those from all sources ,i.e. 

(9} 

As the sources are statistically independent, one has 

< P (A }P " (B} > m ~ < P 
1 
(A }P ,• (B} > am N f < P 

1 
(A }P; (B} > d S (l O) 

where ds= rdrd8 is the area element on the surface. Instituting Eq.(8}into 

Eq.(10} and completing the integration, then one yields 

o 2" 2 2 2/ J2 2 
<P(A)P (B}> ..,.8n at...µ

1
q

1
(0}q

1
(z)y (or.,)cos(d k (z)-µ

1 
I 

- iln V" )J
O 

(µ 1 p} / V. (/3 1 + ot}S; (11) 

where J is the zero orderBessel function . 
0 

Since the terms of series (1 l} vary slowly with l. the summation can be ap-

proximated by the corresponding integration. Letµ 
1 

- k (z)cos,x,Equation (11} 

can be transformed as the integral with respect to ,x ·: 

< P(A}P" (B) > 

f •
12 

cos11.sfnrx.y 
2 

(a, }J
O 

(kpcos11.}cos(kdsinrx. - Un V 
6

} 

== 2na 1 1 da 
2 - 2 -

V [B + 11.S(11.}][D {O} + sin 11. ]2 [D (z} + sin 1X]2 
I I 

.kcosa. 
where 11., = arcos(-k (O) }, B - - In V, V

0
, 
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we discuss the properties of ambient noise from Eq.(12). 
I.Directional density function (DDF) 
By using the following equality 

Equation(12) can be written as 

" llr:dai11a. f 
al 2 

< P(A}P (B} > - 2ncosa.N(a.,z}J 
O 

(kpcosa.}e da. 
- r,/ 2 

where 

a<O 

11. > 0 

(13) 

(14} 

(15) 

Equation (14} denotes the relationship between the spatial correlation and 
directional density function ,in which N(a,z) is just the directional density func­
tion deduced by the normal-mode theory. 

2.Spatial correlation coefficient I'(d ,p;z) 

one get 

f 
1112 

lkp1ma. 
cosN(a.,z)J 

O 
(kpcosa.)e drx 

/ } - a/ 2 
I'\d,p;z - a12 f cos11,N(11.,z)d11, 

- ml 2 

(16) 

3.Intensity of ambient noise 
Let d = p = 0, one gets the intensity I(z) 

~ 2 2 

f2 (1+V,)cos11,sin11y (11. )drx 
l(z)-na 

1 
• 

1 
2 - 2 -

o V[B+aS(a.)][D(O}+sin 11.
1
]2[D(z}+sin 11.]2 

(17) 

475 



V. CONNECTION BETWEEN THE NORMAL-MODE AND RAY 

FORMULAE 
The ray formula (1) of DDF is suitable for great grazing-angles, while the 

normal-mode one is suitable for small grazing angles in general, How do they 
connect? This is a interesting problem. 

When the grazing angle is great enough, the modified terms D(0} and D(z} 
in Eq.(15) can be neglected. In addition ,if the frequency is lower enough, for 
great grazing angles one has 

aS (rx) < < B (rx) 

In this case, Eq ua tlon (15) can be simplified as 
2 

ay ((l,) 

2 V(- In V}sfn(l 
N((l,Z}~ I 

2 2 
ay (ex)V. 

2V(-InV)sina. 
I 

(18) 

(l < 0 
(19} 

The physical meaning of Inequality (l 8} is that the absorption coefflcien t is 

much less than the attenuation coefficient fl..,. ;of normal mode. 

The ratio of two directional density functions is 

N v 2 
-1 

lJ""' N ,_ 2VlnV 
r 

The ratio fJ versus V is listed in Table l. 

Table L Ratio a versus V 

V 0.9 0.8 0.7 0.6 

0 1.0019 1.0083 1.0213 1.0441 

lOloga,dB 0.0080 0 .0359 0.0916 0.187 

(20} 

0.5 0.4 0.3 

1.0820 1.1459 1.2597 

0.342 0.592 1.003 

We can see from Table 1 that for great grazing angles both formulae of 
DD F are con sis tent well. 
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ABSTRACT 

There are many studies of rating noise, but the method has 
not been established yet. Especially in the rating of 
impulsive noise, there are some problems even though an 
evaluation based on energy level is effective to some 
extent. In this study, the noisiness of impulsive sound is 
measured when background noise is presented at various 
levels and various band widths. The results are follows; 
(L) the noisiness decreases as the increase of background 
noise level, (2) the noisiness decreases as the increase 
of band width of background noise. The former phenomenon 
can be explained by the difference in the energy level of 
the impulsive noise and the background noise. However, the 
latter one is not expected from the evaluation based on 
the energy level. To derive more accurate rating, two 
methods are discussed: one is based on NOY and the other 
based on a background correction which is similar to a 
loudness ratjng. 
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1.0 INTRODUCTION 

Although many studies have been published on noise rating, 
the method of evaluation is still one of the -major topics. 
The rating of impulsive noise is thought to depend on not 
only its time pattern but also background noise. In this 
study, we measure the no1s1ness of impulsive noise in 
background noise. In the experiment, we investigate the 
effect of band width of background noise on noisiness of 
impulsive noise and the effects of spectrum 
characteristics of impulsive noise within background 
noise. 

2.0 EXPERIMENT 1: 
EFFECTS OF BAND WIDTH OF BACKGROUND NOISE 

2.1 Method 

Figure 1 shows the schematic 
diagram of apparatus in this 
experiment. A pair of stimuli, 
test stimulus including back­
ground noise and comparison 
stimulus, is presented to a 
subject through headphone in 
acoustically insulated room. 
The test stimulus is impulsive 
noise. The subjects are asked 
to judge which stimulus in a 
pair is more noisy. The PSE 
(points of subjective equality) 

TEST ROOM 

Counler 

lleadphone 

(SubJecle} 

Switch box 

of the impulsive· sound ls 
estimated on noisiness. In this 
procedure, PSE is defined as Fig. 1 

CONTROL ROOM 

Micro computer 

sound pressure level of compar- Schematic diagram of apparatus 
ison stimulus which is 
judged as noisy as test Test stimulus 
one. Figure 2 shows the 

Comparison 
stimulus 

time pattern of · the stim- B B.G.N. · 
ulus. The carrier of the J ~ 
test and comparison stimuli /1 ' ~ ~ 
are sinusoidal wave (lkHz). ~ 
The rise and decay time are :; 300 •;¼;;;•300 •Q 

1
_
0

• i• 
2
:io •: 

3 and 100 ms respectively .... ... .... ... - ... 11111 ma 

for 20 dB change in level. 
The steady durations of 

Fig. 2 Time pattern of stimuli 
'"" 

impulsive noise are 100, 30 and 0 ms and the 
peak level is 85 dB. The comparison stimulus is a steady 
sound lasting 200 ms and rise time and decay time are 5 ms 
for 20 dB change in level. The level is one of nine 
levels which differ by a step of 2.5 dB based on 
preparatory experiment. The background noise is a band 
noise. The band widths are one third octave, one octave 
and two octave and the center frequency is 1 kHz. The band 
noise are presented at the test stimulus at 50 to 70 dB. 
The order of stimuli is randomized. The subjects are 
twenty-five male students with normal hearing ability. 
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2.2 Results 

Figure 3 shows the relationship between background noise 
level and PSE i.e. SPL of comparison stimulus which is 
judged as noisy as test stimulus. Dashed line is PSE 
without background noise. The symbols of •, A and II 
indicate the results of 100, 30, 0 ms steady duration of 
impulsive noise, respectively. As is obvious from figure 
3, the noisiness of the impulsive sound decreases as 
background noise increases and steady duration of 
impulsive noise is shorter. These results indicate that 
the decrease of noisiness is due to masking effect of 
background noise on impulsive noise. Consequently, it is 
no significant difference among three band widths. In 
loudness, masking effect to sinusoidal stimulus from band 
noise depends on band width. However, the decreasing of 
the noisiness has an influence on not band width but the -
simple level of background. When the steady duration of 
impulsive noise is Oms, the noisiness decreases as the 
increase of band width of background noise. 

~ .. 
~ 

~ 

85 
(a) ( b) ( C ) 

- - - - - - - - - - . - - - - - - - - - - - -.- - - - - -
80 

75 

70 

II ! 
65 !II 

60 

50 55 60 65. 70 50 55 60 65 70 50 55 60 65 70 

Background noise level (dB) 

Fig. 3 Relationship between background noise level and PSE 
Background noise (a):1/3 octave, (b):1 octave, (c):2 octave 
Steady duration of impulsive noise •:100 ms, A:30 ms, II :0 ms 
------: Without background noise 

3.0 EXPERIMENT 2: 
EFFECTS OF SPECTRUM CHARACTERISTICS OF IMPULSIVE NOISE 

3.1 Method 

In second experiment, the method of successive 
categories is adopted. After the impulsive noise including 
background one is presented to subjects through 
headphone, they were required to judge the 
noisiness of the impulsive sound using seven 
categories from 7 ( Extreme noisy) to 1 ( Not at all ) . 
There are no definition for the categories except 1 and 
7. They are left to the judgment for the subjects. 
Figure 4 shows the time pattern of the stimulus. The 
carrier of the impulsive noise is three kinds of broad 
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band noise. The spectrum char­
acteristics of impulsive noise 
are -6 dB per octave, -3 dB 
per octave (pink noise) and O 
dB per octave (white noise). 
Thus, the rise and decay time 
are 3 and 100 ms for 20 dB 
change in level, respectively. 
The steady duration of impul- Fig. 4 Time pattern of stimuli 
sive noise are 100,30, Oms 
and the repetition rate is 3 and 10 times per second. The 
peak level of impulsive noise is ranged from 55 to 75 dB 
by a step of 5 dB. The background noise is a pink noise 
and steady sound lasting about 7 sand rise time and decay 
time are 1 s for 20 dB change in level. The background 
noise are presented at period of the impulsive noise at 
50 to 70 dB. and at less than 30 dB( no presentation of­
background noise). The order of stimuli is randomized. 
The subjects are six male and female students and they 
have normal hearing ability. 

3.3 Results 

A part of results are shown in figure 5. This figure 
shows the relationship between background noise level and 
noisiness as a function of peak level. The symbols of , 
.&. , x , , '9' indicate the noisiness of the average of 
the all subjects to judged to 55, 60, 65, 70, 75 dB of 
peak level of impulsive noise. In higher peak level of 
impulsive noise, the noisiness is the same as background 
noise level changes. However, in lower level, it is 
obvious that the noisiness decreases as background no~se 
level increases. 
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Fig,5 Noisness category score, plotted as a function of background 
noise level. 
(a): -6 dB/oct, 10 times/sec, (b): -3 dB/oct, 3 times/sec, 
(c): -3 dB/oct, 10 times/sec, (d): 0 dB/oct, 3 times/sec 
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4.0 DISCUSSION 
ESTIMATION OF NOISINESS OF 

BACKGROUND NOISE 

4.1 Revised Lpn method 1 ' 

IMPUI'..SIVE NOISE IN 

In order to estimate noisiness of impulsive noise in 
background noise, the revised Lpn is proposed in this 
paper. The revised Lpn is derived as follows. In the first 
step, the frequency analysis of impulsive noise and 
background noise is made with one-third octave band 
filters. The noisiness (noy) is obtained in each band. 
In the second step, the noy in each band is derived by 
subtracting the noy of background noise from the noy of 
impulsive nois~ in each band. If it is negative, it is 
defined as zero. In the third step, the noisiness is 
calculated by Eq. (1). 

Noisiness= Nmax+0.15(Ln-Nmax) ( 1 ) 

where £n is nays summed in all bands and Nmax is the 
maximum number of nays in any one band. And the revised 
Lpn is represented by Eq(2). 

Lpn = 10log2 (Noisiness)+40 ( 2 ) 

4.2 Loudness function method 

According ro Lochner et. al. 2 : , the masked loudness Sm of 
pure tone is 

Sm = k ( I ta - I tar; , ) ( 3 ) 

where It is an intensity of pure tone, It hr is an 
intensity at threshold and k and a are constants. In 
order to apply this formulas to noisiness, the formulas is 
modjfied as follows 

Noisiness = lOlog," ( f I adt- f IJ' dt) + k ( 4 ) 

where I is an intensity level of impulsive noise, 10 is 
intensity level of background noise and both k and a 
are constant. The noisiness of impulsive noise can be 
estimated by Eq(4). In this study, the exponent a 
is 0.23 to minimized the difference between the result and 
the estimated value. The value of k is defined as the 
difference between the estimated value and the obtained 
PSE. 

4.3 Estimation of noisiness using by two methods 

Using two methods, noisiness of impulsive noise in 
background noise is estimated for a part of data obtained 
in experiment 1. Figure 6 shows the relation between the 
increased PSE based on background noise and background 
noise level. In this figure, solid and dashed line 
represent estimated values of revised Lpn and loudness 
function method, respectively. When the background noise 
is not presented, the estimated value and the noisiness 
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are adjusted to zero in vertical scale. As 
there is not noticeable difference betwein 
values which are shown in figure 6. 

(a) ( b) 

0 r-:=-::~-

• • 

20 30. 40 50 60 70 80 20 30 40 50 60 70 80 

the results, 
two estimated 

( C ) 

• 
Badtrouad aoise 1ml / dB ) &cktround noise level ( dB ) 20 30 40 50 GO 70 00 

Backtround aaise lerel I dB ) 

Fig. 6 Increase of PSE, plotted as a function of background noise 
level, and estimated results~ 
Steady duration of impulsive noise is Oms, 
e:Experimental result, 
Solid line: Revised Lpn, Dashed line: Loudness function method, 

5.0 CONCLUSION 

In this study, w~ measure the noisiness of impulsive noise 
in background noise. The results shows that the noisiness 
decreases as the increase of background noise level, and 
the noisiness dose not change or decreases as the increase 
of band width of background noise. However, when the peak 
level of impulsive noise is higher, the noisiness cannot 
be affected by background noise. In order to estimate the 
decreases of the noisiness by background, two methods are 
discussed. As a results, both methods give better 
estimation compared with conventional rating methods 
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ABSTRACT In this paper, the effect of a time constant of averaged squaring circuit in 
the sound level meter on the output fluctuation pattern of signal is discussed from 
theoretical and experimental viewpoints. First, a fluctuation index by which the stochastic 
characteristics of fluctuation of signal can be evaluated quantitatively is newly proposed, 
and then the relationship between a time constant, -r, of exponential type averaging and a 
time constant, T, of linear type averaging is discussed based on this fluctuation index. In 
conclusion, the well-known experience law, which is simply stated that when T:21:, the 
stochastic characteristics of the output fluctuation patterns coming out of the respective 
measuring instruments with exponential and linear type averaging circuits become 
approximately equal so far as up to the second order moments are concerned, has been 
obtained theoretically and experimentally. 
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1.0 INTRODUCTION 

As is well-known, noise problems, e.g., community noise, road traffic noise, aircraft 
noise, machinery noise, construction noise, etc., are very important problems in the 
modem society. These noises are usually measured and/or recorded by a sound level 
meter and/or a level recorder for noise environment assessment. These measuring instru­
ments have their own specific time constants. That is, the sound pressure signal is aver­
aged by the RC circuit with a specific time constant after passing through the squaring 
circuit in order to simulate approximately the characteristics of man's hearing response to 
the time fluctuation pattern of sound. 

For example, as for a sound level meter, exponential type averaging is carried out, which 
gives more weight to the recent sample points than to the previous ones (Hassall J.R. and 
Zaverl K.). Needless to say, it has a time constant of 0.125(sec) for "fast" mode and 
l(sec) for "slow" mode. On the other hand, the mean operation of squared signal is de­
fined mathematically in another way by idealized linear type averaging, where an equal 
weight is given at all time points within its averaging time period. It is observed that the 
output fluctuation pattern through the averaging operation of exponential type differs 
fairly from the one through the linear type averaging operation. That is, the statistical 
characteristics of the output fluctuation are affected by what kind of averaging operation. 
is used. Therefore, in order to evaluate precisely the real fluctuation of sound, the internal 
averaging mechanism of measuring instrument should be positively taken into due con­
sideration. 

The change of a time constant of measuring instrument inevit.ably causes the change of 
the output fluctuation pattern. In this paper, the mutual relationship between the time 
constants of exponential type averaging and linear type averaging is discussed analyti­
cally. First, a new concept of fluctuation index of then-th order based on then-th higher 
order moment is defined to consider the statistical characteristics of the fluctuation pattern 
of signal. Main concern here is to derive the mutual relationship between a time constant, 
-r, of exponential type averaging and an averaging time period, T, of linear type averaging 
when each output fluctuation pattern has the same fluctuation index. If it is evaluated by 
the fluctuation index of the second order, T = 2i is resulted analytically. This is consis­
tent with the well-known experience law, which shows the legitimacy of the present the­
ory. The effectiveness of the theory has also been confirmed by applying it to the actual 
room acoustics data. 

2.0 THEORETICAL CONSIDERATIONS 

2.1 Formulation of the Problem Consider the following two input-output 
systems illustrated in Figs. I and 2. 

Input Output 

x(t) ----1,lilllt ~Trg I 4 RC!nregraror 11---11► .. A(t) 

Fig. I. Exponential type averaging of squared signal. 

Input Output 

x(t) --~- ~:ng I , :::igrawr .... , --11►P Bi{t) 

Fig.2. Linear type averaging of squared signal. 
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Figure 1 shows the block diagram of the averaging mechanism of the actual sound level 
meter, and Fig.2 shows the block diagram of the ideal one. The respective outputs are 
described by: 

f""' 

A(t)= L x 2(t-v}f(v)dv, (1) 

and 

Br(t)➔{ x2(t-v)dv, (2) 

where x(t) is an input sound pressure, -r is a time constant of instrument, Tis an averag­
ing time period of an ideal integrator, and A(t) and Br(t) are energy-valued outputs. 
Now, let define a new concept of fluctuation index of the n-th order for signal E(t) by: 

(3) 

where(*) means an ensemble averaging of*· The auto-correlation coefficient of sound 
pressure, x(t), reflecting the correlation characteristics of fluctuation pattern is defined 
usually by: 

C(s) {x(t)x(t+s))_ 
{x2(t)) (4) 

Next, by assuming the ergodic process (Maybeck P.S.), an ensemble-averaging can be 
replaced by a time-averaging, and thus Eqs.(3) and (4) become as: 

C(s) x(t~s), 
x 2(t) 

where* means a time-averaging of*· 

(5) 

(6) 

The problem here is to find a relationship between -rand T when each fluctuation of A(t) 
and Br(t) has the same fluctuation index defined by Eq.(3). 

2.2 Fluctuation Index tor the ouuzut A(Q. Exponentially Averaged 
Under the assumption of stationary process, the first order moment of A(t) coming out of 
the circuit with exponential type averaging is given by: 

(7) 

and the second order moment is given by: 
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(8) 

It can be shown for a stationary Gaussian signal, x(t), that: 

(9) 

where C(s) is the auto-correlation coefficient of x(t) defined by Eq.(4) with s=v1-v2. 
Now, here we consider the fluctuation index of the second order, a2, of Eq.(5). The 
concrete expression of a2 for A(t) is realized as follows by substituting Eqs.(7), (8), and 
(9) into the definition of Eq.(5): 

Further considering s=v1-v2, Eq.(10) can be rewritten as follows: 

( 11) 

Now, let-robe the time constant of the input signal,x(t). Here, we assume the following 
conditions: 

(i) -r.>>-ro, (ii) C(s)=O when ~>D>>-ro. ( 12) 

Then, it can be said that the attenuation of/(t) is slow under the condition of i>>-ro when 
sis small, and thus f(v1-s) can be approximated well by f(v1). Then, Eq.(11) becomes 
as: 

( 13) 

Next, by considering C(s)=O when ~o and 8<.<oo, one obtains: 

(14) 

Then, replacing the integral interval of s: -~o by s: -oo~oo (because C(s)=O when 

~>8), one obtains the final expression of a2 as: 
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(15) 

Here, we have used the relation, C(s)=C(-s). 

2.3 fluctuation Index tor the Output. BI(t), Linearly Averaged The 
first and the second order moments of B'J{t) in Fig.2 are given by: 

(16) 

(17) 

' 
In the same way as we derived Eq.(11), the fluctuation index of the second order, a2, 
for B'J{t) becomes: 

Now, he1c we also assume the similar condition as Eq.(12) as follows: 

(i) T>>-ro, (ii) C(s)=O when ~>O>>-ro. 

If T>>o then we have: 

Thus, Eq.(18) becomes as follows: 
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( 19) 

(20) 

(21) 



Next, replacing the integral interval of s: -HO by s: -oo➔oo, one obtains the final 

expression of a; as: 

(22) 

2.4 Relationsh[p between Two Type Time Constants In consideration 
of the equivalency of the fluctuation index of the second order between A(t) and Br(t), . 
the following relation concerning time constant can be easily obtained by putting a2=a2: 

(23) 

As for the higher order fluctuation indices than the second order, they are calculated as 
follows, e.g., for n=3 and 4: 

a.=JJ{f C2(s)ds r + ~ f f f C(s1)C(s:i)C(s3-s2)C(s3-s1)ds1 ds2ds3 (25) 

and 

Page limitations preclude an inclusion of their detailed calculation processes. Now, by . . 
putting a3=a3 and a4=a4, one obtains the following new relationship between "C and T: 

and 

3.0 EXPERIMENTAL CONSIDERATIONS 

(28) 

(29) 

In order to confirm the effectiveness of the present theory, it has been applied to several 
types of the actual input-output sound data, and their fluctuation indices have been 
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Table I. 

Fluctuation index ('Va,;,~ for a classic music (Slow Mode; -r=l.064(sec)). 

Averaging Time 
Fluctuation Index 

Operation Constant n=2 n=3 n=4 

Exponential -r 0.4978 0.5327 0.7601 
Type 

Linear 2-r 0.5076 0.5028 0.7173 
Type 

(J'-r 0.5236 0.5307 0.7520 

3«-c 0.5330 0.5480 0.7740 

Table II. 

Fluctuation index ('Va,;,~) for a classic music (Fast Mode; -r=0.125(sec)). 

Averaging Time 
Fluctuation Index 

Operation Constant n=2 n=3 n=4 

Exponential -r 0.7029 1.084 1.694 
Type 

Linear 2-r 0.7382 1.066 1.589 
Type 

(J'-r 0.7600 1.119 1.685 

3«-c 0.7732 1.153 1.749 

Table III. 

Fluctuation index ('Va,;,~) for a traffic noise (Slow Mode; -r=l.064(sec)). 

Averaging Time 
Fluctuation Index 

Operation Constant n=2 n=3 n=4 

Exponential 1' 0.4318 0.3731 0.5845 
Type 

Linear 
Type 

2-r 0.4551 0.3197 0.5668 

(J',r 0.4693 0.3585 0.5949 

3«-c 0.4782 0.3824 0.6138 
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Table IV. 

Fluctuation index ( 'V'a;, ~fora traffic noise (Fast Mode; -r=0.125(sec )). 

Averaging Time Fluctuation Index 

Operation Constant n=2 n=3 
. 

n=4 

Exponential -r 0.5786 0.6891 0.9479 
Type 

Linear 2-r 0.6274 0.7081 0.9773 
Type 

fJ'-r 0.6418 0.7322 1.007 

314't 0.6509 0.7479 1.028 

calculated. Concretely; for example, a classic music or a traffic noise recorded on a data 
recorder in advance is played in the reverberation room. The diffused sound of the input 
signal has been measured by a sound level meter. These measurement sound data have 
been converted to energy-scaled data, and then the fluctuation indices of n=2,3, and 4 
have been calculated for these energy-scaled data. The results are shown in Tables I-IV. 
It is observed that these results are well consistent with the theory. 

4.0 CONCLUSIONS 

In this paper, in order to evaluate the stochastic characteristics of the fluctuation pattern of 
signal, a new concept of fluctuation index has been first proposed. Then, the mutual 
relationship between two types of time constants of the measuring instruments has been 
discussed theoretically based on this fluctuation index. The effectiveness of the present 
theory has been confirmed experimentally too by applying it to the actual sound data. 
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The Sydney & Brisbane Noise Terminals 

A. D. Wallis (1) & R. W. Krug (2) 

1. Cirrus Research Ltd. Acoustic House, Hunmanby UK. 

2. Cirrus Research Inc. Wauwatosa, Wisconsin, USA. 

1 Introduction 

In 1989, the decision was taken by the Civil Aviation Authority of Australia, 
to upgrade the noise monitoring system at Kingsford Smith International 
Airport in Sydney and install a noise monitor in Brisbane. 

The system was to interface with the existing secondary radars to generate 
flight track information to correlate with the noise data and provide a data­
base for the noise data as well as the complaints from the public. 
Additionally, staff at Canberra must be able to run the system remotely and 
data from the host computer had to be available at various locations other 
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than the individual airports. 

The system chosen was the Cirrus Adacel CA 1 000 which not only fulfilled 
all the tender technical requirements, the only system offered which did this, 
but also could provide recognition of the aircraft events even when radar 
data was not available. The NMT used in the CA 1000 is a linear 
development of the Short Leq technique described elsewhere by Wallis and 
Holding and while new code had to be written for the UNIX operating system 
and some modifications made to the radar software, the techniques used 
follow closely the original work on data storage. 

New noise monitoring terminals, already under development under a United 
Kingdom Small Firms Merit Award for Research and Technology (SMART) 
grant were able to be used, almost unmodified, for this application. These 
new terminals, Cirrus Research type CRL 243 were specified to operate for 
7 days, storing raw Short Leq data every second, with storage for 7000 
recognised aircraft plus a large number of environmental data sets which 
could be taken at various intervals from 5 minutes up to 24 hours. The most 
important feature however of the new terminals is that they were designed 
to be configured 'on the fly' by the operator to carry out far more functions 
than any one installation would need. Thus, the same terminals used for this 
application can also be used elsewhere, for example at small feeder airports, 
without having to be modified for this use. It would only be the external 
program which would have to be modified. 

2 The overview 

As 'new technology' was to be the keynote of the system, the whole 
system is geared round a host computer, which takes data from either a 
communications computer or the terminals themselves. Data is also 
available from the radar which gives the flight number from the decoded 
'Squawk' or IFF transmission from the aircraft with its positional information 
as in fig; 1 

The system can operate with as many Noise monitoring terminals (NMT) 
desired, but common sense would seem to suggest that no-one would use 
more than 50 or so. However, one manufacturer makes much play of the 
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fact his system can handle 99 
terminals, so a limit was set of 1 00 
NMT per system. While this may seem 
a ridiculous number, commercial 
pressure force such decisions. At 
Sydney, the initial installation was 8 
heads, with 4 at Brisbane, these 
numbers being typical of the smaller 
International airport installation. 

NMT 

Di:itabase 

Radar-

The communications processor handles P I otter-

NMT 

COMM 

,_L_L_r:::;:-----J Map 

HOST 
2 Olsplay 

Pr l nter-
all the communication with the NMT, .__ __ ___,_ ______ .1.--__ __. 

the radar and any weather station Figure 1 System outline 
connected, although at both Brisbane 
and Sydney the weather option was not 
needed. The weather data normally available in the system includes:-

Wind Direction and Speed 
Humidity 
Air and Ground temperature 
Precipitation 
Radiation 
Atmospheric pressure 

These functions mean that not only can the aircraft noise levels be 
recognised and measured, but they can also be correlated with the weather 
data to carry out propagation prediction or other related tasks. 

Each NMT can operate via 'dial up' lines or dedicated 'tie' lines, the only 
operating difference being in the real time functions available. At Sydney 
and Brisbane, permanent tie lines are used and each NMT sends each 1 
second Leq value as it is calculated, for use with a real time map display 
located wherever the CAA might wish; as well as on the host computer 
screen. The 1 second Short Leq data can also be used for back-up storage 
on the hosts hard disk. Additionally, each NMT can be switched to allow the 
remote operator to hear the actual noise of the 'event' to ensure that it is an 
aircraft that is being recognized and not some other unrelated event. The 
audio system also means that there is telephone connection between the 
NMT and the host computer to allow voice communication for fault finding 
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etc. 

3 The NMT. 

The design of the NMT follows closely the Short Leq system described by 
Wallis and Luquet. The NMT has a dynamic span of over 110 dB and thus 
there is no auto-ranging required with the corresponding loss of data. The 
raw data, which is generated by totally analogue means, is acquired as 
1116th second Short Leq elements, which are used in several ways. 

The 62.5 mS data is ,fed to an 'S' converter previously described by Krug 
which generates the 'S' or slow response as given by an exponential sound 
level meter to IEC 651 type 1 accuracy. This is done to allow the Ln series 
to be calculated as many people prefer this to be computed from the 'S' 
response rather than the more logical raw Short Leq data. The original Short 
Leq element was 1 /8th Second to match the 'F' response, but changing to 
1 /16th second gives the 'S' response Yifell inside the tolerances of IEC 651 
type 1 rather than right on the tolerance limit. Naturally, the 1 /8th second 
data can be provided by concatenation if required. 

The raw 16th second data also feeds the recognition algorithm, which in the 
Sydney and Brisbane units is a fairly simple dual threshold and guard 
algorithm described by Stollery. Normally the NMT has provision for much 
more complex recognition parameters, but it was felt that as radar data was 
available and the new algorithms were untried, that simplicity should be the 
keynote. In the event, the simple approach allowed the whole system to be 
assembled in Australia, installed and commissioned well inside the allotted 
schedule. 

All recognised aircraft events are stored in an 'event' store which can hold 
up to 7000 events with the following typical parameters. 

Time, 
Max level, 
SEL 
Leq, 
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Threshold data, 
Duration 

The time is used not only 
to time stamp the event, 
but to allow the host to 
use this as a pointer to the 
raw data in memory so 
that any suspect 
recognition can be 
recovered from the NMT at 
any time in the next 7 
days. After this, unless 

CRL243/1 

I 
Paremeter 
store 

Figure 2 NMT storage 

~604800 Leqs 

7000 events 

r----__ 
Envlronmentol 
set 

data has been transferred to the host, the data is automatically overwritten. 

All stores in the unit are automatically overwritten when full, but with 7000 
events stored, there is little danger of losing valuable information. As an 
aside, the storage capacity of the Sydney and Brisbane systems is the 
minimum available on the system. For other sites, the memory capacity can 
be increased by four times allowing 28,000 events and 1 month of 1 s time 
history data with suitable environmental storage for the site. These memory 
sizes, while being today considered large will probably be seen as ridiculously 
small in a very short time. At ICA in 1983 when a 44k memory was 
proposed for such use by Cirrus Research, it was ridiculed as 'overkill'; how 
strange this seems today, only 8 years later. 

4 New features 

While the NMT described has 
greater storage capacity than any 
previous device, this in itself is a 
simple engineering progression, not 
meriting special attention. However, 
it is in the more unusual features 
that the new NMT shows how 
technology has advanced. The main 
new feature of the NMT is the 
ability to store its own configuration 

dB 

hresho I 1 

DJAAT I 

~ Tl~ ~ Tl~ 

TlllC 

Figure 3 Event detection parameters 

in an EEPROM. This device, a none-volatile storage medium, can be written 
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to in-situ and re-programmed with a different set of data. The device is truly 
none-volatile in that it does not lose its data even with no power applied, 
thus there is no need for back-up batteries to keep the data. This technique, 
first described by Krug for use in a dosimeter is ideal for such applications. 

In the CRL 243, the EEPROM is used to store data which change the 
measurement function. Typically, various templates, algorithms and 
functions are sent to the unit from the host and these can change the total 
measurement set. For example, the environmental data stored has typically 
10 parameters. These can be almost any metrics as desired by the user. For 
example, the user may require the following as his environmental block. 

Block start time 
L1, 
L 10, 
L50, 
L90, 
L99, 
Lmax, 
Leq, 
Time of Max 

At some other time, totally different parameters may be needed. This data 
is sent to the NMT from the host and these parameters will remain until 
changed again by the operator. In the same way, the calibration routine, the 
event recognition parameters, the mode of transmission and many other 
obvious parameters can be selected by the user and sent to the NMT. 

In the present systems, the parameters of recognition are shown in fig 3 and 
while very simple, provide a very good 'hit rate' of recognised events. While 
these are the only parameters used today, the system can be re-configured 
to have many more template parameters simply by changing the system 
ROM, a two minute field operation. It is to be expected that as experience 
is gained with the system, the users will request different types of template 
and these can be provided with little problem. 
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5 Raw Data 

Many publications have detailed the 
ability of Short Leq devices to 
present acoustic data in a form not 
available before computerization and 
the new NMT can send standard 
Short Leq data in the form already 
established. 

fenn§i I §s.s ii Oil.LIiii 
me, ese93~~M~ 

~ ~ ~ ~ ~ m ~ m ~ ~ 

i 1 i i l l i J i i 
F. 4 h I f h . (T) CT) <» 00 <'O ('Q ("> OQ !(IQ (I') 

IQ $ OWS a P Ot . rom t e SUlte flTTOIIS' IIIOUe cursor EM'TDI, return 

Acoustic Editor, downloaded from 
an NMT at Sydney airport during Figure 4 An Aircraft event 
installation, using the pointer in the 
event data. Such plots can be automatically sent from the NMT to the host 
so that even checking on the NMT recognition performance can be done 
automatically. 

The simple DOS program normally provided at feeder airports indeed does 
this automatically and transparently to the operator. 

6 Data provided. 

The data-base of the new system is particularly impressive. Using as its 
engine the lnformix system, it can give correlation of the noise in many ways 
and provide automatic reports for use by the CAA. Complaints on noise 
from the public are handled automatically, the complainants post code being 
used to generate automatic letters reporting on the probable noise which 
caused the complaint. 

Individual aircraft can be identified by type and by carrier and the system can 
list noise infringements by these fields. Additionally, any flight track, noise 
level or other statistical data can be recalled for one year from the computers 
hard disk, but indefinitely using the data stored on the back-up tape. Thus, 
data can be taken from the store and used for future research into the 
complex relationships between noise and other functions. Indeed the data 
storage aspect ·of the system allows any event to be recalled at any time in 
the future. Thus if a penalty system is imposed, the airline operator can be 
provided with the raw data in the form of time histories matched to the radar 
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data giving the movement information. 

7 Summary 

Using Short Leq technology a system has been designed that can provide 
noise data well in excess of the older systems currently installed at many 
airports, many on main frame computers. 

Based on simple 80386 desk-top computer, the very inexpensive noise 
monitoring system installed at these two airports has given a noise 
measurement capability almost un-imaginable a decade ago. 

The data base incorporated gives automatic outputs to allow the system to 
generate reports in almost any format desired, yet gives a security level far 
in excess of other contemporary designs. 

While the system was foreshadowed in early work on Short Leq its 
realization required intense cooperation between the two companies involved 
in the system design. 
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ACOUSTIC AND VIBRATIONAL RESEARCH TECHNIQUES ON HYDRAULIC 
COMPONENTS 

E.·carletti, G.Miccoli, I.Vecchi 
Earth-Moving Machinery and Off-Road vehicle Institute -
CEMOTER - National Research Council of Italy 
via Canal Bianco, 28 - 44044 Cassana (Ferrara) - Italy 

ABSTRACT 

The application of acoustic and vibrational research tech­
niques to external gear pumps is explained, our attention 
being focused on: 
a) sound power level, sound pressure, sound intensity and 

structural vibration measurements that allow a description 
of acoustic and vibrational fields due to complex sources 
both in space and time; 

b) pump fluidborne noise 
ation with a test procedure 
system and the measurement 
pedance; 

and internal flow losses evalu­
based on the use of the anechoic 
of the source characteristic im-

c) assessment of pump actual operating features, i.e. in­
ternal pressure distribution, as input data to finite ele­
ment model computation of casing stress distribution and 
consequent structural modifications. 

The sensitivity of these techniques has been considered 
for a noise optimisation procedure and the achievement of 
the best trade-off between acoustic and functional perfor-
mances. 
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1.0 INTRODUCTION 

The main causes of gear pump noise emission can be summa­
rized as tangential and radial tooth deflections, oil and 
air jets occurring during the engagement cycle. 

The above events produce noise at the gear meshing fre­
quency. Moreover, when the gear itself acts as an acoustical 
radiator, the radiation from gear arises. The amount of this 
radiated noise depends on the relationship between the exci­
tation frequencies and the gear wheel natural frequencies. 

In summary, pressure fluctuations and cavitation ef­
fects generate fluidborne noise; eccentricity or imbalance 
of rotating parts, as well as vibrations of structural 
parts, generate structureborne noise; and structural vibra­
tions interact with the surrounding air causing airpressure 
fluctuations, i.e. airborne noise. 

These three forms of noise are correlated by the dynam­
ic characteristics of the system and the acoustic coupling 
between vibrating surfaces and surrounding medium. 

In the paper a gear pump case study is presented. The 
airborne noise and the pump fluidborne noise are primarily 
considered owing to their leading positions. 

2.0 PUMP AIRBORNE NOISE EVALUATION 

Noise influence of the following design parameters was eval­
uated to "optimize" noise emission of a 9 tooth gear pump: 
1) type of gear set (the same geometry and tooth number, but 
different material and treatments); 
2) type of bearing blocks. 

Considering standard configuration and varying the two 
parameters above, noise pump emission was determined at dif­
ferent values of discharge pressure, by the following inten­
sity based analysis: 
1) sound power calculation; 
2) near field sound pressure and intensity measurements a­
round the pump casing; 
3) vibration measurements. 

2.1 Procedures 

The basic instrumentation consisted of a B&K 3360 analyzer 
equipped with 1/4" and 1/2" microphone intensity probes and 
4393 delta shear piezoelectric accelerometer (for vibration 
tests). An H&P computer, running dedicated software pack­
ages, supervised measurements and subsequent data proces­
sing. 

As the influence of gear set type on sound emission is 
concerned, detailed results are reported in the reference 
paper (Carletti E.). 

After having equipped the pump with the "optimal" gear 
set, the comparison between two couples of improved bearing 
blocks a and b, specifically designed to limit fluid pres­
sure transients at gear meshing, was carried out. 
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* Sound power - Sound power level was derived from intensity 
measurements on a suitable surface enclosing the pump. Con­
tributions of ~11 intensity components normal to the surface 
were merged into the overall sound power spectrum. 

Bearing block b showed average sound pressure level 3 
dB lower than the corresponding bearing block a. This datum, 
giving only a global evaluation of noise emission, is neces­
sary to check whether acoustic performances lie within spec­
ified limits, but is completely insufficient to understand 
the origin of acoustic phenomena generation. 

* Intensity maps - Near field normal intensity values were 
a measured on an equally spaced 

' 
INTENSITY 

5£ LEVEL 1 OdB 

Fig.l - Maps at 200 Hz. 
S=suction, D=discharge 

near the surface itself. 

point grid of a plane parallel to 
each face of the pump. In order to 
concentrate on effects due to the 
pump only, all frequencies related 
to the drive shaft dynamics were 
excluded during data processing. 
The same procedure was repeated 
for sound pressure measurements, 
while vibration data were carried 
out by stud mounting the acceler­
ometer to the pump casing upper 
face. 

, Fig.1 compares the casing ve­
locity maps with near field sound 
pressure and intensity maps, ob­
tained on a surface parallel to 
the pump upper face at 200 Hz fre­
quency and 100 bar working pres­
sure. 

The analogy between pressure 
level distribution and vibration 
pattern confirms the good fitting 
of structural vibratory behaviour 
of a surface with wave phenomenon 

The effect of the increas­
i~g of the high pressure 
region along the gear en­
closure is represented 
with an erratic velocity 
distribution of maxima 
and minima for the a cou­
ple of bearing blocks. An sa 

acoustical energy "sink" 
appears at the supply re­
gion for case b, being 
intensity, pressure and 
casing velocity values 
always lower for this 
couple of bearing blocks. 

a b 

CAStNG VELOCtTY 

* Gating spectra - Inten- ~ 
sity spectra were recorded 
for thirty adjacent win­
dows along the shaft rev­
olution, each spectrum be­
ing the acoustical contri-

Fig.2 - Gated spectra within 
200-8000 Hz frequency range. 
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bution corresponding to a different portion of revolution. 
For each pump configuration and discharge pressure,the in­
tensity probe was placed over the middle of the pump upper 
face at a distance such as the global emissicn from all the 
surfaces of the pump could be collecte~. A fixed optical 
probe, facing the shaft, controlled the analyzer averaging 
process at different points of the gear revolution. The same 
procedure was applied for casing velocity measurements 
(Fig.2). 

Levels at meshing frequency (220 Hz) and first harmonic 
are dominant. For set b these levels are relatively constani 
throughout the cycle, while for set a strong discontinuities 
can be observed either in intensity or vibration levels, 
both at the same angular position. 

3.0 PUMP FLUIDBORNE NOISE EVALUATION 

A. test procedure, based on the use of the anechoic system, 
allows the assessment of pump source flow and equivalent 
source impedance. These are two fundamental complex quanti­
ties for pump noise potential evaluation, their product de­
termining the pressure ripple along the circuit and so the 
main vibration source on components and connecting pipe­
lines. 

The test method characterizes entirely a pump as to its 
hydraulic noise. As a matter of fact, it provides the knowl­
edge of the pump flow ripple at entry to delivery line, i.e. 
the pump fluidborne noise, and that of the pump internal 
flow losses, making the impedance a pump noise evaluation 
parameter. 

3.1 Procedures 

The reflectionless delivery line was made by a variable ca­
pacit¥ with an adjustable diaphragm at its entrance (Fig.3). 
Both impedance and source flow were derived from measure­
ments of ripples occur-
ring when two different 
diameter pipes act as variable 

spud 
independent impedance drin 

values at the pump out­
let port. 

capacity 

loading 
valve 

The harmonic anal­
ysis of pressure rip­
ples was carried out 
with a digital frequen­
cy response analyzer 
while the complex data 

Fig.3 - Schematic diagram of the 
experimental set-up. 

reduction was performed on a mainframe computer to obtain 
the source impedance and the flow ripple. 

The reliability of the test procedure has been proved 
at various operating conditions on 11 gear pumps, different 
as displacement and gear tooth number (Miccoli G.). 

Verified, moreover, the sensitivity of the method to 
source impedance and pump flow ripple variations for differ­
ent geometry pump components, the fluidborne noise optimi-
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sation of the gear pump has been carried out, adopting the 
relief grooves size as design parameter. F1g.4 shows the 
drawing of both A and B bearing blocks, being the distanced 
between the edge of the suction relief grooves and the sym­
metry axis of the bearing block A 0.8 mm shorter. 

The classic plane wave trans­
mission equation, describing thP­
fqrm of the complex standing wave 
in the circuit and the pressure 
ripple at any point, can be con­
siderably simplified if the cir­
cuit is so arranged that the pump 
is discharging into an acoustical­
ly reflectionless delivery line 
and the pressure ripple is meas­
ured close to the pump outlet. 
Once the pump internal impedance 
and its ideal flow have been de­
termined, such an anechoic system 
provides a useful means of knowing 
the pump flow ripple at entry to 

d 

Fig.4 - Bearing blocks 
drawing. 

delivery line and the pump internal flow losses, simply by 
pressure ripple measurements (Fielding D.). 

The circuit reflectionless condition, main parameter 
for the accuracy of the results, was obtained adjusting the 
diaphragm with regard to the loading pressure and comparing 
the waveforms of the pressure signal at three different 
points of the delivery line (Fig.3), so making the value of 
the termination impedance and that of the pipe the same. 

A typical behavior of the source impedance (Fig.5) is 
very close to the theoretical one (Edge K.A.), showing an 
anti-resonance between 1 kHz and 2 kHz, meshing frequency 
being about 220 Hz, with a phase change from -90° to positi­
ve values. Pump ideal flow ripple (Fig.6) turns out from the 
sum, magnitude and phase, of the actual flow ripple and the 
internal flow losses. 

. 
Nsee/mS 

I 

I 
8 lO 

harmonics 

Fig.5 - Source impedance Zs 
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0 

Fig.6 - Ideal flow ripple Qs 

A· comparison (Fig.7) among the hydraulic noise charac­
teristics for the pump with different couples of relief 
grooves shows that bearing blocks A increase the pump leak­
age flow Ql, without necessarily lowering the actual flow 
ripple Qe, measure of the pump fluidborne noise. The differ­
ence between the behaviors of the pump ideal flow rate Qs is 
due to the fact that they depend on both Qe and Ql and also 
on their phase opposition, better for relief grooves B. 
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Fig.7 Bearing block Ql, Qe, Qs flow ripples comparison. 

Moreover, experimental data confirmed impedance mean­
ing, 
lower 
lower 
result 

a greater source value vs. harmonics pointing out a 
pump leakage flow. A value of airborne noise 3 dB(A) 
for grooves B, at test loading pressure, emphasized 
accuracy. 

4.0 PUMP STRUCTURAL ANALYSES 

Both experimental and theoretical techniques have been used 
to obtain a detailed description of the cyclic loads and 
forces acting on the stationary pump casing and rotating 
gears. Their knowledge, together with that of the overall 
dynamic equilibrium conditions, are prerequisite for the de­
velopment of a general structural analysis of the external 
gear pump. 

An experimental procedure with relevant computation 
steps has been carried out to describe the pump internal 
pressure behavior and the consequent gear load distribution. 

A comprehensive representation of the pump casing 
stresses has been obtained with a 2-D finite element analy­
sis, comparing the response to some reference pressure dis­
tributions with that for actual pump operating characteris­
tics (Miccoli G.). 

4.1 Procedures 

A set of experimental data about the gear pump internal 
pressure history has been recorded with a piezoelectric· 
transducer fixed inside the driving gear shaft and communi­
cating with a tooth vane. That solution provides a knowledge 
of the pressure distribution not only on the casing inner 
surface but also inside the meshing zone and tr~pped volume. 
In such a way, the analysis of pressure loads on gears is 
exhaustive and a precise calculation of' radial resultants on 
these possible. · 

For all different operating conditions, the pump had a 
pipe with anechoic termination as external load, such as 
that described above. The use of a reflectionless system is 
due to the fact that the analysis of the pump operating fea­
tures must be carried out without introducing the effect of 
any external unwanted influences on the'measured quantities. 

Fig.8 shows a typical behavior of the pump internal 
pressure ripple corresponding to a gear shaft revolution. In 
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a vane between contiguous teeth, 
during fluid transfer from suc­
tion to delivery port, the pres­
sure rises quickly from zero to 
delivery value. Fluid compres­
sion phenomenon for the trapped 
volume is represented with the 
maximum pressure peak corre­
sponding to the two gear meshing 
angular positions. The following 
pressure drop occurs when trapped 
volume opens to suction. 

The above actual pump oper­
ating features as input data al­
low the computation of radial 
load resultants on the gears. 

Fig.9 is an example of the 
final output of the computer pro­
gram on purpose worked out. 

For the 2-D finite element 
analysis, the ANSYS code has been 
used. The non-linear contact be­
tween pump structure and bearing 
blocks has been simulated by 
means of a shaped rigid surface 
on the inner inlet side of the 
casing or with a finite element 
model of the bearing blocks, us­
ing 2-D interface elements. This 
second kind of solution gives a 
geometric configuration close as 
much as possible to the real one 
and allows to follow the deforma­
tion of the contacting surfaces. 

Among the main results, the 
good analogy between very local 
stress concentration points, sug­
gesting the possibility of fa­
tigue crack propagation lines, 
and the actual fatigue failures 
of this type on some strain aged 
pumps. 

Moreover, the radial result­
ant on the gear shaft, corre­
sponding in our model to the re­
actions at the traslational con­
straints on the bearing block, 
is in very good agreement with 
that directly computed from the 
experimental results, when taking 
into account the absence of con­
tact force between meshing teeth. 
Fig.10 represents the pump stress 
behavior using the real pressure 
distribution from experimental 
data a~d the finite •lement model 
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Fig.8 - Pump pressure 
time history. Loading 
pressure: 50 bar. 

Fig.9 - Resultant forces 
on the gear shafts and 
angles. RISc,ARISc:driven 
gear. RISm, ARISm:driving 
gear. 

Fig.10 - Equivalent Von 
Mises stress distribution 
Real pressure with bear­
ing block FE. model. Nine 
equally spaced contour 
lines. 

of the bearing blocks. The error in both angle 
evaluation is maintained within a few percent. 

and magnitude 
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5.0 CONCLUSIONS 

Complementing the usual single title of merit (sound power) 
with multiple titles (intensity maps, gating spectra and vi­
bration measurements) gives effective and,precise ways of e­
valuating each design parameters in terms of minimum noise 
emission. 

The test method for assessing fluidborne noise, being 
very sensitive to pump structural modifications, proved to 
be the basic tool for a noise optimisation procedure and the 
achievement of the best trade-off between acoustic and func­
tional performances. 

Numeric simulation in order to evaluate the component 
quality at design stage together with experimental procedure 
allowed the computation of pump casing stress distribution, 
starting from pump internal pressure actual behavior, with 
consequent possibility of structural modifications. 
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ABSTRACT 

The performance of personal hearing protectors, earmuffs 
and earplugs, appears to be much less in the field than 
laboratory test results indicate. In this paper, overseas 
laboratory data is compared with Australian laboratory 
data. It is seen that the Australian laboratory data is 
closer to the ''real-world" performance than test figures 
obtained in USA laboratories. The different test 
methodologies explain some of the differences. The 
Australian Standard 1269 "Hearing Conservation" should 
give slightly better performances than the results 
obtained if protectors were tested in accordance with 
Australian Standard 1270 "Hearing Protection Devices". 

Differences expressed as Sound Level Conversion or SLC8 
values between "real-world" and laboratory performances at 
hearing protectors are set out. The "real-world" 
performance for earplugs is estimated to be up to 9 dB 
less than the laboratory SLC

80 
when tested in accordance 

with AS 1270. The "real-world" performance of earmuffs is 
likely to be 6 dB less than the performance obtained in 
laboratory tests to AS 1270. 

The effectiveness of hearing protectors is decreased when 
they are not worn all the time. A table showing the 
performance of a protector when it is not worn all the 
time is included. 
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1.0 INTRODUCTION 

rhe attenuation of hearing protectors, when measured in 
Australian laboratories in accordance with Australian 
practice, can be achieved in the workplace provided there 
is an effective hearing conservation program in place that 
implements all the requirements of AS 1269 "Acoustics -
Hearing Conservation." In other situations, common in the 
real-world, the attenuation of earmuffs and earplugs will 
be reduced and therefore the hearing protection will not 
be as effective. 

2.0 EXPERIMENTAL EVIDENCE 

There are a number of reports which show that the 
effective attenuation of hearing protectors as worn in the 
workplace, or their real-world performance, is 
significantly less than estimated by laboratory 
measurements. These reports which included data from 50 
different industrial plants and 1551 hearing protector 
users, were summarised by EH Berger of E.A.R Division, 
Cabot Corporation USA and the results published in a 
report entitled "Using the NRR to Estimate the Real-World 
Performance of Hearing Protectors" in Sound & Vibration, 
January 1983. The differences between the USA laboratory 
and real-world measurements of attenuation of earmuffs and 
the most commonly used types of earplugs taken from this 
report and presented as SLC

80 
values are given in the 

following Table 1. 

TABLE 1 - DIFFERENCES BETWEEN USA LABORATORY AND REAL­
WORLD ATTENUATIONS OF HEARING PROTECTORS 

LABORATORY REAL-WORLD DIFFERENCE 
PROTECTOR TYPE ATTENUATION ATTENUATION 

SLC 80 SLC80 

Earmuffs 30 17 13 
(209 subjects) 

Foam Earplugs 34 14 20 
(280 subjects) 

Pre-fabricated 
Earplugs 27 6 21 
(217 subjects) 

The results for the real-world attenuation of hearing 
protectors given in Table 1 are apparently representative 
of the performances obtained in the workplaces where 
hearing conservation programs have been poorly implemented 
and supported al though there is a suggestion that the 
results may be biased towards over-estimating typical 
real-world performance. 

509 



It has been known for some time that laboratory hearing 
protector tests carried out in the USA where Berger's work 
was done showed higher attenuation than those obtained in 
Australia where the results were thought to be closer to 
real-world performance. The difference is thought to be 
due to the different procedures employed in fitting the 
devices during the test of acoustic performance. In the 
USA it has been the practice to carefully fit, train and 
motivate subjects for the testing procedure whereas in 
Australia after the correct size of device is chosen for 
each subject, the subject is then asked to fit the 
protector in the presence of broad band noise in 
accordance with the manufacturers' instructions. 

In an attempt to simulate what Berger describes as 
"achievable" use i.e. "that which can be obtained by a 
typical wearer who makes a conscientious effort to 
properly use the device in a manner consistent with a 
reasonable degree of comfort", he carried out measurements 
on earmuffs which were fitted by the subjects after they 
had read the manufacturers' instructions (called 
"Laboratory - Subject Fit"). The results of those tests 
which are taken from his paper "Can Real-World Hearing 
Protector Attenuation be Estimated Using Laboratory Data" 
published in Sound and Vibration December 1988, are shown 
in the following Table 2. 

TABLE 2 - COMPARISON OP LABORATORY AND REAL-WORLD HEARING 
PROTECTOR ATTENUATION 

PERFORMANCE MEASUREMENT ATTENUATION SLC80 

Typical Laboratory (USA) 27 

Laboratory-Subject fit (USA) 23 

Real-world 17 

No real-world data were available for the earmuffs tested 
in the typical laboratory and subject fit studies used to 
obtain the data given in Table 2. The results of these 
studies were therefore compared by Berger with the average 
real-world attenuation of many earmuff types given in 
Table 1. As Berger states in his paper "the difference 
between makes is usually smaller than the within device 
standard deviation across real-world users", the real­
world data therefore "provide a useful (but certainly not 
conclusive) basis for comparison ... ". 

Since the fitting procedures employed in the subject fit 
tests carried out by Berger are similar to (but not the 
same as) those specified in Australian Standard 1270-1988 
"Acoustics - Hearing Protectors" it is likely the tests 
carried out by the National Acoustic Laboratories (NAL) to 
the Australian Standard gave comparable results. 
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The data given in Table 2 therefore suggests that there is 
a possibility that the SLC80 value of the real-world 
performance of earmuffs in poorly defined hearing 
conservation programs is 6 dB less than the data published 
by NAL in Australia. The NAL performances can be regarded 
as achievable in a hearing conservation program conducted 
as described in Australian Standard 1269-1989 "Acoustics -
Hearing Conservation". As pointed out above, the 
difference is not conclusive but tends to be supported by 
a difference of 6 dB between the average of the SLC8 
values of all ear-muffs given in the sixth edition ot 
"Attenuation uf Hearing Protectors" published by NAL which 
is 23 dB and the real-world attenuation given by Berger. 

It is also useful to note that the SLC80 values for 
earmuffs on which the real-world data was obtained 
(presented in Table 1) is greater than the value presented 
in Table 2 for the typical laboratory results. This 
suggests that the real-world performance reported by 
Berger has probably not been influenced by the use of a 
preponderance of poor performing earmuffs. 

3.0 THE E.A.R. EARPLUG 

In his report, Berger also examined the real-world 
performance of the E.A.R earplug as a particular brand of 
foam earplug and provides the results of these surveys. 
The SLC80 value was calculated for the best result of the 
three surveys and was found to be 13 dB. 

The laboratory SLC80 value given in the NAL report for the 
hearing protector is 22 dB giving a difference between 
Australian laboratory test and real-world attenuation of 
9 dB. 

4.0 PERFORMANCE DECREASES WHEN NOT WORN ALL THE TIME 

The above estimates of the difference between real-world 
and laboratory tests do not take into account "breaks" in 
wearing hearing protectors while being exposed to 
excessive noise. The effect of this has been calculated 
in terms of effective SLC80 values and is shown in Table 3. 
The method used for the calculations is based on the SLC80 
definition. It is that calculation and rounding to whole 
decibels which gives the trivial 1 dB error (4 dB rather 
than 3 dB) for protectors worn 50% of the time. 
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TABLE 3 - EFFECT OF NOT WEARING HEARING PROTECTION FOR 
PART OF THE TIME EXPOSED TO NOISE 

TIME NOT WORN 1 i. 5% 10% 50% 

Nominal SLC
80 Effective SLC80 

6 6 6 5 3 
10 10 9 8 3 
15 14 11 10 4 
20 17 13 10 4 
25 20 14 11 4 
30 21 14 11 4 

5. 0 APPLICABILITY OF SLC80 VALUES 

It should be noted that low values of SLC80 may often 
approach the C-A value for many noises where C and A are 
the noise levels in dB (C) and dB (A) respectively. In 
these cases the estimated in-ear noise levels are higher 
than they should be and more accurate results should be 
obtained by using octave band sound levels. Nevertheless 
the small figures have been included in Table 3 to 
indicate the significance of time corrections. 

SLC80 values should not be used in calculations of in-ear 
noise levels in cases where the value is close to the C-A 
value. Care should be taken where SLC80 - (C-A) is less 
than 5 dB since this leads to estimated in-ear noise 
levels which are higher than they should be. The SLC80 
calculation method can not be used where SLC80 - (C-A) is 
negative. In these cases, the in-ear noise levels should 
be calculated using octave band sound pressure levels. 

6.0 FACTORS AFFECTING REAL-WORLD PERFORMANCE 

The factors which affect the real-world performance of 
hearing protectors are best summarised in a book entitled 
"Noise and Hearing Conservation" Fourth Edition, published 
in 1986 by the American Industrial Hygiene Association. 
The summary is quoted as follows: 

1) 

2) 

3) 

4) 

Comfort - This is ignored in laboratory tests but is 
crucial in the real-world. 
Utilisation - Due to poor comfort, poor motivation or 
poor training, earplugs may be incorrectly inserted 
and earmuffs may be improperly adjusted. 
Fit Fitting and sizing of earplugs must be 
carefully accomplished for each ear. If they are not, 
performance will be degraded. 
Compatibility Since not all HPD's 
Protection Devices] are equally suited for 
canal and head shapes, the proper device 
matched to each user. 
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5) Readjustment - Since HPD' s can work loose or be 
jarred out of position, employees must be advised of 
the need for readjustment. 

6) Deterioration No HPD's are permanent or 
maintenance-free. They must be inspected at least 
twice yearly, and replaced or repaired as necessary. 

7) Abuse Employees often modify HPD' s to improve 
comfort at the expense of protection. This must be 
avoided. 

8) Removal - When devices become uncomfortable they are 
often removed to give the ears a "break". This can 
dramatically reduce the effective protection ... ". 

If a company has implemented a hearing protection program 
in accordance with AS 1269-1989 then it could be expected 
that the factors listed above will have been largely 
eliminated and individual wearers of hearing protection 
are likely to be receiving the estimated protection. 

However, where a hearing protection program is not fully 
supported by management and has not been well defined, 
workers have not been educated or motivated, hearing 
protectors have not been appropriately selected and fitted 
and their wearing not adequately supervised, it can be 
expected that people will receive less than the protection 
estimated using Australian laboratory data. 

It should be noted that there is an advantage in 
implementing a program in accordance with AS 1269. AS 
1269 has a more stringent requirement for fitting 
protectors than the test method specified in AS 1270-1988 
"Acoustics - Hearing Protectors". There is possibly a 
small margin of safety for workers fitting their 
protectors using AS 1269 who may be getting greater 
attenuation from their protectors than estimated from 
laboratory data. 

7.0 CONCLUSION 

Where the hearing protection program recommended in 
Australian Standard "Hearing Conservation" 1269 has not 
been implemented in full, the attenuation received from 
hearing protectors is more likely to be shifted towards 
the ''real-world" performance shown in the lowest line of 
Table 2 for the times hearing protectors are worn. 

A full implementation of AS1269 is the best way of 
protecting the hearing of people exposed to noise. If all 
the requirements of AS1269 are not met, then the 
performance of ear muffs and earplugs used in calculations 
to ensure people will not lose their hearing should be the 
real-world performance. Even these low figures have to be 
shifted lower when the hearing protectors are not worn all 
the time they should be. 
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AN IMPULSE RESPONSE ESTIMATION METHOD 

ONLY BY AVERAGING 

Ken' iti Kido and Toru Yamazaki 
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ABSTRACT 

This paper describes a new method of the estimation of impulse response 
of a sound trans■ission path fro■ a sound source to an observing point. The 
estimation of the impulse response is inportant for the design of an FIR 
filter used in active noise suppression systems or other acoustic systems in 
electro acoustics. architectural acoustics and acoustical measure11ents. Up to 
the present, many sophisticated estimation methods have been proposed and 
used. that is, the method using an i11pulse. the cross spectral method using 
noise as the source signal, the method using adaptive filter algorithm or the 
linear predictive algorithll with an assU11Ption where the transmission path is 
composed of an autoregressive system. 

The method introduced in this paper does not need co■plicated 
computation and is very simple in principle. The new method is explained 
using the principle of convolution. 

The principle and the estimation method will be described in the first 
place and some results obtained by the computer simul&tions and the 
experiments wi 11 be shown. 

The result obtained by the new method is not affected by the property of 
circular convolution as the well known cross spectral method and the method 
uses most of the sasapled data effectively. But, the source signal should be 
rando■ in a.11plitude or in pulse interval. Finally, it is discussed what is 
obtained if a sequence correlated each other is used as the source signal. 
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1.0 INTRODUCTION 
When both the input and the output signals of a transfer 

system can be observed, the transfer function and the impulse 
response of the system is usually estimated by use of the cross 
spectral method. The estimated transfer function is the ratio of the 
cross spectrum of input and output signal to the power spectrum of 
input signal in the method. And the impulse response is the inverse 
Fourier transform of the transfer function. A number of computations 
of Discrete Fourier Transform (DFTl are necessary for the estimation 
of transfer function. A special treatment is also required to avoid 
the errors due to circular convolution which is one of the peculiar 
property of the DFT. 

Now, it may not be a big problem by use of the Fast Fourier 
Transform (FFT) algorithm[Cooley, 1965) that a number of 
computations of DFT are necessary. And the method to avoid the error 
due to circular convolution has already been established[Kim, 1986). 
But, the estimation method proposed in this paper is considered to 
be worthy of notice because of the way of thinking. 

This paper describes first the principle of the method for the 
estimation of impulse response only by averaging in accordance with 
the explanation of convolution. Next some investigations on the 
method based on the results of computer simulation are presented. 
And the other computer simulation is shown in which the input signal 
is a~convolution of a random sequence and an impulse response. What 
is obtained in such a case is also described. 

: • 1 I mp u' 1 s e r e s p o n s e h(n)~: -■~!!!!!l-.....w--;1 __,,..._,..·_,..· ___ _ 
' •• I I , 
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ra(n), 
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r,(n) nse to X(l) 
I ' 

r,(n)I ' i • ■ f\esponse to X(2) • Ir-
- rin) to X(3) 

r.(n). to X(4) 

Fig. l Sche11atic explanation of convolution 

515 



2.0 PRINCIPLE OF THE KmllD 
The response y(n) of a systes •hose impulse response is h(n) {IFO. l, 2. · • : 

discrete tiE} to a input signal x(n) is expressed by the following equation 
as the convolution of x(n) and h(n)[4]. 

p p 
y(n)= 'i. x(p)h(n-p)= 'i. x(n-p)h(p) (1) 

p=O p=O 
Figure 1 shows the relation between the input sequence x(n), the impulse 

response h(n) and the output sequence y(n). The input signal is expressed as 
the sequence of pulses which are the sampled values of the signal. The 
response to each saapled pulse of input signal is similar to the impulse 
response and the amplitude is proportional to the value of input pulse. The 
responses to every sampled pulse of input sequence x(n) are illustrated as 
r(n) in the figure. The instantaneous value of output signal at each sampling 
time is the sua of the responses along the longitudinal line indicating the 
same sampling time. It may be clear from this explanation that the output 
sequence contains.. the responses of each input pulse shifting one by one. 
Therefore. it may be considered that the impulse response is obtained by 
averaging the output sequence after normalized by the corresponding input 
pufse. 

The output sequence contains not only the respanse to an input pulse of 
corresponding time but also the response to the input pulses of the other 
time. Therefore, the input saJBoles of the other time should have random 
positive and negative value so that the averaged value approaches zero by 
increasing the nW1ber of averagings. 

Next. the above described • i 11 be investigated using equations. 
Using the second tena of the right hand side of F,q. (1). y(n), y(n+l), y(n+2), 

· · · are written don as follows: 
y{n) =x(n)h(0)+x(n-l)h(l)+x(-e-2) h(2)+ · • ·+x(n-p) h(p) + · · ·+ x(n-P) h(P) 
y(n+ l) =x(n+ l)h(0)+ x{n)h(l)+x(n-1) h(2)+ • · · +x(n+ 1-p)h(p)+ · ·+ x(n+ 1-P) h(P) 
y(n+2)=x(n+2)h(0)+x(n+l)h(l)+x(n)h(2)+· · ·+x(n+2-p)h(p)+· ·+x(n+2-P)h(P) (2) 

y(n+ p)=x(n+p) h,(0)+x(n+p-1) h(l)+x(n+p-2) h(2)+ · · ... x(n+ p-p)h(p)+ · · + x(n+p-P) h(P) . . 
The value of y(n+ p) in this equation divided by x(n) which is the value of 

input salll1)le before p discrete time is expressed as the following: 
y(n+p) x(n+p) x(n+p-1) · x(n+p-p) 
-- = -- h(O)+ · h{l)+···+---h(p)+··· (3) 

x(n) x(n) x(n) x(n) 
In the right hand side, the coefficient of h(p). x{n+p-p)/x(n) isl and 

the other coefficients x(n+p-i)/x(n) ; ~i of h(i) take positive and negative 
random values. Therefore. the coefficients of h(p) for ~i should.approach to 
zero at the l i11i t of 1v-+00 when the mean value of y(n+ p) I x(n) is taken 
changing the value of n. where n · is the number of data used for the 
averaging. If the above discussion is correct. h(p) is obtained only by 
averaging. But. the term y(n+p)/x(n) should not be used in the averaging 
process if the absolute value of x(n) is less than a finite value to prevent 
the use of too big a value of y(n+p)/x(n). The averaged result is written 
as the following: 

1 N y(n+p) . 
-£: -- =Coh(O)+C,h(l)+C2h(2)+-···+Cph(p)+···· (4) 
N n x(n) 

516 



( 4') 

where, 
1 N x(.a+p- i) 

N n x(n) 
C,= I

-r: i=i=p 

1 : i=p (5-2) 
Equation (5-1) adopts only the case where !x(n)l exceeds a finite value 

larger than zero. And the coefficient C; approaches to zero increasing N 
when i*p, under the condition that.the mean value of the rand011 sequence x(n) 
is zero. And the next equation holds good. 

1 N y(ntp) 
h(p)= Ii1.1 - L 

N-oo N J x(n) 
(6) 

The nt111berof divisions by(n) carried out in the computation of this 
equation is NP for a impulse respanse of length P. The number is much 
smaller than that of wltiplication in the cross spectral method. but it is 
still a considerable number. 

The number ofdivision-,can be made zero using a binary sequence of random 
interval. because there is no requirement in the distribution function of the 
source signal x(n) excepting for that the mean value should be zero. Using 
such the source signal •. the above equation (7) is rewritten as follows: 

l N 
h(p) = li11 - L sgn{x(n) }y(ntp) 

N-oo N n 
(8) 

The discussion in the preceding is rather intuitive and the method is 
confirmed by a computer simulation. 

First. the impulse respanse is estimated by the method described here 
using a randOII sequence as the input to a single resonance tran.s■ission 
syste111. The output sequence for this siwlation is directly c011puted as the 
convolution of input sequence and the impulse respanse of the syst.ea. 

Figure 2 (a) shows the input sequence which is the computer generated 
uniform rando11 sequence, (b) the output sequence which is the convolution of 
the input (a) and the impulse respanse of the systell shown in Fig. 3 (a). 

The impulse respanse estimated by the sequence shown in Fig.2 (a) and (b) 
is shown in Fig. 3 (c). The agreement is indicated by the overiapped figure of 

Fig.3 (b) and the difference between the real impulse respanse and the 
estimated one shown in (d). 

Figure 2 (c) shows a binary sequence made from a random sequence of (a): 
using the signs of successive pulses in the sequence. The convolution of the 
sequence (c) and the impulse resPonse used for making sequence (b) from (a) 
is shown in Fig.2 (d). Figure 3 (e) shon the result of estimation from the 
sequences of Fig. 2 (c) and (d). The difference between the estimated one and 
the true impulse respanse is very small as shown in Fig.3 (f). 

3.0 NORMALIZATION ONLY BY SIGN 
According to the preceding description. the output sequence normalized by 

the correspanding input sample is the sum'of the impulse respanse whose 
magnitude is propartional to the input sample and the noise due to the othe~ 
input samples. and the impulse respcnse can be estimated reducing the noise 
fro■ the output sequence by averaging. Fro■ this argument. it is considered 
that the sign of the input sample can be used instead of the value of the 
input sample. The pclarity and the magnitude of the respcnse to the input 
sample buried in the output signal depends on the sign and the magnitude of 
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Fig. 2 Examples of input and output sequences of the system used in the 
computer simulation of the estimation of impulse response 
(a) random input sequence 
(b) response of the system to input (a) 
(c) impulse sequence of random interval 
(d) response of the syste■ to input (c) 

(b) 
I ~PULSE RESPONSES OlERLAF'ED 

(\ 

,' \ i \ 

(c) 
ESTil·l!-lTED FRt:11-1 RHNO)tl NOISE 

(d) 
EST lt'lAT I ON ERROR 

· f'\= \:,861 ERROR COEF. El= . 131983 

( e) (f) 
EST!t-li-'.ITED FR('if"I lt!PULSE TRHIN EST nlAT I ON ERROR 

ERROR C OEF. E2= . 135229 

l\ 
-·· 

Fig. 3 Impulse response of a system. estimated impulse responses and the 
estimation errors 
(a) impulse response.h(n) 
(b) overlap of the exact impulse response and estimated ones 
(c) i~rulse response estimated by Fig.2 (a) and (b) 
(d) estimation error of (c) 
(e) impuJse response estimated by Fig.2 (c) and (d) 
(f) estimation error of (e) 

518 



impulse responses buried in the output sequence becoaes the same as that of 
the response to the·positive input pulse. Therefore, the resultant wave form 
from which the noise is eliminated by averaging should.be similar to the 
impulse response. 

Fro11 the above considerations, the following equation to estimate h(p) is 
deviced: 

1 N 
h(p)= lim --- !: sgn{x(n-p)}y(n) 

N+oo 
(9) 

n 
Nlx(n) l 

This equation is the sase as that to compute the cross correlation using 
the sign of rand.011 signal. Therefore, it can be said that the method 
described here coincides with the method of esti11ating the impulse response 
using the cross correlation of input and output signals using random noise as 
the input. . . 

The nor11alization of F,q.(6) is not necessary in this method and the same 
result is obtained only by the averaging after modifying the sign of y(n) by 
the sign of x(n-p). The coilJ)Utation quantity can be wch reduced. 

Figure 4 shows the result of COIIPUter siaulation for the confirmation of 
the validity of this method. In this figure. (a) shows the impulse response. 
(b) the overlap of the real and the estimted impulse responses. (c) the 
impulse response estimted by the method in this chapter using only the sign 
of x(n) and (d) the esti1111tion error. The validity-of the method using only:­
the sign ef input sequence is shown here. 

4. 0 CASE OF COLORED INPUT SIGNAL 
The impulse response is not exactly estiaated when a colored signal 1s 

used for the input sequence. The obtained result in such the case is 
explained as follows. 

Let u(n) be the rand'Ji:11 sequence. g(n) the impulse response of a filter 
with which the colored input signal x(n) is made fro■ u(n). TIJat is. the 
input signal x(nT is expressed as follows: · 

x(n)=u(n) *g(n) (10) 
The output signal or the syste11 is the convolution of x(n) and h(n). and 

the following relation holds. 
y(n) = x( n)* h( n)= u( n)• g(n)* h( n) =u(n)•{ g(n) *h(n)} ( 11) 

The result obtained· by the Salle aethod as described in the preced.ing 
chapter should be g(n)*h(n) in this case if the sign of x(n) is similar to 
that of u(n). In the previous aethod. the sign of the output signal should be 
normalized by the sign of u(n) to obtain g(n)*h(n). but the sign of output 
signal is noralized by that of x(n)=u{n)*g(n) in this case as u{n) can not 
be observed. When g(n) is a simple function such as two points moving 
average. the sign of x(n) will not much differ fro■ that of u(n) and the 
obtained result wi 11 be proportional to g(n)*h(n). but when g(n) is a 
complicated wave. the sign of x(n) differs JllUCh from that of u(n) and 
g(n)*h(n) wi 11 be eliminated in the same way as the response to the other 
input saaples. 

The validity of the discussion is confirmed. by a co11puter si11Ulation. 
Figure 4 (e) and (f) show the results in a case where g(n) is two points 
moving average: g(n)=l for g(n)=O. l else g(n)=O. 

Figure 5 shows the results of another case where the impulse response is a 
Slllll of decaying sine·waves and g(n)=(sin(3.14*11/4) : n=O to 4 else g(n)=O. 
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(a)· I TRUE ! !'PULSE F.ESPCN3E 
(1 •'\ 

11\ ,' ,'\ .... 

( C) 
E~Til·l14TED FF'Ol·I F.HN[u)'l NOISE 

I l = J::f3 l 

.._.,...___ \ II ~/ ,./ .. _,· ._ -

•J 
( e) 

ESTIMATED WAVE FORK USING 
COLORED INPUT u(n)*g(n) 

k2= 4ft31 

( d) 
E'3Tll'1ATIOM ERROR F0R h(n) 

ERROR CCEF. El= . .?25844 

( f) 
DIFFERENCE BKTWEEN 
ESTIMATED AND g(n)•h(n) 

ERROR COEF. E2= . 127254 

Fig. 4 Results of impulse response estimation by a random and colored input 
sequence and the response to them. 
(a) impulse response h(n) 
(b) overlap of the exact impulse response and estimated .ones 
(c) impulse response estimated· by random input u(n) and the response to u(n) 
(d) estimation error of (c) . · 
(e) wave form estimated by colored input u(n)•g(n) and the response to it. 

where g(n)~l for n=O.l else g(n)=O. 
(f) difference between estimated wave form and g(n)•h(n) 

(a) 
TRUE I l·IF'1JL SE F.E3!=(K--E 

( C) 
ESTll'l1-\TED FF.(lt-1 PHI'~[(('! NOISE 

· 1-1= S:::131 

( I'! ) 

ESTIMATED WAVE FORK USING 
COLORED INPUT u(n)•g(n) 

f,2= ~-861 

b) 
I r·PULSE RE~S ())ERLAPED 

r 

( d ) 
ESTIMATION ERROF: FOR h(n) 

ERROR COEF. El= .0045465 

( f) 
DIFFKRENCE BKTWEEH 
ESTIMATED AND g(n)•h(n) 

ERROR COEF. E2= .286009 

Fig. 5 Results of impulse response estimation by a random and colored input 
sequence and the response to them. 
(a) impulse response h(n) 
(b) overlap of the exact impulse response and estimated ones 
(c) impulse response estimated by random input u(n) and the response to u(n) 
(d) estimtion error of (c) 
(e) impulse response estimated by colored input u(n)*g(n) and its response, 

where g(n)=(sin(3.l4*D/4))~2 for n=O to 4 else g(n)=O. . 
(f) difference between estimated impulse response and g(n)•h(n) 
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5.0 CONCLUSION 
This paper proposes a new method of consideration to estimate a 

system by use of the input and the output signal, where no 
multiplication is necessary. The computation quantity is much less 
in this method than in the conventional cross spectral method. But, 
the input signal of this method should ~e random in amplitude or in 
the interval of successive pulses and the mean value of the input 
sequence should be zero. 

According to the investigation, the following are made clear: 
(1) the impulse response of a system is estimated by making the 
average of the values of output sequence normalized by the samples 
of input sequence shifting one by one. 
(2) the input sequence should be random in the amplitude or in the 
interval of the successive samples and the mean value should be zero 
to obtain impulse response by the method in (1). 
(3) using the constant amplitude positive and negative pulses of 
random interval as the input sequence, the impulse response is 
obtained without division by the input sequence. 
(4) in the case of random input sequence, normalization by the input 
sequence can be changed to the normalization by the sign of the 
samples of input sequence, and the number of divisions can be mucb 
decreased. 
(S)when the input sequence is the convolution of a random sequence 
u(n) and an impulse response g(n), the obtained result by the same 
method is the convolution of g (n) and the impulse response of the 
system h(n). But g(n) should be a simple function not to eliminate 
g(n) h(n) by the averaging. 

Those results are confirmed by computer simulations. 
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ABSTRACT. 

In environmental studies noise levels are naturally fluctuating 

and lead to statistical processing, often a basic 

assumption is made to their normality behaviour. 
As equivalent noise level Le~t is given by 10 log(L\fV/6t) 

with V = J p 2 /p0
2 a theoretical framework for Leq may intro­

duce Vas a positive PSII (process with stationary and inde­

pendent increments), characteristic functionsof which are 

known and rather simple to work with. 

This model has many advantages. Here it is shown how, for 

positive PSII of second order, V increments distribution 

tends to a normal law with vanishing variance as time of 

integration 6t increases. An associated asymptotic log­

normal property yields convergence of noise equivalent levels 
LeqAt distribution to a normal distribution. With it normality 

status becomes clearer. 
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1.0 INTRODUCTION. 

The idea that road traffic noise levels are normal (gaussian) 

is rather ancient in literature, and probably its repeated 
presence has rendered more obscure the origin and nature of 

this property; in some cases it had been considered as an 
hypochesis or postulate (Bastide). Anyway this is an extreme 

position because there is also an opposite behaviour (no 
mention of normality). Here we open a discussion on this 
topic and propose a specific model for noise equivalent level 
Leq in order to cast a new light on it. 

2.0 A SLIGHT REVIEW FOR ROAD NOISE LEVELS AND NORMALITY. 

The assumption of normal fluctuations for road noise levels 
is found in many papers with different degrees of belief. For 
instance it is found in Beranek (1971) under a minor formula­
tion "If the probability distribution of the instantaneous A 
levels is reasonably Gaussian, ... ", but he says also "that 

many traffic noise situations are not Gaussian". 

At the same time the hypothesis is more precisely involved in 
- - 2 order to set up relationship Leq = L + 0,115 S1 or L50 + 

0,115 S~, Land S~ are usual statistics of observed noise 
levels Li and the result an overall Leq estimator for the 

whole period of acoustic investigation (Aubree Auzou Rapin) 

This is a classic formula coming from an identity between 

moments of normal and log-normal distributions (Johnson 
Kotz); Land L50 ar0 two estimators for mean(Li), the firs~ 

more efficient than 1 50 • It appeared in a D.R. Johnson note 

( 1969) as mentioned by Robinson, and has been frequently 

repeated (Lienard, Migneron). 

As Beranek did, acoustical papers by others took up again the 
assertion (Bishop, Fisk), and with no doubt its influence 
occurred in the Robinson NPL with a 2,56 OL quantity inspired 
by (110 - L90 ) expression in TNI. 

conversely Kurze and several Japanese authors have been 

unaware of this assumption (roughly for the same time), and 

523 



developed more or less intricate statistical techniques in 

order to describe noise level distributions around roads and 

motorways (for instance Otha Mitani). This renders more 

remarkable a recent proposal into which normal distribution 

is used as a technical first order term in a statistic series 

expansion (Otha Nakasako). So Gaussian assumption has a long 

past behind it in road traffic noise, and few people remained 

unconcerned about it. 

3.0 THE PSII MODEL FOR ACOUSTIC ENERGY. 

Here is a new framework for noise levels based upon the 
definition of noise equivalent level itself. 

3.1 A model. Truly LeCJAt == 10 log{l/At f p 2 (t)/p/ dt} 

integrated from t to t+At, where p(t) is the instantaneous 
acoustic pressure and p0 = 2 X 16-5Pascal. So if we call v = 
p 2 (t}/p0

2 an "acoutic power" (Bastide), Leq is defined by the 

increments Adv) of the "acoustic energy" f p 2 (t) Ip/ dt and 

this remark leads us to consider energy fp 2/p0
2 dt as a time 

process defined by the way of its increments, (or with suita­
bly filtered pA2

, - and related energy). Here the classical 

logarithm in acoustics may be considered as a mere transform 
variable between observed noise levels on time intervals (t: 

t 1+At 1 ] and the related average increments for V. 

When noise levels are relatively stable, for instance during 
day hours, the model is completed by taking increments on 
separate time intervals of same duration At stationary. Among 

such processes the most curious and disquieting are the time 
homogeneous processes with independent increments, also cal­
led processes with stationary and independent increments 
PSII. They have been quite described by Levy then by Khint­
chine and are closely related to infinitely divisible distri­
butions (Feller). 

What is important is that for general PSII Xi:, one knows comple­

tely the characteristic function of Xt. Moreover characteris­

tic function for positive PSII {because it is logarithm) is simple 
to handle with a Levy measure dTT(u) on R+ (Bouleau), their 
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+• . 
general form is given by <l>xt (z} = exp{t J (e 1 uz - 1) dTI (u)} 

a 
.+• 

under the condition that integral/ inf(l,u) dTI(u) is finite. 
a 

Furthermore we consider positive PSII of second order, namely 
+• +• 

Levy measure for which Ea= J dTI(u), E1 =Ju dTI(u) and E2 = 
a a 

+co 
J u 2 dTI (u) are finite ; note E0 and E2 finite is a 

0 

sufficient conditions for E1 to be finite,and more generally that when they 
are finite, En n ~ 1 dTI(u)-moments are respective cumulants 
of same order for Xt distribution divided by t. Within such 

framework for V = ~ one gets mean ctJv) = E1 At and 

variance(tJV) = E2 At (Bastide) and we showed how normality 

assumption is useless because statistical estimation for Leq 

is quite the same with or without it (Maurin). 

3.2 An asymptotic property. A positive PSII of the second 

order for acoustic energy V yields a more accurate result. 
Lemma : If Ea and E2 are finite, average increment distribu­
tion of ~/t converges in distribution to the normal law 

9\C(E 1 ,E2 /t) when t -> +- . 

Proof : characteristic function for ~/t variable is <l>xt/t (z) 

= exp{t f (eiuz/t - 1) dTI(u)} and it can be written 
a 

-+oo . +co . 
exp{t J e 1 uz/t dTI(u) - t Ea} with t J e 1 uz/t dTI(u) = t Ea + iz E1 

a 0 

- z2/2t E2 + o(l/t). So Log(<l>xt/t (z)) converges uniformly in z 

to iz E1 - z 2/2t E2 as t increases, namely the logarithm of 

the characteristic function of the normal distribution of 
mean E1 and variance E2 /t. ♦ 

Examples : 
- measure dTI (u) = u- 312 du which yields a one sided stable 

process (Bouleau) does not agree because neither Ea or E1 are 

finite ; 

- gamma measures dTI (u) = Aa e-lu ua- 1/r (a) du with a and A 

positive parameters agrees, Ea= 1, E1 = a/A, E2 = a(a+l)/A2 
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3.3 Application to noise levels. Lemma is an·extension of 

central limit theorem to time processes, it shows that the 

distribution of 101
eq6t 110 tends to be asymptotically Gaussian 

as &t increases. However we noted environmental acousticians 
are preferably concerned by the Gaussian behaviour of Le%t· 

This final point is resolved thanks to a statistical property 

related to normal and log-normal laws, namely if Y = Log Xis 
a normal random variable with a vanishing variance cry2

, Xis 

a log-normal va~iable which converges in law to a normal 
variable with a positive mean mx and a vanishing variance crx 2 

= m/ (exp (a/) .- 1) (Johnson Kotz). 

In our case c Le%t = Log(&JV/&t), c = 1/10 LoglO # 0,23; 

consequently asymptotic normal variable ·&Jv/&t with positive 
mean E1 becomes also an asymptotic log-normal variable and so 

c Le%t converges to a normal variable as At increases. The 
two moments of the asymptotic normal distribution for c Leq6 t 

are 

variance (c Leq6t) = Log (1 + E2 / (t E/)), 

mean (c Le<IAt> = Log E1 - 1/2 variance (c Le%t> . 

What is important in acoustic assessment is an estimator for 10 
log E1 (Bastide, Maurin), this is made using the relationship: 

10 log E1 = 1/c Log E1 = mean(Le%t) + c/2 variance(Le%c>. 

Here the independence property included in PSII gives us an 

other result, i.e. the independence of measures Leq6 ci = 
- 2 Li and the usual estimators L and S1 . For mean (Li) and -variance(Li), one gets again Leq = L + 0,115 sf as an 

unbiased estimator for Leq. 

4.0 CONCLUSION. 

The logical status of normality for noise levels is quite 

clear within the PSII framework for acoustic energy V = 
fp 2 (t) Ip/ dt ; Gaussian behaviour is an asymptotic consequence 

of the model as the measurement's duration increases. 

This first result goes together with the foregoing considera­

tions about the model itself. The Leq definition is a true 
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invitation to consider energy model in terms of its incre~ 
ments; in particular PSII are quite known, they render 

possible and easy the discussion because of independence and 
stationarity. This model is essential in the clarification, 
and today's sound level meters that both integrate acoustic 
power on successive time intervals (say energy increments) 

Jl · · · · f ' 1 ' . th and store them into micro-information memories ai in wi 

it. 
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ABSTRACT 

Acoustic Emission is a non-destructive testing technique-which offers practical means for 
detecting the onset of damage and damage progression in fiber reinforced composites. 
Many efforts have been made to monitor the damage process by tensile failure but few on 
the effect of compressive failures. 

Uni-directional 6-ply GFRP specimens were fabricated by the hand-lay up method in the 
laboratory and artificial delamination were placed at different ply so as to correlate the 
specimen AE signal counts with failure mechanisms such as matrix cracking, fiber-matrix 
interfacial cracking and fiber breakages in the GFRP composite specimens. 

This paper is concerned with the investigation of compressive failure by buckling of 
glass-fiber reinforced (GFRP) composites using acoustic emission technique. The AE 
results that were obtained were correlated with the load-displacement curve and also verify 
visually for the translucent GFRP specimens in this case. 
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LO INTRODUCTION 

Delamination is a commonly observed failure mode in laminated composite materials 
between composite layers and is the fundamental issue in the evaluation of laminated 
composite structures for durability and damage tolerance. This is even more so after the 
parts had entered service, where they will be exposed to a variety of operational use and 
also misuse. Acoustic emission (AE) was used by the following authors to assess the 
behaviour of the specimens to study its behaviour under different loading conditions as a 
function of time. 

Awerbuch and Eckles [l] monitored the AE during quasi-static loading of a variety of 
cross-ply graphite/epoxy laminates with different stacking sequences and containing 
different ratios of ply thickness to correlate the AE results with the actual failure processes 
for the different laminates. The results obtained indicate that the stacking sequence strongly 
affects the event intensities, e.g. event amplitude, energy, duration, rise-time and counts. 
The ringdown counts analysis results which were applicable in this paper indicated that 
AE initiates at a lower load level in laminates with fibers normal to the loading direction 
than with fibers parallel to the loading direction. 

Benzeggagh, Prel and De Charentenay [2] monitored the AE count rate of Mode I 
delamination on Double-Cantilever Beam (DCB) glass-epoxy with artificial defects and 
show that damages initiating at the artificial crack were detected by AE without any crack 
opening. The various fracture mechanism were explained using the crack tip strain profile. 
In relation to this paper, a change in the shape of the strain curves were observed by them 
as coinciding with strong AE signals which accompanies crack opening and which were 
also confirmed by visual observation. Works on GFRP and CFRP specimens [3] were 
carried out prior to this work. In another paper on Mode I de lamination test, De Charentenay 
et al. [4] show that monitoring acoustic emission allows the initiation fracture energy, 
that is characteristic of material bonding to be determined. 

In this paper experimental results of AE counts and strain readings of compressive failures 
by buckling were collected and different failure stages were identified. The source of 
signals was narrowed down to a single source - using artificial defects to constrain 
delamination growth between predetermined layers. 

2.0 EXPERIMENTAL PROCEDURE AND SPECIMENS 

2.1 Instrumentation system 

The instrumentation setup shown in Figure 1 for the experiments were: 

- Nicolet 310 digital oscilloscope for recording the AE time signals 
- Tokyo Sokki TDS-301 strain datalogger forrecording the strain values. 
- B & K Type 2635 Charge amplifier 
- Dunegan Model S9204 piezoelectric sensors 
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Figure 1 : Instrumentation setup for the compressive (buckling) test. 

2.2 Test specimens 

□ CJ/ 
TDS-301 datalogger 

for st.r.iin readings 

Experiments were conducted on 6-plys, hand-lay unidirectional glass-fiber reinforced 
polyester (GFRP) composite specimens with artificial delamination initiator of thickness 
0.125 mm and length 60 mm, to study the crack propagation at the desired interface. The 
delamination insert was placed in the middle of the gauge length (150 mm) and through 
the width. Strain gauges placed back-to-back (strain 1 and 2) at the mid-section of the 
delaminated region, provides a detailed picture of the specimen contour under load. Every 
test specimen were strain-gauged back-to-back to measure uniaxial and bending strains. 
To monitor possible delamination growth, markings were added on the w~ite-painted edge 
of the specimen. The specimen dimensions are shown in Figure 2. Clamped-ends of at 
least 15 mm length were allowed for at each end. 
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Figure 2 : Specimen details. Figure 3 : Testing jig. 

2.3 Test fixtures 

The test jig was rigidly designed such that there would be no bending load induced on the 
specimen throughout the test. Varying specimen thickness up to a maximum of 10 mm 
can be tested with this jig. Figure 3 shows the design and layout of the test jig used. 

2.4 Loading and procedures 

The tests were carried out on an Instron machine (Model 1195A) with the crosshead speed 
set at 0.5 mm/min. Acoustic emission (AE) signals from the AE sensor were first amplified 
and then filtered before it was stored in the Nicolet 310 digital storage oscilloscope for 
further processing. 

Intermittent loading was carried out in order to store the AE time signals into the Nicolet 
310 oscilloscope as the whole test is longer than the oscilloscope scan ti~e. Prior to the 
conducting the test, an AE time signal was recorded to determine the threshold level setting. 
The level of threshold was set to remove background and electrical noise. Rubber pads 
was used to isolate the AE sensors from the mechanical noise of the Instron machine 
hydraulics to provide an acoustic mismatch at the loading area. Slippage at the grips which 
causes friction noise were avoided by using serrated grips. 

Monitoring of the crack opening was by estimation of the white-painted markings along 
the edge of the specimens. An IBM-PC based BASIC program was written to control the 
start and stop of the test and also to process the AE time signals to obtain the AE counts 
and correlating the AE counts with the strain readings. No continuous data collection was 
possible at this stage of the experiment. 
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3.0 DISCUSSION ON EXPERIMENTAL RESULTS 

Curves of load-displacement, load-acoustic emission counts and strain-acoustic emission 
counts were plotted for each test. An interpretation of the strain curves and the load curve 
obtained is shown in Figure 4 and 5. 
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Figure 4: Strain-AE curve for delamination at the 1- and 2-ply. Delamination growth is about 2mm al the 
upper delaminated region only. 
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Figure 5: Load-AE curve for delamination at the 1- and 2-ply. 
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Case 1 - Delamination between 1st and 2nd ply. 

In Figure 4 and 5 AE signals were detected close to the start of the test indicating the 
damage initiation. The initial linear portion of the load-time curve which is quite linear 
and is due to the opening of the de lamination defect. The curve became non-linear when 
the crack extends. The compressive strains in Figure 4 moves into the tensile region as 
the load increases and_ the point where the signs of the strain reversed coincides with a 
slight drop in the load curve indicating that the sublaminate had buckled with crack opening. 
In this case it occurred before reaching the buckling load. Subsequent! y, the load continue 
to rise indicating that there were no crack extension. Finally, crack extension occurred 
soon after the specimen had buckled and is indicated by an increase in AE activity. 

Case 2 - Delamination between 2nd and 3rd ply. 

In Figure 6 and 7 for a delamination between the 2- and 3-ply, the reversal 9f sign of the 
strain (1) and (2) coincides with the buckling load, in this case with no crack opening at 
this point. The buckling of the sublaminate occurred after the specimen had buckled 
(Figure 6). Crack extension was observed here with increases in AE and also a change in 
direction of the load curve. The crack front was elliptical with more rapid extension along 
the edges than the central portion. 
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Figure 6: Strain-AE curve for dclamination at the 2- Figure 7: Load-AE curve for delamination at the 2-
and 3-ply. Crack growth to 8mm at the edge and 2mm and 3-ply. 
at the centre. 

Case 3 - Delamination between the 3rd and 4th ply 

In Figure 8 and 9 for a delamination between the 3- and 4-ply. The sublaminate buckled 
with crack opening before the buckling load. Towards the later stages the crack extension 
stops and the whole specimen buckled accompanied by an increase in AE activity. A 
further crack extension occurs after reaching the buckling load1 with the strain curves 
showing a sign reversal. A parallel crack front was observed and as the test proceeds no 
further crack growth was observed. 

533 



Strain X1000 (micro) AE counts 
3 -,----------------,-30 

2 2S 

20 

0 15 

-1 10 

-2 5 

- 3 +--u.&l"f'--.LIIILf'J--'-r---'- 0 
0 20 '40 68 80 100 120 1-40 160 

Time in seconds 

- Strain(!) - • 'Strain<2> 

- AE counts 

Figure 8: Strain-AE curve for delamination at the 3-
and 4-ply. Crack growth to 2mm with slight opening 
of the crack region. 
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Figure 9: Load-AE curve for delamination at the 3-
and 4-ply. 

In all the 3 cases discussed above, the AE signals were present during the load hold due 
to reasons explained in section 2.4 of the paper. This emission tapers off and .finally dies 
off. The amplitude of this "relaxation" emission is more prominent after a crack had 
extended. A possible reason was that the crack is still unstable and takes a while to reach 
an equilibrium state. Therefore, it is possible that some important emission were not 
recorded due the Nicolet recordings as was observed in Case 2 where an increase in AE 
activity was expected at the strain peaks. 

CONCLUSION 

The postbuckling shape of the specimen is different for different geometric configurations 
and depends on the location of the delamination point on the specimen. In all the crack 
growth observed, the delamination grow towards one end - the upper de laminated region 
and could be due to lack of perfect symmetry of the test fixture. 

An-increased in acoustic emission activity was observed during a reversal qf strain signs 
accompanying a crack opening and also during a crack extension. It might be possible to 
quantify the energy of this signal with the fracture energy and this work is in continuing. 

The use of the technique of acoustic emission to detect the onset of delamination and crack 
extension is viable. However, much work still needs to be carried out to obtain a 
quantifiable results as to the extent of the crack - its length and its propagation direction 
and correlating them with the acoustic emission energy. 
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A SOUND INTENSITY BASED MEASURING FACILITY 
FOR SOUND POWER AND SOUND TRANSMISSION LOSS 
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ABSTRACT 

A small hemi-anechoic chamber was constructed to facilitate sound power 
measurements by the point to point intensity technique and ISO draft standard 9614 
was followed to validate a test procedure and qualify results. 

The facility, which also forms part of a sound transmission loss suite, is described and 
simple schemes are presented for the validation and calibration of the intensity 
measurement system. Results are presented which suggest that a criterion and some 
field indicators of ISO 9614 require modification and that the minimum specified 
measurement distance of 0.5 metres could be reduced. 
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1.0 THE TEST FACil,ITY 

The test facility is shown diagrammatically in Figure I, and consists of a vibration 
isolated hemi-anechoic chamber lined with acoustic wedges on five of its sides, the 
floor being surface sealed concrete. The chamber can be the reception room to a 
reverberant source room for sound transmission loss measurements, or isolated for 
sound power measurements as in the present case. The hemi-anechoic chamber 
provides optimal measurement conditions by way of minimizing extraneous noises and 
room effects; it also allows the prospect of floor mounted source directivity evaluation, 
should that be necessary. 

The Bruel & Kjear Sound Intensity Analyzing System Type 3360 is employed and 
arrangements have been made to semi automate measurements by way of software 
controlled probe placement and test sequencing (Guy, R.). The test equipment· 
configuration is shown in Figure 2. 

2.0 EQUIPMENT CALIBRATION 

For the current pressure - pressure probe and real time band analyzer, one must 
consider at least two equipment calibration tests: 

2.1) Intensity Calibration 
2.2) Residual Pressure Intensity Index Measurement. 

2.1 Intensity Calibration Intensity calibration was undertaken in a discrete frequency 
plane wave generated within a standing wave tube. The tube must have dimensH ,ns 
to accommodate the probe with minimal field distortion, and tube termination 
conditions must exist which support unidirectional net energy flow. In the present 
work, comparable results have been achieved between the Bruel and Kjear calibrator 
type 3541, and tests within the 100mm (4") tube of the standing wave apparatus, B&K 
type 4002. 

The tube based tests were undertaken at I.kHz and with an arbitary but a high 
absorptive termination as shown in Figure 3. The test procedure involves 
measurements of the pressure maxima and minima whilst confirming the constancy of 
measured intensity along the tube. Application of simple standing wave theory then 
leads to instrument calibration. 

2.2 Residual Pressure-Intensity Index The Residual Pressure-Intensity Index B Pl 
0 

is a measure of inherent probe and instrumentation channel phase mismatch applicable 
in finite difference probe systems and in the present work, use was made of the 30 mm 
(I") standing wave tube of the B&K Type 4002 and an acoustic coupler similar to the 
B&K type WA 0344 as shown in Figure 4. Couplers for 1,11'' and ½" microphone 
probes were manufactured in house to push fit onto the otherwise open tube end. Care 
should be taken to ensure symmetrical microphone placement within the coupler, and 
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that microphone cartridge vents receive similar field exposure. The generated sound 
field should also be adjusted to yield pink noise over the frequency bands of interest. 

3.0 FIELD CHECK 

Prior to each measurement one must perform at least two standard equipment checks, 
namely sound pressure level calibration with a suitable calibrator and Sound Intensity 
Measurement with Probe Reversal. 

The probe reversal test must be undertaken at all bands of interest and serves two 
purposes; as a check on channel phase difference and as confirmation of intensity 
direction sensing. To facilitate tests independent of the sound power measurement 
environment, a probe reversal test apparatus was constructed as shown in Figure 5. 

4. THE MEASUREMENTS 

A small rectangular source of dimensions 345 x 235 x 200 mm high was placed in the 
centre of the hemi-anechoic chamber and a conformal surface profile at 70 cm from 
the source surf aces was chosen for measurement. 

Sixty four points for each of the five test surfaces (total 320 points), each representing 
constant square measurement areas, were sensed for both pressure and intensity in the 
third octave bands 125 Hz to 4 kHz over the measurement surface. A measurement 
averaging time of 16 seconds was chosen to be in compliance with a BT = 400 
requirement, where B is the lowest filter bandwidth and T is the averaging time. 

The sound power measured is shown in Figure 6 and the results together with the 
measurement array could now be validated according to the requirements of the draft 
standard. 

5. QUALIFICATION REQUIREMENTS 

The ISO Draft Standard 9614 states "In order to guarantee upper limits for 
uncertainties of the sound power levels determined, it is necessary to check the 
adequacy of the instrumentation and of the chosen measurement parameters (e.g. 
measurement surface, distance, microphone array) in relation to the sound 
field/environmental condition particular to the specific measurement". 

Checks involve evaluating four field indicators, F2, F3, F4 and F5 with F2 and F4 

subsequently being employed to validate the grade of measurement by way of two 
criterion tests. The field indications are discussed in detail by Fahy and Hilbner. The 
indicators for the present test at 70cm are shown in Table 1. 
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6.0 THE SURFACE PRESSURE-INTENSITY INDI<;:ATOR F2 AND 
CRITERION 1 

The indicator F2 is prominent in the check for measurement equipment adequacy by 
comparing it with a dynamic capability index Ld which is a positive value. 

A criterion 1 is deemed satisfied in the proposed standard if Ld > F2 for the chosen 
measurihg swface. 

Table 1 displays F2 for the present test and it is clear that Criterion 1 is satisfied for 
all grades of measurepient. It may be noted however that F2 assumes negative values 
at the 125Hz third octave band; this is thought due to standing wave effects at low 
frequencies despite the high absorption of the room swf aces and in their presence 
Criterion 1 as stated is not a qualifying parameter since any negative would satisfy. 

7.0 THE EFFECT OF MEASUREMENT DISTANCE 

The point to point intensity measurement procedure is time consuming by comparison 
with the alternative intensity based procedure of swface scanning both in actual 
measurement and generally in measurement assessment, so that one may question the 
reason for selecting the point to point technique. 

One reason involves the prospect of interrogating measurements to yield diagnostic 
information, that is, where is the energy of a given frequency emanating, or, what 
contribution does a particular component appear to have. In a suitable measurement 
environment, at an appropriate measurement distance, one might also consider 
identifying the directional characteristics of the source. 

To realise diagnostic capability it is desirable to be as close as practical to the source 
swface, (typically not closer than ten centimetres to render insignificant finite 
difference approximation errors). The draft standard imposes an average minimum 
distance requirement of 50 centimetres for sound power measurements and it is useful 
to test the need for this restriction in order to avoid a separate test procedure for 
diagnostic purposes. Accordingly two further sound power measurements employing 
320 measurement points were undertaken with conformal surface profiles but at 
distances of 10cm and 30 cm, respectively from the source. 

The sound power measured at 10, 30, and 70 cm are shown in Figure 6. Clearly 
agreement between each is good. 

8.0 CONCLUSIONS 

A facility providing good conditions for sound power measurements by the point to 
point sound intensity technique has been constructed, and the measurement procedure 
found satisfactory with respect to measurements in compliance with ISO draft 

. Proposal 9614. However the minimum allowable surface to measurement distance of 
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the draft standard could be reconsidered to allow a closer probe to surface placement 
and the Criterion 1 should be restated to consider the prospects of negative indicator 

F2. 
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FREQ. Hz Ld,d.B F. F3 F, N N 
PRECISION ENGINEERING 

125 1.9 -0.09 -0.09 0.36 20 20 

160 1.3 0.62 0.62 0.40 20 20 

200 2.1 l.07 1.07 0.39 20 20 

250 3.4 0.83 0.83 0.45 20 20 

315 3.9 0.10 0.10 0.66 20 20 

400 5.6 0.56 0.56 0.85 21 20 

500 10.6 1.03 1.03 1.32 49 26 

630 8.2 1.03 1.03 1.33 50 27 

800 8.7 0.18 0.18 1.57 222 69 

1000 9.7 0.83 0.83 1.44 187 59 

1250 8.0 0.72 0.72 1.05 99 31 

1600 8.9 1.18 1.18. 0.83 63 20 

2000 9.2 1.54 1.54 123 136 43 

2500 10.6 1.31 1.31 l.19 113 35 

3150 11.5 1.40 1.40 1.14 118 37 

4000 3.78 l.84 1.84 1.02 94 30 

TABLE 1: ISO Indicators Fv F3 and F., and Required Measurement Points for Given 
Classification at 70 cm Measuring Distance. 
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ABSTRACT 

The fundamental application of the sound intensity technique is the 
determination of the sound power of a source in the presence of other 
sources. However, with a modern intensity analyser one can determine not 
only the usual active intensity (i.e. the real part of the comp lex 
intensity), but also the reactive intensity (i.e. the imaginary part). 

This paper examines and discusses the usefulness of the two components of 
the complex intensity with particular regard to source identification. 
From a theoretical and experimental study of the interference of two 
monopoles it is concluded that at low frequencies the reactive intensity 
near a source is less affected by the presence of a neighbouring coherent 
source, and thus easier to interpret, than the active intensity. The 
reverse is the case at high frequencies. It is also observed that the 
reactive intensity decreases more rapidly with the distance to the source 
than any other energy-related quantity. 

Together these observations lead to the conclusion that the reactive 
intensity is useful for localising and identifying regions of an extended 
complex source that would exhibit significant sound radiation in 
isolation. Combined with the actual radiation pattern, which can be 
determined with active intensity, this leads to a sound field description 
that is useful for noise control. 
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1.0 INTRODUCTION 

The concept of complex sound intensity was introduced more than 40 years 
ago (Westervelt P.J.). The first descriptions of practical methods of 
measuring the complex intensity were published much later, though 
(Stanton T.K. and Beyer R.T.; Pascal J.-C. 1981; Elko G.W.), and whereas 
sound intensity analysers that can determine the active intensity have 
been on the market for more than a decade, equipment that can measure 
both the active and the reactive intensity directly has been commercially 
available only for a few years. 

The usefulness of equipment for determining the active intensity, which 
represents the flow of sound energy, is quite obvious, and the sound 
intensity technique is now an important, well-established supplement to 
more conventional measurement techniques for sound power determination. 
This is reflected in the fact that an international standard on sound 
power determination using intensity has been issued recently (ISO 9614-
1); and another standard is well under way (ISO DP 9614-2). 

The utility of the reactive intensity is less obvious, although many 
authors maintain that this quantity provides useful information·(Pascal 
J.-C. 1985; MannJ.A., TichyJ. andRomanoA.J.; TichyJ.; .JacobsenF.). 
The reactive intensity indicates the presence of a sound field where the 
pressure and the particle velocity are in quadrature. Several authors 
have suggested that the reactive intensity might be useful for 
identifying source distributions and for distinguishing between active 
and passive absorbers of sound, and have presented experimental results 
that hint that this is indeed the case (Mann J.A. and Tichy J.; Ginn K.B. 
and Hald J.), but a clear analysis of the value of the reactive intensity 
for this purpose has never been given. 

It would seem that the active intensity was useful for localising regions 
of an extended source with pa~ticular strong radiation - and indeed it is 
in some circumstances, as demonstrated e.g. by a study of source 
identification on a diesel engine (Reinhart T. E. and Crocker M. J.) . 
However, the sound power radiated by an individual component source is 
affected by the presence of neighbouring coherent component sources, and 
this fact can make source identification on the basis of active intensity 
impossible - and even meaningless: in some conditions a source may act as 
a sink. Of course, the active intensity indicates the actual 
distribution of sound radiation, but this can be extremely difficult to 
interpret because of the interaction of coherent component sources. 
Complicated near fields with local regions of negative intensity have 
been observed by many authors (Hansen C.H. and Bies; Pettersen O. K. 0 
1979; Kihlman T. and Tichy J.). 

The purpose of this paper is to examine and discuss the usefulness of 
active and reactive intensity for describing and analysing sound fields 
with particular regard to identifying and localising sources. 

2.0 COMPLEX SOUND INTENSITY 

The complex sound intensity is a vector that describes the coherent 
relation between the sound pressure and the particle velocity in a sound 
field. It is usually defined in terms of the complex amplitudes of these 
quantities, as follows: 
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fc = f+j J = ~ pu•. (1) 

However, complex notation is valid only for pure-tone sound fields. A 
more general definition expresses the quantity in terms of the real 
measurable time signals p(t) and u(t) (Jacobsen F.): 

fc = f+j.5 = p( t> ti( t) +j§( t) u{ t>, (2) 

where the symbol A denotes the Hilbert transform. 

The real part of the complex intensity is the usual active intensity, 
which is a vector that represents the sound power flux density. The 
remarkable interest in the sound intensity technique over a period of 
more than ten year~ is evidently due to the fundamental relation 

(3) 

which states that the ti.me-averaged net sound power generated within a 
given volume equals the integral over the enclosing surface of the normal 
component of the active intensity. 

The imaginary part of the complex _intensity, the reactive intensity, 
represents coherent but non-propagating, oscillatory sound energy flux. 
The reactive intensity points out of a source (Mann A.J. and Tichy J.). 
It is proportional to the gradient of the mean square pressure (Pascal 
J.-C. and Carles C.), 

.5 = -Vp 2 ( t) / (2pck) , (4) 

from which it can be deduced that surfaces of equal sound pressure are 
orthogonal to the trajectories of the reactive intensity (Mann J .A., 
Tichy J. and Romano A.J.). The divergence of the reactive intensity is 
proportional to the difference between potential and kinetic energy 
density (Westervelt P.J.; Elko G.W.; Pascal J.-C. 1985), 

(5) 

which leads to the interesting relation 

fs.5-o.§ = fvV·JdV=2uJ fv(wpot-wkinl dV = 2uJ (Epot-Ekin), (6) 

which is valid for a surface without sources in it. It is characteristic 
of the acoustic near field of a source that the kinetic energy density 
exceeds the potential energy density. From equation (6) it may be 
concluded that the integral of the normal component of the reactive 
intensity over the surface of a source is proportional to the excess 
kinetic energy associated with the near field of the source. 

3.0 INTERFERENCE OF TWO POINT SOURCES 

Since the main problem in interpreting near field sound intensity data is 
due to interference effects, it would seem that a reasonable starting 
point was to examine how the complex intensity near a monopole source is 
affected by the presence of another monopole. (Many authors have in fact 
studied interference effects produc~ct by point sources (Pettersen O.K.0. 
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1981; Krishnappa G.; Elko G.W.; PrasadM.G. and Ham S.Y.; Fahy F.J.), but 
most of these studies had a slightly different purpose.) 

' 3.1 Theoretical Model. The two harmonic monopoles shown in Figure 1 
produce the sound pressure 

Q e -jkr1 Q e -jkr, 
p = j pc..> l + j pc..> 2 ej ♦ 

41tr1 41tr2 

p at the position P. From this 
expression the particle velocity, 
the potential and kinetic energy 
density, and the active and 

0 
1 ...+---------..--

reactive intensity can be 
determined through simple but 
tedious calculatio~s (Ren M.). The 
results show that the reactive 
intensity decreases more rapidly 
with the distance to the combined 
source than any other energy-

h 

related quantity. Finally one may 
normalise the two components of Figure l. 
the complex intensity in the x- monopoles• 
direction with the corresponding 

X 

Ia 

The model of 

(7) 

two 

components as they would be in the absence of the 
The result is the two expressions 

second source (10 , Jo)-

(8) 

and 

(9) 

where the parameter q-Q2/Q1 has been introduced. (Similar expressions were 
derived in (Prasad M.G. and Ham S.Y.)). 

Equations (8) and (9) express how the active and reactive intensity 
components near a monopole are affected by another cohereDt monopole. It 
is apparent - and hardly surprising - that the effect of the second 
source depends on its relative strength, on how far it is from the 
observation point, and on the phase c:;ngle between the two sources. It can 
also be seen that negative active and reactive intensity can occur; this 
is well known (Pettersen O.K.0. 1981; Elko G.W.). However, the last terms 
of both expressions are interesting: they reveal that the influence of 
the disturbing source on the active intensity is most significant at low 
frequencies and decreases systematically with the frequency, whereas the 
influence on the reactive intensity increases with the frequency. This 
explains why it has been observed that reactive intensity maps of near 
fields can be easier to interpret than active intensity maps at low 
frequencies. 
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Figure 2. Effect of interfering monopole on (a) active intensity and (b) 
reactive intensity for q-1 and <f>-1r. --- , ri/h-0. 25; r 1/h-O. 5. 
Crosses indicate negative values. 

In Figures 2 and 3 are shown examples of how Ix/Io and Jx/I 0 vary with 
frequency; further examples can be found in (Ren M.). Although it is more 
or less obscured by alternating constructive and destructive 
interference, the tendency mentioned above is apparent. 

(a) (b) 
5 
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Figure 3. Effect of interfering monopole on (a) active intensity and (b) 
reactive intensity for q-1 and <f>-0. --- , r 1/h-O. 25; - - - - , r 1/h-O. 5. 
Crosses indicate negative values. 

3.2 Experimental Results. A few experiments with two small, 
enclosed loudspeakers mounted 

5 

3 

r in a baffle have been carried 
out. The experimental 
arrangement is sketched in 
Figure 4. The loudspeakers were 
driven with signals from a 
generator that can produ·ce two 

1 
pure-tone signals with variable 
phase difference, Hewlett 
Packard 8904A. The active and 
reactive intensity components 
were determined with an 
intensity probe, Bruel & Kja!r 
3545, combined with a real-time 

Z / B 
-·---.~·-·-·7'-·-·-. ·-·-·7·-·-·-·-·-·-· . / / / / // 

analyser, Bruel & Kja!r 2133. 

z 3 5 6 

r=10ca. h=25ca (r/h=O.¼) 

Figure 4. Two loudspeakers mounted in a 
baffle. 
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Figures 5 and 6 show some of the results of mapping the active and 
reactive intensity in a plane over the baffle. At this low frequency, 200 
Hz, the reactive intensity assumes higher values than the active 
intensity, and identification of the two loudspeakers on the basis of the 
reactive intensity is indeed much easier than identification on the basis 
of.the active intensity. 

so 

60 60 

Figure 5. Active (a) and reactive (b) intensity distribution in a plane 
over the baffle with the two loudspeakers driven with 200 Hz in opposite 
phase and with equal strengths. The thin lines indicate a region with 
negative intensity. 

80 80 

60 60 

Ii 

Figure 6. Active (a) and reactive (b) intensity distribution in a plane 
over the baffle with the two loudspeakers driven with 200 Hz in 
quadrature; q-0.5. 

4.0 DISCUSSION 

Identification and location of individual incoherent component sources on 
the basis of active intensity are, at least in principle, 
straightforward. By contrast, the very idea of localising neighbouring 
individual, strongly coupled coherent component sources is dubious or 
even r .. e .. mingless, since it suggests that the local radiation is an 
attribute of a local source. This is not the case; the local radiation 
can be significantly altered, and the total radiation can be much 
stronger or much weaker than the sum of the individual radiations as they 
would be in isolation. In this case there is only one "source", the near 

549 



field of which is very complicated, and it is more or less meaningless to 
try to localise the individual component "sources" with active intensity. 
It is even less possible to deduce how one could reduce the total sound 
radiation from the near field distribution of 'active intensity, as 
pointed out by several authors (Fahy F.J., Ffowcs Williams J.E.). This 
does not matter, of course, if one is concerned with the actual radiation 
pattern and has no intention of modifying it. However, it may be useful 
in connection with noise control to know how each of several components 
of a complex source would radiate in the absence of the other components. 
The observations made in the preceding section suggest that the reactive 
intensity, at least at low frequencies, offers indications of "potential 
sources", that is, regions that would radiate if they were isolated. 
Unfortunately, there is no general relation between the reactive 
intensity and the strength of a source, though. 

5.0 CONCLUSIONS 

The usefulness of the two components of the complex intensity has been 
examined and discussed with particular regard to identifying and 
localising sources. The distribution of the active intensity near a large 
complex source demonstrates the radiation pattern. It also indicates the 
positions and strengths of the individual component sources that make up 
the comp lex source provided that these components are independent. If 
this is not the case, then the reactive intensity distribution offers 
valuable clues to how each of the components would radiate in isolation. 
This information may be useful in noise control. 
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ABSTRACT 

The identification of noise sources is important for 
effective noise control. Especially, the identification 
and control of noise source itself are very important for 
an small noisy equipment because the control of noise and 
vibration in the propagation path is usually difficult. In 
such an occasion, the identification of noise sources is 
required. When we analyze a small equipment, sound 
intensity measurement provides more information than 
conventional pressure measurement because the sound 
intensity is a vector quantity of the acoustic energy 
flow. This paper presents a method to identify multiple 
point sources using complex sound intensity, and discusses 
the performance of the proposed method through simulation. 
The proposed method estimates sound sources using the 
least square error criterion of estimated intensity 
vectors. The computer simulations are carried under four 
cases in which two or three point sources radiate sound. 
The estimation error is depend on the combination of 
sources, relative phase, relative volume velocity and 
relative position of each other. In the case of three 
point sources which are 60mm apart from each other, the 
proposed method can separate point sources when relative 
phases are known. 
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1.0 INTRODUCTION 

Living and office equipments are going more quiet year by 
year, an equipment which had never been considered as 
noisy equipment comes to a serious noise source. An good 
example may be a refrigerator. Even it is one of the most 
quiet equipment in our living room, noise control of a 
refrigerator is required and an active control system is 
already announced (Saruta S. et al.). An active control 
system is very attractive method to control noise. 
However, before controlling, we need to identify the noise 
sources and study their characteristics first. Also the 
control in propagation path is more expensive to control 
individual noise source itself in some occasion. 
Considering from these standpoints, an identification of 
noise sources is important to realize an efficient noise 
control. 

Usually, the source identification is based either on the 
cross-spectral technique or the method using the 
directional mi-crophone or multiple ones. However, the 
direct utilization of the cross-spectral technique is not 
adequate when an individual source cannot be measured 
separately. Also the sufficient accuracy in the separation 
of noise sources is not provided using the analysis based 
on a directional microphone when the distance between 
noise sources is small compared with the wave length of 
sound. On the other hand, sound intensity measurement 
offers the information about energy flow of sound as 
vector quantity. 

In this paper, the method to estimate characteristics of 
multiple noise sources is proposed using complex sound 
intensity. The proposed method is an expansion of 
previously proposed method which is utilized only active 
intensity (Usagawa, et al.). The proposed method tries to 
estimate position, magnitude and relative phase of volume 
velocity for each noise source on the assumption that each 
noise source is.a point source. Basic idea for estimation 
is to reduce the mean square error of estimated complex 
intensity from observed complex intensity. 

2.0 METHOD OF SOURCE ESTIMATION 

2.1 Complex Sound Intensity 
The active intensity vector I is defined as 
averaged product of pressure p and particle 
vector v as follows (Tichy, Takahashi), 

I = p V 

the time 
velocity 

( 1 ) 

When we measure 
effective values of 
given as follows, 

the sound field where 
pressure and particle 

the complex 
velocity are 

P = P0 · exp ( J ¢ 1 ) , 

V = v0 · exp ( J ¢ 2 ) , 

the active intensity vector is given as, 
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I = Re [ P · v· ] . 
where .* represent nmplex conjugate 
The reactive intensity vector is given as a produce of 
pressure and 90' · phase-shifted particle· velocity 

1kahashi), so that the reactive intensity vector J is 
c\e1 i ned as 

.• J = Im [ P · v· ] . ( 4) 

lnlike the active intensity vector, the sign of vector in 
the reactive intensity has no meaning. The complex 
intensity vector TI ls given as a complex representation 
of active and react1 ve intensity as follows, · 

TI = I + J J = P · v· . 

2.2 Observed Complex lntensl. 
When a single poini source s 
complex effective pressure and 
are represented as follows, 

P = Jw p 4 ~ r ·exp(-Jkr), 

1 + jkr . Vr = ...;;;;;..
4
_n_r._2~- Q · exp ( -J kr) , 

(. 5) 

in Multiple Sources Field 
set n· free field, the 
particle velocity vector 

( 6 ) 

where p is the density of air, Q is the volume velocity 
of point source which is set at the origin of coordinate. 
Vr is the vector whose dtrec1~Jon is the perpendicular to 
the surface of spherical wave front. From Eq.(6), the 
complex intensity vector is given as Eq.(7). 

II 
w p Q?. 
16n ;,r 3 ·(kr+j) ( 7 \ 

' } 

Let .assume that N point 
sources are in a free field 
as shown in Fig.1. S, = 
( x, , y, , z, ) represents the 
position of i-th source, 
Q, is the absolute volume 

velocity and ¢, is the 
relative phase of volume 
velocity where ¢; =O. The 
complex effective pressure 
and volume velocity vector 
for i-th source can be 
written as follows, 

Observation Point Me 

Source #1 • 
(S1,Q1,¢1=0) 

Source #2 e 
(S2,Q.~,¢2) 

X 

z • ;Ly • Source #N 
( s ~I , Q ,i I cp il ) 

r1g.l Model of N sources 

P , = j w p · 4 n S ~- ~ M · exp ( J ( - k I S - M I + ¢ , ) ) ( 8 ) 

l+jk1S,-M, 
1 1 

S;-·M v, = 4n ·s,-M 2 ·exp(J(-k s.-M +¢,))·1s,-MI· 

So that the observed complex intensity is described as 
Eq. ( 9) . 

11 N 
II = L, p I X L, v. ( 9) 

! :;:: 1 
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2.3 Estimation of multiple point sources· 
The error criterion for estimation is given as the 
following value E, 

M 
E = I 

I : 1 
III, -<1>1 2 ( l O) 

where Il , is the set of 
estimated complex intensity 
vectors while <I> is measured 
one. Although the number of 
point source, N, is also the 
big problem, we focus on the 
possibility of the source 
estimation of multiple 
sources so that we assume 
the number of sources is 
is treated separately. 

The gradient of E is calcu­
lated using the partial 
differentiation of it when 
each of parameters are 
slightly changed. The para­
meter which gives steepest 
gradient will be changed as 
a specified step to reduce 
the value of E. The modifi­
cation of each parameter is 
iterated until E becomes 
sufficiently small. Figure 2 
shows the procedure of the 
proposed method. 

3.0 MODEL EXPERIMENT 

3.1 Condition of simulation 

START 

Set Initial Parameters, 
No. of Sources & c 

Read Measured Complex 
Intensit Vector 

11 

E 

Calculate Partial 
Differentiation of E 

END 
Fig.2 Flow of the proposed 

method. 

We simulate four cases. Conditions of sources are shown in 
Table.1. The complex sound intensity vectors are measured 
at 91 positions (7 X 13) on a plane whose dimension is 
120mm X 240 mm. The intensity vectors are measured in 
each 20mm step. The origin of coordinate is one of noise 
source, and x- and y-axes are along with edges of plane. 
The measuring plane is rectangular shape whose opposite 
corners are (-60mm, -60mm, 80mm) and (60mm, 180mm, 80mm). 

Basically the proposed method could estimate all of five 
parameters for each source; three dimensional coordinate, 
magnitude and relative phase of volume velocity. However, 
when we try to estimate all of five parameters, the 
proposed algorithm is not stable and sometimes not 
converged. So that we need to take care of phase as 
separate manner; at first, estimate other four parameters 
for each noise sources for certain phase condition, then 
change phase conditions and the final estimation is 
obtained as the set of parameters which gives minimum 
value of error criterion. In this paper, all 
simulations are done with a correct relative phase. 
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Table.1 Conditions of Simulation 
---a 

i I 
i No Source Position Volume Relative 

I ID (mm) Velocity Phase 

! 1 S1 ( 0, 0, 0) l 1 o· : 180" 
S2 (120, 0, 0) 

>---· 

2 Sl ( 0, o, 0) 1 1 o· : 90' 
S2 (120, o, 0) 

3 Sl ( 0, 0, 0) 2 1 o· : o· 
S2 (120, 0, 0) 

4 Sl ( o, 0. 0) 1:1:1 o· : 130· : o· 
S2 ( 60, 0, 0) 
S3 (120, 0, 0) 

Table.2 Results of Simulations 

I ! i:;- of Estimated Parameters I c .• r ror 
I [mm] [%] I (x, y, z) ev I 

No 
Sl S2 S3 

1 ( 1, 0, 2):. 0 ( 2, o, 2) : 0 ---

i 
2 ( 1, 0,10):10 ( 2, 0,11):15 ---

I 3 : ( 4, 0, 7): 15 (13, 0, 8): 20 ---
I 

I 
I 

I 4 I ( 11, o, 4): 25 ( 2, 0,16):65 (25, 0, 9): 45 

eV = IVEst,mat":J - VTru.,,I/V:-·,;c-: Volume Velocity 

Initial positions of sources are set to Sl (-40mm, ··40mm, 
-20mm) and S2 (160mm, 40mm, -20mm) for two sources 
condition and Sl and S3 for three sources condition are 
set to the same of Sl and S2 for two source condition, 
respectively, and S2 is set at (20mm, 40mm, -20mm). 

3.2 Results of simulation 
Table 2 shows the results of source estimation. Figure 3 
to 6 show the results of source estimation in x-y plane 
wJth mesh representations for active and reactive sound 
intensity for the case 1 to 4, respectively. 

Through case 1 to case 3, two point sources are located at 
the same depth with 120 mm separation. In case 1, the 
volume velocity is the same magnitude but out of phase. 
In case 2, the condition is the same as case 1 except that 
the relative phase of S2 is +90' . From these two results 
as shown in Fig.3 and Fig.4, the accuracy of estimated x 
and y positions is sufficient to identify and separate 
these noise sources. On the other hand, the error of 
estimation in z position is larger than one for x and y 
position and it has correlation with error in volume 
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(a) Active Intensity 

(b) Reactive Intensity 

.. 

(c) Trajectory of Source 
Estimation (x-y plane) 
X : Position of Source 

Fig.3 Result of Simulation 
(Case 1 : Two anti-phase 

sources with the same 
magnitude of ·volume 
velocity) 

(a) Active Intensity 

(b) Reactive Intensity 

(c) Trajectory of Source 
Estimation (x-y plane) 
X: Position of Source 

Fig.4 Result of Simulation 
(Case 2 : Two 90" phase 
shifted sources with 
the same magnitudR of 
volume velocity) 

velocity. In case 3, whose result is shown in Fig.5, the 
ratio Df volume velocity is set as 2 1 with in-phase 
condition. Like as case 1 and 2, the error of z position 
is larger than one of x and y position and also the 
estimation of x position for the source S2, which has 
smaller volume velocity, is larger than one for Sl. 

In case 4, three point sources are set in a line with 60 
mm apart from each other. The middle source has opposite 
phase to both side sources and volume velocity for all of 
three sources is the same. The result is shown in Fig.6. 
Although the error in volume velocity estimation is larger 
than one in case 1 through 3, the estimation error of 
position is almost the same as one for the case of two 
sources. 

In all cases, the convergence of the estimation in y 
position is fastest in all parameters. This evidence 
seems that the effect of cross term of observed complex 
intensity vectors along y axis is smaller than ones along 
x and z axe.s. This is due to the arrangement of point 
sources; in all cases, two or three point sources are set 
in a line along x axis. In x- and z-axis components are 
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(a) Active Intensity 

(b) Reactive 'Intensity 

(c) Trajectory of Source 
Estimation (x-y plane) 
X : Position of Source 

Fig.5 Result of Simulation 
(Case 3 : Two in-phase 

sources wfi.t, different 
[2 : lJ magnitude of 
volume velocity) 

(a) Active Intensity 

(b) Reactive Intensity 

(c) Trajectory of Source 
Estimation (x-y plane) 
X : Position of Source 

Fig.6 Result of Simulation 
(Case 4 : Three sources 

with same magnitude 
of volume velocity and 
center source is anti 
phase) 

~ore complex than y-axis one because of the effect of 
cross terms of observed complex intensity vectors. 

4.0 CONCLUSION 

Using the complex sound intensity in a sound field 
composed of multiple point sources, we proposed the method 
to estimate each sound source simultane6usly. The 
performance of the proposed method is discussed by 
comptrter simulation. The results shows the possibility to 
identify the multiple sources even if they are located 
within 60 mm in the distance. Because the proposed method 
currently requires a priori knowledge about relative phase 
b~tween sources, we need to modify the proposed method to 
ut.ilize f6r practical usage. 
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INTRODUCING TERTIARY STUDENTS TO ACOUSTICS 

Ken Cook 
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ABSTRACT 

By way of introducing students to acoustics the Department of Applied Physics of 
Royal Melbourne Institute of Technology has in its degree course an element of 
acoustics in the second and third years. This has as a basis subjects in 
experimental techniques. Not only do the students receive training in handling 
equipment but they are made aware of standardised measurement techniques for 
dealing with problems faced by industry and the community generally. They are 
introduced to various concepts in acoustics. The facilities they use comprise 
transmission rooms and a reverberation room, impedance tube and equipment 
suitable for collection and analysis of data both in the laboratory and field. The 
application to real measurements is real since the facilities used have been 
certified by National Associadon for Testing Authorities, Australia (NAT A). An 
introduction to acoustics is also provided to students studying other courses at the 
Institute. 
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1.0 INTRODUCTION 

Whert'a potential employer involved in the application of acoustics is seeking a 
graduate it is necessary for him to be aware of any undergraduate activity in the 
field 9f acoustics. It is therefore the purpose of this paper to bring to the notice 
of ·delegates/employers some of the details of the education provided in acoustics 
by the Department of Applied Physics, Royal Melbourne Institute of Technology. 
From this provision, previous graduates have found satisfactory, rewarding 
employment in industry and government establishments, and feedback has 
confirmed that the exposure to acoustics in the Applied Physics course has brought 
forward some expertise from the graduate. 

2.0 COURSE DETAILS 

2.1 Structure of undergraduate course 

The course leading to the Degree of Bachelor of Applied Science (Physics) 
is. of three years duration, and the current intake is 50. Experimental 
techniques are emphasised in four major streams, one of which is in applied 
acoustics, and takes place in the second and third years of the course. 

In addition to laboratory subjects an elective subject of 13 hours duration is 
provided in building acoustics. 

3.0 ACOUSTIC CONTENT OF B.APP.SC. COURSE 

3.1 Second Year 

In the second year of the course students spend 30 hours, over six weeks in 
the acoustics laboratory. Working in pairs, five exercises are carried out, 
selected from determination of absorption coefficient using the 
reverberation room or the impedance tube, audio measurements with 
amplifier and loudspeakers, vibration measurements, sound insulation and 
field measurements with subsequent laboratory analysis. 

In general the exercises are based on current measurement standards to 
which the student is expected to ref er and make comments. Use is made of 
the facilities and equipment which is under certification by the National 
Association of Testing Authorities, Australia (N.A.T.A.), so the student is 
made aware that they are working with refined equipment and facilities. 
The student is required individually to maintain a workbook for 
observations, and is required to submit for assessment a full report on three 
of the five exercises. During the final session each student delivers a 15-
minute dissertation on one exercise with respect to the results obtained and 
the practical application of such results. 

An elective subject in building acoustics is offered to second year students 
over 13 one-hour lectures. The topics covered are sound fields in 
enclosures, sound power, sound absorption, sound transmission and single­
number ratings of transmission losses, subjective acoustics, the 
interpretation of measurement standards and the requirements of the 
National Building Code. 

3.2 Third Year 

In the third year of course a student may elect either to carry out a project 
for .a total of 36 hours in the laboratory or a more advanced project for a 
total of 72 laboratory hours. Such are individual projects arising from 
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topics selected by staff, from queries raised either by Standards Association 
(since a member of staff is a member of the Acoust.ics nd Vibration Board 
and member of two standards sub-committees), practical problems raised by 
a section of the institute or may be a project of special interest to the 
student. Proper preparation is expected from the student by a literature 
search. 

Even though a member of staff is available for assistance a student is 
encouraged to progress individually and independently. A detailed report 
is submitted on the project. A dissertation is given on the aim and extent 
of the project, the results obtained and recommendations on the 
applications of such findings. Examples of such projects include: 

Noise reduction of a chainsaw 
Low frequency sound absorption by audiences 
Extent of the direct sound field in a reverberation room 
Sound transmission loss by a transient pulse method 
Acoustic foam performance by the optical interference technique 
Extention of the frequency range of a loudspeaker 
Rapid impedance tube measurements on perforated absorbers 
Acoustic properties of brown coal 
The optimisation of a sound absorbing system by impedance tube. 
Measurement of noise in public telephone booths 
Noise control of a household washing machine 
Noise control measures at a rehabilitation centre 
Vibration measures and control of noise from optical bench 
The acoustic conditions of a reading room at State Library 
Noise control of commercial electric hand-drier 
Attenuation of structure-borne noise 
Miniature reverberation room 
Single-number rating of field transmission loss 
Pulse mode modulation for sound recording 

On occasions a project may arise as a side-study when an acoustic test is 
being conducted for a client from industry. This enables the student to see 
at first hand the part played by acoustics in a real-life situation: 

A subject in the third year is the Industrial Elective where the student 
works in industry, a government laboratory or consultant (acoustic or other) 
for a total period of 21 days. Some of the destinations made available are 
in the field of. acoustics. On the completion of this subject a written report 
is submitted both by the student and by the host organisation. 

4.0 EXPERIENCE FOR PHYSICS STUDENTS 

4.1 Benefits of laboratory technigues 

By participation in the laboratory subjects offered over the two-year period 
the student will: 

I. Receive an introduction to the concepts of acoustics 

II. Become accustomed to using acoustic equipment to carry out specific 
measurements in a variety of fields 

,Ill. Be familiar w.ith measu.rement standards and their use to determine 
some acoustic properties of materials, structures, to feel confident in 
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estimating the reliability of measurement and accordingly the 
expression of answers to a desired confidence interval. 

IV. Be able to investigate environmental and industrial acoustic 
problems and means of their solution. 

V. Develop skills in communication by way of the preparation of a 
written report on the extent of a project and the likely applications 
of the results. 

VI. Cultivate acceptable, readable habits ia recording the work carried 
out during experimental work. 

VII. Possess the ability to verbally present the results and application of 
an investigation in a concise manner. 

VIII. Be given opportunities to attend technical meetings convened by the 
Australian Acoustical Society, with the chance to meet people 
actively involved in practical acoustics. 

4.2 Benefits of industrial elective 

By having been exposed to the outside world for a reasonable period the 
benefits have been: 

I. The student has been able to see how problems in industry are solved 
in the most practical way 

II. If there has been a likely interest in the type of work carried out by 
the host organization the student is fortunate to be able to do a 
"trial run" to confirm that desire or otherwise. 

III In the event the host organization has been seeking an employee they 
have the opportunity to have the student on trial - in more than one 
instance, as a result of this subject the student has been offered 
employment on graduation. Such examples have been working with 
an acoustic consultant, with Environment Protection Authority, to 
become a project manager for a firm producing acoustic enclosures 
and audiometric rooms. 

Apart from the student point of view the host organization, having made 
the casual vacancy available, is in a position to assess the success of the 
Department of Applied Physics' intention to introduce tertiary students to 
acoustics. 

5.0 POSTGRADUATE OPPORTUNITIES 

It is possible for a graduate to undertake research in acoustics leading to the 
Degree of Master of Applied Science (Physics). The time taken for such a 
programme is either 2 years full time or 4 years part time. To date some three 
people have undertaken such research and have subsequently entered industry. 
Research is currently being undertaken into the acoustic absorption performance 
of materials in a high-pressure environment, up to 50 atmospheres. A paper on 
the progress of this work will be presented at Internoise 91. 

It is also possible to carry out undergraduate research leading to Doctor of 
Philosophy, though to date there has been no candidate. 
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6.0 OTHER EDUCATION OFFERED IN ACOUSTICS 

6.1 Students in other departments 

6.2 

On knowledge of the expertise available Applied Physics has been 
approached by other departments in the Institute to provide introductory 
courses in acoustics. As a result the following short courses are currently 
being off erect: 

I. To first year students in Cons.truction Economics and Building - the 
part played by acoustics in sound absorbing and sound insulating 
applications, importance of subjective acoustics and hearing 
protection. 

II. To second year students in Architecture - sound in enclosures, sound 
absorption and insulation 

III. To third year students in Interior Design - similar course to that for 
architecture students. Their subsequent project in a home subject is 
to give consideration to acoustic comfort. 

Short courses offered externally 

More than one single-day course has been provided for those in industry 
involved with the production, distribution and retailing of acoustic 
materials. Even though several were not tertiary in standard the course was 
offered following several requests from industry. By necessity the course 
was restricted to sound absorption and sound insulation. 

Following a request from a large governmental institution a lecture course 
of 24 hours has been provided to a group of people, principally engineers. 
The field of study was concerned with the attenuation of sound from a 
noise-producing plant, currently under threat of closure due to noise 
intruding in residential premises. 

7. CONCLUSION 

It has been illustrated that the Department of Applied Physics is and has been 
endeavouring to introduce tertiary students to acoustics, especially in the 
experimental and practical field. Through experimental work, opportunities have 
been created to ensure that the student is aware of the methodology used in the 
outside world and this is enhanced by having the student spend a period with 
people in industry concerned with acoustics. The department welcomes the 
interest and attention by industry to make employment opportunities for its 
graduates. 
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ABSTRACT 

EXERCISES FOR UNDERGRADUATE STUDENTS 
ON 

THE USE OF SOUND LEVEL METERS 

Warren C Middleton 

Centre for Medical and Health Physics 
Queensland University of Technology, Brisbane 

Three sets of introductory experiments have been developed to facilitate 
understanding of 

(1) the design and use of the sound level meter, 

(2) the emission and propagation of sound in open space, and 

(3) sound in enclosed spaces. 

This paper describes experiments and exercises on microphone sensitivity, 
amplifier gain control, frequency weighting, one and one-third octave 
filters, time weighting, integrating circuits, the divergence of sound, 
the addition of decibels, the effect of wind, the effect of atmospheric 
absorption, standing wave patterns and spatial averaging. 

These experiments have been successfully trialled with undergraduate 
students in Engineering, Science, the Built Environment, Environmental 
Health and Occupational Hygiene at an Australian University of 
Technology. 
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1.0 INTRODUCTION 

Though classical acoustics had its birthplace in ancient Greece and Rome, 
it is only in recent decades that the science of acoustics has come into 
prominence. In fact, it was only in the 1970"s that international 
standards began to recognise the need for standardisation of quantities 
and units of acoustics (ISO 31:1978). Despite this advance several years 
ago, international standards (ISO 31, Part O 1981) and national 
standards (AS 2900.0 : 1986) do. not recognise the need for an acoustic 
quantity as a fundamental quantity though the need for a photometric 
fundamental quantity has long been recognised. 

There has been a great emergence in recent times of community relevance 
as regards noise with the advent of numerous standards, codes of practice 
and pieces of legislation dealing with the problems associated with 
environmental noise, occupational noise and architectural and building 
acoustics. 

Despite this emergence, there is little available in the way of 
laboratory and/or field manuals on training exercises in acoustics or 
little published involving worked problems. Reasons for this may be that 
there is rather a restricted market and that there is some difficulty 
normally encountered with some of the idiosyncrasies of acoustics. 

With a view to meeting the needs of a variety of undergraduate students 
in Engineering, Science, the Built Environment, Environmental Health and 
Occupational Hygiene, a series of exercises have been developed at the 
School of Physics, Queensland University of Technology. 

2.0 

2 .1. 

DESCRIPTION OF THE EXERCISES 

Exercises on the Design and Use of the Sound Level Meter 

Laboratory manuals describe instrument controls and procedures for the 
operation and calibration of the instrument but do not generally provide 
learning exercises on the principles involved in the design of the 
instrument. 

These exercises are designed to provide such learning experiences. They 
relate to six components or functions of sound level meters; they include 
use of both integrating and non-integrating meter types and involve both 
analogue and digital readouts. They are described briefly below. 

(a) Microphone Sensitivity 

The aim of this exercise is to give some appreciation of a microphone as 
a pressure transducer and some knowledge of the quantities used to 
describe its sensitivity. 

It involves calculations only for the situation of a calibrator producing 
a known pressure input Pin for a microphone for which the output voltage 
vout is given. The calculations include the determination of 

(i) the microphone sensitivity M,, in V Pa- 1 from the equation 

M = vout 
C --t 

Pin 

(ii) the microphone response level n in dB re 1 V Pa-1 from the 
equation 

(iii) 

n = 20 log10 ~, and 
c ref 

the K-factor of the microphone as the amount by which its 
response level differs from the value of -26 dB re 1 V Pa-1

• 
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(b) Amplifier Gain Control and Calibration of Sound Level Meter 

The aims of the exercise are 

(i) to show how a sound calibrator may be used to set the fine gain 
control of the amplifier to the appropriate level for the sound 
level meter to be in calibration, 

(ii) to show how the amplifier output voltage varies when the gain 
control setting is varied, and 

(iii) to show what happens to the voltage signal when the gain is 
increased too much and the readings have to be disregarded. 

The equipment. needed i.J simply the sound level meter, the calibrator, the 
output lead for the meter, a cathode ray oscilloscope and an adjusting 
screwdr:i.ver. One or more meter types can be used. An intrinsic learning 
experience involves the different methods of reading the sound pressure 
level for analog and digital instruments. 

Calculations include determinations of the voltage level for each gain 
control setting and comparisons of the change in output voltage level 
with the change in gain setting. 

(c) Frequency Weighting 

The aim of this exercise is to show how the A-weighted and the C-weighted 
sound pressure levels depend upon the frequency content of the sound 
being measured. 

By measuring the A-weighted and C-weighted sound pressure levels of two 
sound sources of different frequencies, students can determine the 
difference between A-weighted and C-weighted sound pressure levels at 
these two frequencies. 

This difference can then be compared with that given in graphs or tables 
for A- and C-weighting networks. 

The learning experience is quite dramatic if the sound sources are, for 
example, a calibrator at 1 kHz and a pistonphone at 250 Hz. An important 
side issue is the need to use c- or linear weighting when calibrating a 
sound level meter at a frequency of 250 Hz. 

(d) Time Weighting 

The aim of this exercise is to show how the measured sound level can 
depend, for certain noise types, upon the response time of the rectifier 
circuit of the indicating meter. 

Two types of noise are used: 

(i) a steady-level noise such as from an electric drill (possibly 
pre-recorded), and 

(ii) an impulsive noise from the dropping of the ball bearing onto a 
metal plate from a height of say 20 cm. 

'Slow', 'Fast', 'Impulse' and 'Peak' rectifier response times may be used 
depending on the sound level meter being used. 

Comparisons are made between the readouts for these different response 
times for both the steady-state noise and the impulsive noise and the 
results are explained in terms of graphs showing the rectifier responses 
when set to the different time weightings. 
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Apart from the learning experience regarding the difference between 
steady-state and impulsive noise and the different levels given for 
impulsive noise on 'S', 'F' and 'I', there is the demonstration, in the 
case of a steady noise source, of the amplification built into the 'P' 
time weighting. 

(e) Frequency Analysis 

The aim of this exercise is to perform a frequency analysis of the 
steady-state noise from an electric drill at one-octave intervals with 
filters of one-octave bandwidth, and then, from the octave band levels 
so obtained, to determine the noise rating number (NRN) and to compute 
the A-weighted and C-weighted sound pressure levels and finally to 
compare these values with values measured at the same time as the octave 
band levels. 

The exercise could be extended to include the use of one-third octave 
band filters at one-third octave steps to show the equivalence between 
a one-octave filter and the appropriate three one-third octave filters. 
Various other exercises on acoustic filtering could be incorporated. 

(f) Displayed Parameter 

The aim of this exercise is to give an appreciation of 'equivalent level 
Leq' and 'sound exposure level SEL' and the relationships between them. 
One or two meters may be used to determine the LAeq and the SELA values of 
a steady state noise for times T of 30, 60 and 120 s.econds respectively 

and the relationship SEL = Leq + l0log f where T
0 

= 1 second may be tested. 
0 

Students would observe the LAeq value remaining constant while the SELA 
value would increase by 3 d.B(A) for each doubling of time. 

Time varying noise could be included to give further learning 
experiences. 

2.2. Exercises on the Measurement of Sound in Free Fields 

Traditionally, exercises in this area relate to the presence of 
reflecting bodies and the need to have sound level meters held well out 
from the human body. 

The set of exercises described below is designed to demonstrate some 
aspects of sound propagation in approximately non-reflecting fields. 

(a) Divergence of Sound from a Small Source 

This exercise is designed to compare the divergence, in. an open space 
outside, of the sound from the loudspeaker of the cassette player with 
the divergence, in a free field, of sound from a uniform point source. 

A-weighted sound pressure levels LA due to the source are measured at 
increasing distances from the source and a background level is then 
obtained. 

LA values, corrected for background, may then be plotted as a function of 
distance and the consequent relationship compared with the traditional 
drop-off of 6 dB per doubling of distance for a uniform point source. 
Inferences can be made regarding the nature of the source. 

(b) Superposition of Sound Waves and the Addition of Decibels 

The aim of this exercise is to show the way in which decibel values are 
'added'. 
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To minimise complications due to standing waves, the exercise is 
conducted using a specially constructed absorption chamber, inside which 
the sound field is somewhat similar to what it would be in a free field. 

Of the two speakers used inside the chamber, one is maintained at a fixed 
level while the other speaker's level is incremented in steps of 2 dB(A). 
A-weighted sound pressure levels due to each speaker separately and then 
due• to both speakers together are measured. Levels due to the two 
speakers are predicted from the measured values of the separate levels 
by 'decibel addition' and these values compared with the measured values 
of the combined levels. 

The decibel addition may be conducted using the formula 

i=n 

Ln = 10 loglO E 100.lL, 
i•l 

or from a graph or nomogram. 

Exercises could be included on 'decibel subtraction'. 

(c) Effect of Wind and the Use of a Windscreen 

This experiment demonstrates the effect of wind and the way in which a 
microphone windscreen reduces these effects. It is performed, however, 
indoors not outdoors. 

In a place where the background noise level is low, the A-weighted and 
the C-weighted sound pressure levels are measured of 

(i) 

(ii) 

(iii) 

the background only, 

the background while someone is blowing on the microphone, taking 
care not to put any moisture on the microphone, and 

the background under conditions (ii) above but with a windscreen 
on the microphone. 

Inferences may be made regarding the frequency content of the background 
noise, the frequency content of wind, which readings would be most wind­
affected (A-weighted or C-weighted) and the effectiveness of a windscreen 
in reducing the effects of wind and whether or not the windscreen reduces 
noise levels generally. 

(d) Effect of Atmospheric Absorption 

This exercise is intended to demonstrate that the atmosphere attenuates 
the higher frequencies of sound much more than the lower frequencies. 

Traffic noise from a freeway is observed from two positions: 

(i) close to the freeway (say within 30 m), and 
(ii) further from the freeway (say 600 m away), 

preferably within the space of a few minutes and at a time when dense 
traffic is flowing continuously, and ideally just after it has been 
raining. 

The character of the noise at each location is observed and the 
difference in character is explained in terms of absorption data for 
sound propagation in air contained in handbooks (Harris 1981). 

2.3 

(a) 

Exercises on the Measurement of Sound in Enclosures 

Standing Wave Pattern in a Room 
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A signal generator is used to drive a loudspeaker at frequencies in turn 
of 500, 1000 and 4000 Hz. The speaker is faced into the corner of a 
room. At each frequency the ear is used to locate positions of maximum 
and minium sound pressure level and estimates are made of the distances 
between nodes or antinodes in both vertical and horizontal directions. 

A sound level meter may be used to obtain an estimate of the variation 
in sound pressure level from node to antinode within the standing wave. 

The extension of this exercise to the case of random noise (rather than 
pure tone) demonstrates why standing waves are not always aurally or 
instrumentally detectable. 

(b) Spatial Averaging 

The aim of this exercise is to show when spatial averaging rather than 
arithmetic averaging should be used. 

Two sets of LA values are used for averaging, one set differing by much 
less than 5 d.B(A) and the other set differing by much more than 5 d.B(A). 

Both sets are averaged arithmetically and spatially, in the latter case 
using the formula 

1 -.r; = 10 log10 n 

for the spatial average,:;. 

The averages are compared for the two sets of levels. 

An extra challenge may be provided by asking under what conditions the 
spatial average of a set of sound levels Li would be equal to the temporal 
average or equivalent level of the same set of levels. 

3. INFORMATION AND INSTRUCTIONS FOR THE SET OF EXERCISES 

3 .1. Layout of the Notes 

The information and instructions are contained in a thirty-one page 
document with headings - Introduction, Summary, Aim, Theory, Equipment, 
Experiments and Appendices. 

A brief description is given of the contents of several of these 
sections. 

3.2. Theory 

Topics include 

(a) Nature and Characteristics of Noise, 

(b) Sound Propagation and Sound Fields, 

(c) Response of the Human Ear to Sound (including frequency and 
intensity limits and decibel scales), 

{d) Instruments Used to Measure Sound - Both Integrating and Non­
Integrating (including microphone, amplifier, filter networks, 
rms detector and response times and external filters), and 

(e) Measures of Noise (including percentile levels, equivalent level 
and sound exposure level). 
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3.3 Equipment 

Reference is made to the particular instruments used in the set of 
exercises, to their setting up, calibration and use. Reference is also 
made to the sound sources (including calibrators) which are used as well 
as to any other equipment. 
3.4 Instructions 

General instructions, which indicate that no error analysis is necessary, 
are followed by detailed instructions on each exercise. It is considered 
that any treatment of accuracy confuses the basic issue of imparting 
understanding and developing skills in the basics of noise measurement. 

The instructions for each exercise include pre-designed tabulations for 
data entry as required. An example is given below in Table 1. 

Table 1 A-weighted and c-weighted Sound Pressure Levels of Sound 
Sources of Different Frequencies 

Sound Source A-Weighted C-Weighted 
Sound Pressure Level Sound Pressure Level 

LA Le 
dB(A) dB(C) 

Bri.iel and Kjaer 
Calibrator Type 4230 
(1 kHz) 

Bri.iel and Kjaer 
Pistonphone Type 4220 
(250 Hz) 

3.5 APPENDICES 

These include information on 

(a) A- and C-Weighting Characteristics, 
(b) One-Octave and One-Third Octave Band Filters, 
(c) Noise Rating Curves, and 
(d) Decibel Scales and the Addition and Subtraction of Decibels. 

4.0 ORGANISATION AND PERFORMANCE OF EXERCISES 

The set of exercises provide a versatile set of practical learning 
experiences which can be organised to cater for 

(a) the limitations of time, space and equipment which may apply, 

(b) the course/subject/syllabus constraints, 

(c) the educational attitudes and objectives of the teaching staff 
involved, and 

(d) individual or group learning techniques. 

Special requirements which need consideration are obviously sound 
insulation, open space with low steady background and an absorption box. 
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5.0 DISCUSSION 

Once the organisational challenges are met, the set of exercises has a 
tendency to release spontaneous perception in the minds of those 
performing the exercises. They have a reputation for generating amongst 
students considerable understanding of some of the difficult principles 
and practices of noise measurement. 

The greatest learning developments are achieved in those groups of 
students for whom noise assessment is known to be an essential part of 
their professional practice. Amongst such students are those training 
as Health Surveyors and Occupational Hygienists. 

The greatest gains amongst such students are made when the exercises are 
performed towards the end of their undergraduate training when their 
motivation is strong and their professional attitudes more highly 
developed. 

The learning acquired through the intelligent performance of the set of 
exercises provides an excellent base for further development through­
specialised training experiments, projects and research in areas such as 
environmental noise, occupational noise and architectural and building 
acoustics (including engineering noise reduction). 
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ACOUSTICS INSTRUCTION FOR ARCHITECTS AND BUILDERS OF THE FUTURE 

Ray'Wilson 
School of Architecture and Building 
Deakin University Geelong, Victoria, Australia. 

ABSTRACT 

At Deakin University's School of Architecture and Building, students 
in Building Science Acoustics attend lectures on a weekly basis, and 
will soon be seeing regular videotapes of site visits, practical 
demonstrations and experiments. Many of the video images are generated 
on computer, and most importantly many of the video images are 
captured and stored on computer. The success in using video as an aid 
to teaching is only significant when used in conjunction with a 
Computer Assisted Learning program. Typically the students will watch 
a video in a class situation and a discussion will follow. Sections of 
the video are captured and combined with computer-based audio, 
graphics, animation, and question/answer prompting. Each student is 
required to arrange a time when he or she can sit at a CAL equipped 
computer in the school's Design Computing Centre. 

Although genuine demonstrations and site visits are not easily 
replaced, 'multimedia' is a great improvement on lectures only. 
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1.0 INTRODUCTION 
For many years now, university lecturers and school teachers have 
relied on traditional methods of teaching to convey the principles and 
concepts of the sciences. With ever increasing class sizes, resources 
are stretched to the limit. Practical exercises are becoming more 
impractical. This paper describes how multimedia is being used as an 
aid in the teaching of acoustics at Deakin University. 

2.0 WHY USE MULTIMEDIA TO TEACH? 
2.1 Teaching Acoustics to Architecture Students. 
In 1988 the acoustics class at Deakin University consisted of sixty­
five level two Architecture students. During that year students 
attended a series of lectures as well as toured the Victorian Arts 
Centre, the National Tennis Centre, and the Melbourne Sports and 
Entertainment Centre. Each student also took part in five acoustics 
practical experiments including the measurement of reverberation time 
and the related calculation of sound absorption coefficients of 
particular materials, the recording of personal audiometric data, and 
a variety of sound measurement and frequency analysis experiments. The 
supervisory role in these sessions involved two members of staff a 
total of four full days. 

2.2 Class Sizes Increase; Practical Work Becomes Impractical. 
In 1989 Deakin University commenced its new Bachelor of Building 
Degree Program. It was decided that all level one building students 
should study acoustics with the architecture students. This combined 
with the already large contingent of architecture students studying 
acoustics resulted in a class size in excess of one hundred and 
thirty. There was little chance that the practical experiments which 
had been conducted in previous years could be conducted in 1989. Even 
the site visits were restricted to the Tennis Centre and Entertainment 
Centre. 

2.3 What Made Me Think of Multimedia? 
Halfway through 1989, I was approached by a firm of hardware/software 
developers to join their team of researchers on a full time basis 
whilst lecturing at Deakin part time. I came into contact with IBM PC 
multimedia products for the first time. After a few months I left this 
company and soon agreed to work full time at Deakin. Since discovering 
the power of multimedia my mind had been wild with excitement at the 
prospect of applying it to the teaching of acoustics. I had admitted 
to myself that the simulation of practical demonstrations was better 
than none at all. As my role at Deakin also included the management of 
the School's new Design Computing Centre, I had control over the 
perfect multimedia 'playback' facilities. 

3.0 WHICH HARDWARE AND SOFTWARE SHOULD I USE? 
3.1 What Facilities for Replay are Available? 
The Design Computing Centre included seven colour Macintosh II 
computers and twelve colour IBM PC clones. Each was configured for 
Computer Aided Design and was quite capable of replaying most 
multimedia applications. As a lecturer in Computer Aided Design (CAD) 
on both IBM and Mac platforms, I felt no bias towards one or the other 
when I first began investigating prospective multimedia hardware and 
software. Deakin and I arranged an agreement whereby I would establish 
the 'Design Computing Research Centre' and utilise my personal 
equipment, this in turn would be supplemented with Deakin owned 
equipment from funds which I had generated through externally 
advertised CAD Training Courses. My contribution included a colour 
Macintosh II and an IBM PC-AT clone. 
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After several weeks considering the options, I decided that the 
Macintosh was the most appropriate platform for my situation. During 
the latter months of 1989, I concluded that it had superior colour 
graphics on a standard machine (Mac IIcx), stereo sound output, and 
easy to use/learn mouse driven interface. My research also showed that 
multimedia hardware and software choices for the Mac were also more 
abundant. The most dominant negative in choosing the Mac was simply 
expense. In general, it was safe to assume that the Macintosh and all 
related multimedia hardware and software would be very expensive. I 
elected to live with this and proceeded to establish my Macintosh 
Multimedia Development Workstation. 

3.2 Audio and Video Digitising. 
The extra hardware components to be chosen for my workstation were 
based mostly on versatility and cost factors. I wanted to replay sound 
on seven different Macintosh's without the expense of additional audio 
cards for each, so I looked for sound digitisers capable of this and 
found only the MacRecorder. It is a touch crude and relatively 
inexpensive, but adequate for the type of work I have done so far. I 
hope to obtain a higher quality audio digitising card before 
proceeding too far into this project. 

Making a choice of Video Digitising hardware was quite complex. I 
wanted a card that could digitise (capture) SVHS Video with maximum 
colours and resolution. It also was required to record computer images 
to SVHS Video tape. Ideally it would double as a good quality 24-bit 
graphics card for use in CAD applications. It would also be used to 
'Chroma Key' computer generated images into video photography for 
recording to SVHS tape. I purchased a· NuVista 4M Videographics card at 
a cost of around $10000.Following is a diagrammatic summary of the 
equipment used: 

,. 

Video 
Monitor 

Video+ 
OJmputer 
Monitor 

Encoder/ 
Decoder 

Stereo­
CD, 

Tape, 
Amp. 

000 

575 

r 

Qnnpurer 
Monitor 

0 
@ 



3.3 Software Choices. 
Having already established that the replay machines are colour Macs, 
Hypercard was ruled out as unsuitable as it was only black and white. 
My next choice was a colour equivalent to Hypercard. There were two; 
Supercard and Plus. Based on reviews and advise from several 
consultants, I went with Plus, but found it to be very limited in the 
area of animation. I soon discovered MacroMind Director. This was a 
package based on animation (Video Works), and the new addition of an 
interactive component made it perfect for the work I was involved in. 

Hypercard, Plus and Supercard, are all very similar in structure. Each 
uses a database containing graphic displays of data in a card like 
format. Quite complex card arrangements are possible. Each card has an 
address and can be called up for display using mouse driven buttons. 
Cards can contain a variety of text and graphics. In the early months 
of 1990, none of these packages had good animation. They achieved 
animation by flipping between cards very quickly. This proved 
unsuitable. Once I had seen MacroMind Director I felt it was exactly 
what I needed. It had excellent animation, graphics, and text, and 
handled interaction very well. 

MMDirector software is not card based. Instead it uses a stage with 
castmembers, and allows digitised audio and video to be included in 
'performances' easily. Castmembers can in fact be graphics, text, 
audio and video captures, and all are easily controlled by the program 
'developer' (perhaps the 'program director' sounds more appropriate!) 
by inserting them into the 'score'. The •score' controls when 
'castmembers' will appear on 'stage'! MMDirector also includes a 
built-in paint package, which is capable of most simple editing 
functions. 

4.0 USING MACROMIND DIRECTOR 
I have been working with MMDirector for nearly two years now, and 
haven't yet mastered the more complex avenues available to me. It may 
not rate as an easy package to master, but it certainly is very easy 
to get started, and like many detailed software packages, the 
mastering only comes from regular and imaginative use. As a 
user/lecturer in CAD, I know quite well that the more complex a 
software product the longer and harder it is to master. I feel that 
the key to using MMDirector successfully is to fully utilise the 
simpler concepts, then venture into the depths of the product. 

5.0 THREE ACOUSTICS DEMONSTRATIONS USING MMDIRECTOR 
I have three acoustics examples which are quite different in their 
approach to the use of MMDirector. The first is a simple example 
explaining the concept of sound shadow. The student opens the file and 
it commences running without further prompting. It will keep repeating 
until the student stops it with the appropriate key sequence. This 
demonstration includes animated graphics with synchronised sound and 
text boxes explaining the various images. 

A diagrammatic illustration using colour, animation, and related 
audio, assists in explaining a concept which may otherwise be quite 
difficult to convey. 

The second demonstration requires the student to click on screen 
buttons to move on to the next part of the lesson. This assists in 
allowing students to work at their own pace. A combination of 
graphics, text and audio are utilised to clarify the differences 
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between Pink and White Noise. This has proved a most useful exercise 
as definitions are displayed simultaneously with the replay of each 
audio track. The related graphics are very simple, but also reinforce 
the students understanding. 

Once again the combination of animated colour illustrations with 
related audio has greater impact than more traditional alternatives. 

The third package is a simple sound level meter simulation. This 
involves the on-site video/audio recording of several sound sources. A 
single video image of each is captured and digitised, and the audio 
for each is digitised also. These are used to give some realism to the 
exercise. The simulation is one where the student reads through a set 
of screen based instructions on how to use the sound level meter, then 
interacts with the computer to change the settings on the image of a 
dBA sound level meter. By adjusting the settings on the meter 
correctly, a positive reading is possible, and the sound source 
appears to be measurable. i.e. the needle on the meter is animated to 
simulate the correct sound pressure level. Until the meter settings 
are correct, a dBA reading is not possible. 

The sound level meter demonstration can be broken down into several 
specific areas. The exercise commences with a number of instruction 
screens. Once each of these is read, the student 'clicks' on the mouse 
to continue. The student soon comes to a menu screen where a choice of 
sound source is made. If the student selects the source labelled 
'Circular Saw' MMDirector moves along to the section of the score 
which relates to the Circular Saw. The first image which appears is a 
close up of the saw and a graphic overlay of its frequency spectrum. A 
realistic sound sample is also played at this point, once again adding 
realism. Next the student is confronted with a reduced image of the 
source, and an animated image of a simple sound level meter. 
MMDirector allows these images to be replayed continuously until the 
student interacts in such a way as to prompt a change. The image of 
the meter has two buttons on it, which will react to a mouse click. 
Eventually the student adjusts the settings correctly using these two 
buttons, and the animated needle rises on the scale to show a positive 
reading. This has been achieved by creating several different 
animations of the needle. One for a less than zero reading, one for an 
excessively large reading, and of course the correct reading. 

Assuming the student has no prior knowledge of sound level measuring 
devices, this exercise is an excellent introduction to measuring sound 
pressure levels in dBA, without the risks associated with handing over 
a sound level meter to them for the first time. 

6.0 CONCLUSION - THE FUTURE 
The above examples of multimedia are only a tiny sample of the 
potential development which I hope to achieve. With appropriate 
support from Deakin University, I expect to be developing more 
MMDirector packages for use in the teaching of acoustics, but more 
importantly I will be producing video tapes which will have associated 
Multimedia 'Mac' lessons and knowledge tests. Eventually each student 
will be able to view the video tape either at home or in the 
University Library, then sit at a computer for the appropriate 
reinforcement. I anticipate that the computer will be used to quiz the 
students on their understanding of acoustics concepts and perhaps 
limit their progress in stages. i.e. require that they pass one stage 
before proceeding to the next. More time, and continuing financial 
support will be required to ensure further progress is assured. 
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THE 24 HOUR CAR WASH - NOISE AND TOWN PLANNING ASPECTS 

David Borgeaud and Frits Kamst 
WBM Consulting Engineers, Brisbane, Australia 

ABSTRACT 

In recent times there has been a re-emergence of the automatic car 
wash. To guard against complaints, Councils now require the 
submission of an acoustical report assessing the impact of such 
facilities as part of the town planning requirements. The need to 
address the acoustic issue is mainly the result of the deregulation in 
the service station industry allowing owners to operate for up to 24 
hours per day. 

This paper presents the results of three case studies including "wet" 
and "dry" car washes, and highlights the conflicts between town 
planning/operator requirements and acoustic requirements for the car 
wash. It is concluded that "wet" car washes (which are considerably 
quieter than "dry" car washes) are more likely to be able to meet 24 
hour noise level criteria. Usual treatments such as barriers and 
buffer distances are often not sufficient and sound reducing devices 
may need to be incorporated into the car wash design in order for the 
24 hour car wash to co-exist with nearby neighbours. 
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1.0 INTRODUCTION 

The demand for car washes by motorists has increased significantly in 
recent times, and in order to cope with the demand, the major o.il 
companies are erecting car washes on service station sites. While in 
the past a car wash would normally include blowers to dry the car 
after the wash, the trend currently is to install a car wash. whi.ch 
does not have blowers, so that a car drives away "wet". 

One of the reasons for this trend is the environmental awareness of 
residents and Local Councils, since blowers are a significant source 
of noise. While this development is a healthy one, other 
developments, and in particular the 24 hour car wash, have led to 
complaints by nearby residents and refusal by Councils to allow the 
installation of some car washes. The main concern for Councils is the 
possibility that the car wash noise may disturb nearby residents, 
particularly during the late night/early morning time period when 
ambient levels are lowest. 

This paper provides a review of the issues which need to be addressed 
to ensure that the 24 hour car wash and the nearby residents can co­
exist. 

2.0 DESCRIPTION OF CAR WASH NOISE SOURCES 

The modern car wash comprises several rotating nylon brushes, high 
pressure water sprays, pneumatic or hydraulic systems to move the 
brush assembly, and in some cases, blowers ( large fans) to dry the 
vehicle. This equipment is housed in a "single carport" sized 
building, typically constructed with a metal deck roof, and side walls 
of brick to sill height and glass up to roof height. The entry and 
exit end of the building are typically open. Auxiliary pump and 
compressor equipment is normally housed in either an enclosure near 
the car wash, or inside the service station building. 

For car washes without blowers, the predominant noise occurs when the 
brushes "slap" against the larger panels (e.g. roof, bonnet, boot) of 
the vehicles. Noise levels outside the car wash enclosure are highest 
near the entrance and exit of the car wash and considerably lower 
along the sides of the car wash due to shielding provided by the 
enclosed sides. The car wash noise is quite unobtrusive as it is 
broadband (brush and water spray noise) with occasional other noises 
due to valves releasing air or the brush assembly reaching the end of 
its travel. Noise from the auxiliary equipment is not usually audible 
when it has been installed in a typical brick enclosure. 

For car washes with blowers, the fan noise is dominant over the brush 
and water spray noises. Typical noise levels for "wet" and "dry" car 
washes investigated by the authors are presented in Table 1. 
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TABLE 1 TYPICAL CAR WASH NOISE LEVELS@ 30M 

CAR WASH DESCRIPTION ENTRANCE SIDE EXIT SIDE 

L1 L10 L1 L10 

"Wet" - No Blowers 58 55 57 54 

"Dry" - With Blowers -- -- 72 71 

3.0 CASE STUDIES 

Three case studies have been selected from the car washes investigated 
in southeast Queensland. Table 2 summarises the site specific data 
for each case. 

CASE 

1 

2 

3 

TABLE 2 CASE STUDY TECHNICAL DATA 

CAR WASH L10 @ RESIDENCE RANGE OF~ DISTANCE 
TYPE dB(A) 

TIME ~ HOUSE HOUSE TO 
TO Car MAJOR 
wash ROAD 

No Blowers 43 - 45 Day 52 75m 10m 
Evening 52 
Night 50 

No Blowers 52 Day 54 38m 65m 
Evening 52 
Night 36 

With 60 Day 52 15m 50m 
Blowers 

~ L10 is the noise level exceeded 10 percent of the sample time. 
~ is the noise level exceeded 90 percent of the sample time. 
* Includes a 5 dB(A) penality due to tonality 

EXTRA 
ATTENUATION 
REQUIRED TO 
MEET L10 = l..o 
+ 5 CRITERION 

0 

11 dB(A) 

8 dB(A)* 

Case 1 The nearest houses to the service station and car wash 
were located on the opposite side of a major 4 lane road 
and hence ambient levels at the houses of interest 
remained high (SO dB(A)) even on Sunday. A directivity 
factor of -3 to -5 dB(A) was applied to the predicted L10 
noise level as the nearest house would have no direct line 
of sight to the entrance or exit of the proposed car wash. 
Due to the distance, directivity and high ambient levels 
associated with this location, the predicted car wash 
noise would readily meet the noise level criterion. 
Figure 1 shows the locality plan for this case study. 

Case 2 The nearest houses to the proposed car wash were well 
removed ( 30 - 100m) from the major traffic route. The 
residence most likely to be affected was only 38m from the 
exit of the proposed car wash, had direct line of sight to 
the exit, and was 65m from the major road. Consequently, 
car wash L10 noise levels would be reasonably high and the 
background L90 level was quite low at night at this house. 
Several combinations of barrier walls and changes in the 
orientation and location of the car wash were considered 
to try to reduce the car wash noise to meet the noise 
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Case 3 

level criterion. However, engineering, town planning and 
client requirements made it difficult to achieve a viable 
solution. As a result it was recommended that the car 
wash operations be limited to 6am - 12 midnight. Figure 2 
shows the locality plan for this case study. 

For this case the operation of an existing car wash with 
blowers resulted in excessive noise at a nearby residence. 
An Lio of 60 dB(A) was measured with the car wash 
operating, while the L90 levels were measured at 52 dB(A). 
Because of the tonality of the blower fans a 5 dB (A) 
penalty was added to the Lio of 60, making it effectively 
65 dB(A), so that the reduction required to meet the L90 + 
5 criterion was 8 dB(A). This car wash was only operated 
during the day time because of the noise levels generated. 

Table 1 indicates that the differences in Lio noise levels between· 
"wet" and "dry" car washes are of the order of 17 dB(A). 

It can be seen from the above case studies that the car washes which 
are most likely to be able to meet 24 hour noise criteria are "wet" 
car washes where the "car wash to the nearest 'house" distance is 
greater than the "major road to the nearest house" distance. This 
occurred for Case 1 where the proposed car wash was to be located at 
the rear of the service station, behind which was the car park for a 
major shopping centre. Service stations built on rezoned residential 
blocks, where houses abut the station's side and/or rear boundaries 
are unlikely to be able to operate a 24 hour car wash due to lower 
ambient levels and smaller buffer distances which exist between the 
car wash and nearby houses. 

4.0 CRITERIA FOR CAR WASH NOISE 

In the absence of Queensland guidelines, AS1055.2 - 1989 has been used 
to establish an annoyance criterion. Appendix A of this document 
states in essence that where the Lio of the total ambient sound 
including the noise being investigated exceeds the L90 of the total 
ambient sound in the absence of the noise being investigated, . the 
noise is likely to be discernible, but that differences of 5 dB or 
less may be of marginal significance with respect to annoyance. 
Adjustments for tonal and impulsive characteristics of the source 
noise can be made. 

The annoyance criterion is applicable for the full 24 hour period, and 
due to the broadband nature of the wet car wash noise (neither 
impulsive nor tonal) no adjustments are made. Noise from car washes 
with blowers on the other hand can be quite tonal and so an adjustment 
of +5 dB(A) is added to the Lio level. 

Due to the late night operation of 24 hour car wash facilities, 
consideration could be given to the use of a sleep arousal criterion. 
One such criterion (SPCC document) states that to protect people from 
sleep arousal, the L1 of the noise source should not exceed the L90 by 
made than 15 dB(A). 

· The sleep criterion is considered appropriate for the night-time 
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period 10pm 7am. In cases where the annoyance criterion is 
marginally exceeded during the night time period (but is met from 
7am - 10pm) and the sleep criterion is met, then consideration could 
be given to recommending that the car wash be allowed to operate 
during the full 24 hour period. It should be noted however that as 
the car wash L1 is only 3 dB(A) greater than the L10 , the annoyance 
criterion is some 7 dB(A) more stringent than the sleep arousal 
criterion. 

5.0 REMEDIAL MEASURES 

Several remedial measures can be taken to control the impact of car 
wash noise on nearby residents: 

Buffer distance 

Acoustic Barriers 

Time Restrictions 

By good site selection it 
possible in many cases 
sufficient buffer distances 
the criteria to be met. 

should be 
to provide 

to enable 

The ability of acoustic barriers to 
reduce car wash noise depends on the 
local topography and whether the nearby 
houses are highset or lowset. In 
addition to the purpose built barrier 
(timber or concrete block fence) the 
service station building can be located 
in such a way to form an effective 
barrier. 

In many cases where the car wash 
position on the site is "fixed" by other 
constraints buffer distances and 
barriers may not provide a solution. In 
such cases, the hours of operation of 
the car wash should be restricted to 
avoid the quieter evening/night periods. 
Sufficient monitoring should be 
undertaken to determine suitable time 
limits. 

In addition to the above remedial measures which seek to reduce the 
receptor noise level at nearby residences, consideration should be 
given in some cases to reducing the noise at its source. 

"Wet" Car washes 

"Dry" Car washes 

Automatic doors could be installed to 
the entrance and/or exit of the car 
wash. The doors would be triggered to 
open and close prior to commencement and 
after conclusion of the wash cycle. In 
many cases this would yield a very 
useful 10 dB(A) of attenuation, 
particularly as the sides and roof of 
the car washes are usually enclosed. 

The blower fans can usually be treated 
on the suction side with acoustic 
attenuators, however the discharge side 
of the fan is usually not as easily 
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treated. Automatic doors would again be 
useful in reducing the brush, water and 
blower noise radiating out through the 
entrance and exit of the car wash. 

6.0 TOWN PLANNING/OPERATOR REQUIREMENTS 

There are several requirements that are placed on car washes by both 
councils and the companies operating the service stations. Some of 
these requirements are beneficial from an acoustic view-point, while 
others may conflict with possible acoustic treatments as shown in 
Table 3. 

TABLE 3 COMPARISON OF TOWN PLANNING AND OPERATOR REQUIREMENTS 
WITH ACOUSTIC REQUIREMENTS 

1. 

2. 

TOWN PLANNING/OPERATOR REQUIREMENT 

Service station operators require 
the car wash to operate the same 
hours (usually 24 hours) to 
provide a "we never close" 
service to customers and to 
maximise financial return on 
their investment. 

The car wash must be visible from 
the major road which the 24 hour 
service station services. 

3. Access to the car wash must be 
obvious to the driver, should 
flow with the general direction 
of traffic flow through the 
station and must allow a minimum 
queueing distance for 5 vehicles. 

4. 

5. 

6. 

Various councils require certain 
setbacks for the car wash 
relative to property boundaries. 

Councils often require a 2m high 
fence be erected on the boundary 
of the service station site. 

Most 24 hour service stations 
with car washes are located along 
major roads in order to maximum 
exposure. 
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ACOUSTIC REQUIREMENT 

Time restrictions on car 
wash operating hours are 
sometimes necessary. 

This precludes the use of 
acoustic barriers in 
certain locations as they 
would tend to hide the car 
wash. 

These requirements tend to 
"lock" the car wash into a 
particular position on site 
which may not allow 
repositioning to get a 
larger buffer distance to 
nearby houses. 

This can often be 
constructed as an acoustic 
barrier (i.e. overlapping 
timber paling fence or 
concrete block wall) to 
provide some barrier 
attenuation. 

This is beneficial as road 
traffic noise tends to mask 
the car wash noise levels 
at the nearby residences. 



7.0 CONCLUSIONS 

Based on the authors' experience with car washes the following 
conclusions can be drawn. 

(1) "Dry" car washes (with blower fans) typically cause noise levels 
17 dB(A) higher than "wet" car washes. As a consequence "wet" 
car washes are more likely to be able to meet noise level 
criteria allowing them to operate 24 hours per day. 

(2) Sites for service stations with a proposed 24 hour car wash 
facility should not abut residential properties as the car wash 
noise is unlikely to meet the 24 hour noise level criteria. 

(3) The "car wash to nearest houses" distance should be greater than 
the "major road to nearest houses" distance so that car wash 
noise (reduced due to distance) can be masked by ambient noise 
levels at the nearby houses. 

(4) Car wash manufacturers may need to consider the incorporation of 
sound reducing devices into their design. One useful 
possibility would be the option of a car wash with automatic 
entrance and exit doors which would be open for the car to enter 
and depart, but would remain closed for the duration of the 
wash/dry cycles. 

( 5) Al though remedial measures (e.g. barriers, buffer distances, 
fitting doors to the car wash) all help to reduce the car wash 
noise, in many cases the late night/early morning noise level 
criterion may not be able to be met. In such cases time limits 
must be set on the operating hours of the car wash. This is not 
always as drastic a measure as it may at first appear since few 
people use car washes in the late night periods, so that the 
loss of revenue to the operator should be quite low. 
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CRITERIA FOR THE CONTROL OF NIGHT-TIME ROAD TRAFFIC NOISE: 
DIRECTIONS FROM THE CURRENT RESEARCH LITERATURE. 

A.L. Brown 
School of Australian Environmental Studies 
Griffith University 
NATHAN QLD 4111 

S. Rutherford 
School of Australian Environmental Studies 
Griffith University 
NATHAN QLD 4111 

ABSTRACT: 

There is considerable concern amongst authorities responsible for 
regulating road traffic noise that the scale currently used to 
describe road traffic noise in Australia LA10 iah - does not 
adequately predict human response to noise during the night-time 
hours. This paper selectively reviews the current research 
literature on effects of road traffic noise on sleep to look for 
guidance as to appropriate night-time noise scales. The research 
literature shows that as yet there is no simple answer as to which 
scale, or level on that scale, would be an appropriate criterion. 
LAeq for the night-time hours can predict sleep disturbance, but only 
where the traffic noise conditions are "continuous". Where "noise 
events" are discernible in the traffic stream, and it is probable 
that many, if not most night-time noise situations of interest would 
fall into this category, a sleep disturbance criterion will have to 
take peak noise level and/or number of noise events into account. 
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1.0 INTRODUCTION 

The need for a night-time road traffic noise criterion sterns from a 
general concern that the LAlO,lBh (0600h-2400h) ~cale currently used to 
describe road traffic noise in Australia does not adequately predict 
human response to noise during the night-time hours. 

This paper reviews selected current research literature on the 
effects of road traffic noise on sleep particularly with respect to 
guidance as to appropriate control criteria for its control. 

However, as will be seen below, there is by no means a simple answer 
as to which noise scale, and which level on that scale, is 
appropriate as a criterion to minimise human reaction to night-time 
noise. 

2.0 REVIEW BY VALLET (1987) 

Vallet (1987) extensively reviewed night-time effects of noise and 
appropriate night-time noise scales and concluded that: 

The test results as a whole confirm the 
people sleep badly in the presence 
therefore, necessary to consider 
establishing noise indices which can 
criteria for the protection of sleep. 

common observation that 
of noise and it is, 

the possibilities of 
be used to determine 

Vallet notes that while the need has been demonstrated, few countries 
have implemented indices concerned solely with evening or night noise 
to date, though various international organizations have recommended 
such levels. For example, WHO (1980) has recommended night-time LAeq 
levels as low as 35 dB to protect sleep though Vallet notes that 
several researchers regard these levels as unduly restrictive. 

Vallet points out the limitation in the use of a single LAeq value to 
establish noise limits to prevent sleep disturbance. Sleep 
disturbance will only be minimized by an LAeq criterion in noise 
situations where noise events in the noise stimulus are absent. 
However, for most road traffic noise situations at night, the noise 
stimulus contains isolated noise occurrences (noise events) such as 
where truck peaks are heard against a lowered background on a major 
roadway, or car peaks are heard against an even lower background on a 
minor roadway. Where noise events occur, peak noise level limits 
rather than LAeq is required to minimize sleep disturbance. Further, 
as Vallet notes: 

.. for traffic noise exposure in quiet conditions the average 
peak noise level causing (a sleep) effect may vary from 42-44 
dB(A) while that causing the same effect in a noisy situation 
(would have to be) from 50 to 53 dB(A). 

This indicates that the emergence of a noise event from its 
background is a determinant of sleep disturbance, not simply the peak 
level of the noise event. 

Based on his review, Val let suggests that the internal criteria to 
minimize sleep disturbance should consist of a Peak Noise Level of 50 
dB(A), jointly with an LAeq of 35 dB. 
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Vallet also emphasizes that these suggested criteria are for 
continuous road traffic noise (low variance in the noise level 
distribution) but he does not suggest appropriate noise criteria for 
road traffic noise which is characterised by a lower background with 
intermittent noise events. However, based on evidence he presents, 
the Peak Noise Level should be lower than 50 dB(A) (42 to 44 dB?) in 
these noise environments. 

3.0 STUDIES BY EBERHARDT (1988) AND EBERHARDT ET AL (1987) 

These authors reported a series of laboratory and field studies on 
sleep disturbance by road traffic noise which tended to support the 
conclusions of Vallet's review. The study used healthy young adults 
and responses to noise were measured by arousal reactions, body 
movements, sleep stage disturbance and estimates of sleep quality and 
mood. 

The different noise stimuli used in the experiments (all levels were 
internal) allowed examination of the effects of noise events on 
sleep, the effects of continuous traffic noise on sleep, and the 
effects of noise events emerging from continuous traffic noise. 

The studies found that, where traffic noise had low variability. 
(Eberhardt refers to this as "continuous traffic noise") the critical 
level at which sleep was found to be disturbed lay somewhere between 
an LAeq of 35 dB and 45 dB. 

However, where there were obvious peaks of noise (noise events of 
truck passages) the simple LAeq descriptor was found to be inadequate 
by itself as a predictor of effects on sleep. This was based on two 
findings. Firstly, with intermittent noise levels (truck passes of 
45dB(A) with an LAeq of 29dB) sleep was disturbed but, for continuous 
traffic noise with LAeq of 36dB, no detrimental effect was found. 
Sleep disturbance increased when truck peak levels were raised to 
SSdB(A) even though overall LAeq for this experiment was 36dB. 
Secondly, when the SSdB(A) peak level experiment was repeated but 
with the peaks emerging from a continuous traffic noise (total LAeq 
now 46 dB) sleep disturbance still occurred, but not to the extent 
which occurred when the 55 dB(A) peaks were heard in quiet. 

Eberhardt concluded that LAeq alone could not adequately characterize 
all types of noise dose relevant to sleep disturbances as arousal 
reactions were induced by intermittent traffic noise. This supports 
the concept that the emergence from background rather than absolute 
noise level may determine the reaction probability. 

Based on his findings, Eberhardt recommended a night-time LAeq of 
between 36 and 45 dB. He indicated that this must be supplemented in 
situations in which noise events are part of the traffic noise 
stimulus with a measure that takes the noise peaks during the night 
into account. He suggested that these could be measured as LAol or 
LApnax· 

Eberhardt (1988) also noted from one of his experiments that 
habituation to sleep disturbance did not appear even after several 
years of exposure. 
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3.0 STUDY BY VALLET, GAGNEUX, BLANCHET, FAVRE AND LABIALE (1983) 

This study is particularly interesting in that it used subjects in 
situ in their dwellings as compared to the artificial sleeping 
environment of laboratory studies. Homes used in the study were all 
located near motorways and subjects had lived in them for at least 

'four years. Subjects sleep was monitored under the prevailing noise 
conditions and again when these levels had been reduced by relocation 
of the sleepers within the dwelling or by facade insulation. The 
study findings were that: 

even after four years of 
environment, transfer of 
environment within their own 
sleep for most people. 

exposure to a noisy 
subjects to a quieter 
homes resulted in better 

a night-time LAeq could be used to account for human 
sleep response to noise, and the authors suggested a 
level of 37 dB internal as the appropriate threshold 
level. 

peak levels were as significant as the LAeq in their 
effect on sleep. The authors showed that 80% of 
transient effects and changes in sl~ep state, and 87% of 
awakenings, could be avoided if internal peak noise 
levels did not exceed 40 dB(A) and about two-thirds of 
these could be avoided if the peak levels did not exceed 
45 dB(A). They suggested the latter as a criterion 
level. 

While this study recommended that LAeq was an adequate night-time 
noise criterion, this needs to be tempered by two facts. Firstly, 
the conclusion appears to have been based more on the arguments that 
LAeq was easy to predict and that it conformed to current French 
regulations, than on the data that the authors presented. In fact, 
their data showed that measures which included variability (the 
standard deviation of the noise level distribution in particular) 
were better correlated with sleep responses than was LAeq, and the 
peak level LAol was equally correlated with sleep responses as was the 
LAeq· 

They also pointed out that different night-time criterion measures 
would have to be used where traffic flows were low and that peak 
levels of noise, and the emergence of the peak above the continuous 
levels, would have to be considered for such conditions. 

4. 0 STUDIES BY OHRSTROM ET AL (1988) AND OHRSTROM AND RYLANDER 
(1990). 

These papers introduced a further element into the choice of a 
night-time noise criterion. The authors suggested that the number of 
noise events at night is a critical determinant of night-time 
reaction, and that to protect people from sleep disturbance it is 
necessary to consider the number of vehicle passages. 

An overview paper by Ohrstrom et al (1988) discussed three one-week 
laboratory experiments in which the noise exposure was either single 
noise events or continuous road traffic noise and human response was 
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measured by body movements, subjective sleep quality, mood and 
subject performance. Ohrstrom reported that: 

intermittent noise caused stronger effects than continuous 
noise at the same Leq level, 

sleep quality was significantly related to peak noise level. 

In particular, sleep was affected by intermittent noise events with a 
peak internal noise level of 60 dB(A) even though the overall LAeq was 
only 35dB. 

Results also showed that up to 8 noise events of peak level 60 dB(A) 
per night did not have a significant effect on sleep quality, but 16 
noise events and above per night caused a significant decrease in 
sleep quality. 

The laboratory study by Ohrstrom and Rylander (1990), was aimed at 
further examining the importance of number of noise events and the 
findings were: 

The use of an LAeq,Z 4h as a noise criterion is insufficient to 
protect people from sleep disturbance effects of traffic noise. 

Noise event levels of 50 dB(A) peak do not negatively influence 
sleep until a critical number of noise events of this level 
occur at somewhere between 16 and 64 events per night. 

Noise event levels of 60 dB(A) peak do not negatively influence 
sleep until a critical number of noise events of this level 
occur at somewhere between 4 and 16 events per night. 

Acoustic conditions in this study corresponded to the situation where 
noise events emerged from a lowered background. 

The authors concluded that both maximum noise levels and number of 
noise events are important to sleep disturbance. 

5.0 STUDY BY LABIALE (1983) 

While the paper is not specifically related to night-time noise, it 
is relevant because of the noise event nature of night-time traffic 
flow. Labiale examined the relationship between annoyance and level 
of road noise (background noise and emergence of truck passages) i.n a 
laboratory study. He found that: 

For peak truck noise levels up to 12 dB(A) emerging from the 
background noise (overall Leq levels of 60 dB(A)) the number of 
truck peaks had only slight effect on annoyance and the overall 
Leq remained adequate as a predictive index of annoyance 
( though Loi, Los and Lio were equally good as predictors) . 
Annoyance increased strongly from three to 15 truck passages 
and then more slowly between 15 and 30 passages; 

For peak truck noise levels of 16 dB(A) or more emerging from 
the background noise (overall LAeq of 50 dB and 55 dB) the 
annoyance was a function of the number of truck passages (N), 
and a composite acoustic index (a.L8 q+b.Log N) was suggested as 
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a predictor (though several other composite scales including 
a.L01+b.L10 or a.L 0 q+b.N were equally good predictors). 

Labiale was careful to point out that his study involved stimuli over 
a limited range and needed to be extended to a much wider range. 
However, he concluded that a composite index which integrated a 
number of noise events could prove useful for improved predictions of 
annoyance, especially at night when the index Leq alone is not 
entirely satisfactory. 

Composite indices did not appear as useful predictors of response in 
most of the other studies examined and, even in Labiale' s study, 
alternative indices could equally account for human response. 

6.0 STUDY BY GRIEFAN (1986) 

Griefahn' s (1986) laboratory sleep study subjected young adults to 
four intensities of sound: 59.4 - 63.5 dB, 51.0 - 56.5 dB, 44.5 -
50. 5 dB and 3 7. 0 - 44. 0 dB and measured their responses by EEG, 
questionnaires and reaction time tests. The sound intensities given 
above were internal LAeq and, while it is not stated, presumably were 
the ranges of the LAeq, lh during the hours of the experiment. 

Resulcs showed a strong correlation between LAeq and assessment of 
sleep quality. Griefahn identified that LAeq was a suitable predictor 
of sleep disturbances, but only if maximum levels were less than 
8-lOdB(A) above the LAeq that is, the noise must have low 
variability. Where variability in the noise signal is high, the 
number of noise events and/or maximum levels also needed to be 
considered. 

In summary, Griefahn recommended an internal LAeq, lh of 40 dB during 
the night to protect sleep, but suggested that this was valid only 
for noise from high density traffic flows. She noted that the 
validity of this level would have to be investigated where there was 
high variability in the traffic noise distribution, namely for lower 
traffic densities and where there were many trucks in the night-time 
traffic stream. 

7.0 OTHER STUDIES 

Several other papers reviewed mentioned the importance of peak levels 
and/or number of noisy events. In Vernet's (1983) field study, which 
involved comparing the annoyance between road traffic noise and train 
noise annoyance during sleep hours, it was found that in quiet places 
emergence was an important factor of disturbance while in noisy areas 
noise duration as well as peak level act with interaction to cause 
sleep disturbance. A field study by Tulen et al (1986), focussing on 
the effects of sound insulation on the peak characteristics of 
traffic noise, identified that the transient and peaky 
characteristics of traffic were found to result in 'non-adaptive 
physiological responses during sleep'. A laboratory study carried 
out by Rasmussen (1979) was aimed at investigating the relationship 
between road traffic noise and annoyance with attention paid to the 
number of noise events. Annoyance and noise level measured as LAeq 
and ½lp were found to be highly correlated with sleep effects and it 
was concluded that LAeq gave a reasonable estimate of subjective 
annoyance but could be improved. 
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8.0 CONCLUSIONS 

The first conclusion from this review must be that the necessary 
definitive research to provide answers to the question of appropriate 
night-time road traffic noise criteria is not yet available. 
However, there is a sufficient body of evidence in the literature to 
confirm that current 24hour or 18hour road traffic noise scales are 
insufficient to protect against sleep disturbance and new criteria 
are warranted. 

The second conclusion is that appropriate night-time road traffic 
noise criteria depend on traffic conditions. 

For traffic noise conditions which can be defined as "continuous" it 
can be concluded that the use of an LAeq scale measured over some 
period of the night finds support as a predictor of sleep 
disturbance. There is no clear guidance as to which period should be 
used to define "night" but the choice of 2200 h to 0600 h seems 
reasonable and is not contra-indicated by any of the studies. TheTe 
remains some debate as to the level on this scale required to prevent 
sleep disturbance, but the various studies point to an appropriate 
level of 35 to 40 dB. 

However, for traffic noise conditions which cannot be defined as 
continuous, and it is probable that many if not most night-time noise 
situations of interest would fall into this category, the LAeq itself 
is an inappropriate criterion by which to prevent sleep disturbance. 
In these conditions, the criterion should be the maximum peak level 
of individual noise events or, more appropriately, the number of such 
noise peaks exceeding a particular level. Peak noise levels of 45 
dB(A) have been suggested but others suggest that peak levels of 60 
dB(A) should not occur more than 16 times in a night, or peak levels 
of 50 dB(A) more than somewhere between 16 and 64 times in a night. 
The current literature does not resolve these differences. 

A complicating, and unresolved factor in setting a limit on peak 
levels, is that it is not so much the peak level per se which results 
in sleep disturbance, but the emergence of the peak above the 
background. This means that, for a given pattern of noise events, 
elevating the background reduces the probability of sleep 
disturbance. Continuing to elevate the background further would, of 
course, eventually result in the traffic noise condition changing 
from "noise events" to "continuous". 

Where is the divide between the continuous and noise event traffic 
noise conditions? Several authors have suggested that this occurs 
when the peak levels of individual vehicles exceed the LAeq by some 8 
to 12 dB though alternative definition of these same conditions is 
possible, say based on the standard deviation of the traffic noise 
distribution. This would be a fruitful area for some simple 
modelling to determine the combination of traffic and propagation 
distance conditions responsible for generating the two conditions. 
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UTILISING THE SOUND OF WATER STRUCTURES IN THE BUI~T 
ENVIRONMENT 

L. Brown and S. Rutherford 
School of Australian Environmental Studies, 
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Brisbane. 

ABSTRACT 

Water structures such as fountains, artificial waterfalls or streams 
are common civic design features of squares, gardens and building 
plaza in cities. Their function is aesthetic, but they also provide 
focal points for meeting places and relaxation. Water structures 
achieve these functions through their visual quality and through the 
attractiveness of the space in which they are located. However, they 
contribute not only to the visual environment, but also to the 
acoustic environment. The sound of falling, tumbling or splashing 
water is inherently attractive to humans. Further, those sounds can 
effectively mask the all pervading traffic and other noise sources 
which currently dominate central city areas, significantly enhancing 
the quality of their immediate environment to serve as meeting and 
relaxation places. By taking examples of artificial water structures 
and applying simple propagation models to their source sound levels 
it is possible to identify the degree and areal extent of masking of 
less desirable city noises for different settings in the city. This 
provides a tool for designers of water structures to confidently 
incorporate acoustical characteristics amongst the other design 
requirements. 
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1 . 0 INTRODUCTION 

Throughout history, water structures such as fountains and artificial 
waterfalls have been used for their aesthetic •contribution to the 
urban environment. To a large extent it is the visual effects of 
waterfalls that make them so popular but they also stimulate other 
senses. 

The sound that water makes in its motion is important in the parks, 
gardens and meeting places of the inner city. Firstly, the sound of 
water tumbling or splashing would be almost universally regarded as a 
pleasant sensation providing a relaxing atmosphere. Secondly, it has 
the potential to mask unwanted sounds. The sounds which currently 
dominate most central business districts road traffic, 
construction, aircraft, trains, amplified music and ventilation 
systems, are rarely pleasant. Nearly two decades ago Perkins (1973) 
noted that, 

..... . waterfalls are not just visual delights - the sound of 
splashing, gurgling and bubbling is important especially 
when you can't hear the traffic. 

While the design of any particular water structure will always be 
determined by criteria such as setting, available space, visual 
appeal, intended use of the · surrounding space and energy 
requirements, if a fountain or waterfall can also mask the unwanted 
noises in its immediate environs then it will be even more valuable, 
providing a pleasant acoustic island in the middle of a city's 
noises. It is suggested however that if this has been achieved in 
the design of water structures in the past it is likely to have been 
largely fortuitous. An acoustic criterion would rarely, if ever, have 
been included as a parameter in fountain design and this failure can 
be attributed firstly to oversight and secondly to a lack of 
knowledge of how to predict and plan the effectiveness of any 
acoustic masking. 

The purpose of this paper is to redress these matters. Firstly it 
attempts to generate awareness of the potential and value of the 
masking of unwanted central city noises by water structures. 
Secondly, by taking particular examples of artificial water 
structures it shows how it can be possible to provide initial 
estimates of the area over which masking can be expected to be 
effective. Landscape architects and other urban designers are not 
trained in acoustics and the simple approach taken in this paper 
considers their needs. 

2. 0 A TYPOLOGY OF WATER STRUCTURES 

The design of water structures is infinitely variable, but Dewar 
(1990) has identified three major categories of structure - still 
water structures, moving water structures, and fountains. Moving 
water and fountain structures have the potential to produce sound and 
two of the examples discussed in this paper: a jet and basin fountain 
and a naturalised waterfall, represent these categories. 

595 



Jet and Basin Type Fountain 
The jet and basin type of fountain consists of single or multiple 
nozzles through which water is pumped into the air and the falling 
water collected in a basin. The major sources of the sounds produced 
by the jet and basin fountain are the hissing of the geysers and the 
splashing and bubbling of the water falling into the basin. Design 
variables which affect the sound levels generated include the type of 
nozzle or jet, the water flow rate, the height of the geysers and 
their fall, the• number and positions of geysers, the type of surface 
on to which the water falls(for example rocks or still water) and the 
depth of the collecting pool. 

Naturalised Waterfall 
This structure simulates a natural waterfall, often incorporating 
features such as boulders, pools and vegetation. The sources of the 
sounds created by this type of water structure are the turbulence of 
the water falling over the boulders and splashing into a pool of 
water at the foot of the waterfall. The spray created during this 
process may also create some sound as it impacts on vegetation and 
rocks. The acoustical characteristics of waterfalls will depend on 
the height of fall, the surface of the boulders, the volume and 
velocity of flow, and the characteristics of the collection pool such 
as depth of water and presence of hard surfaces. 

In addition to water related sound, noise of the pump and motor 
system required to recycle water can contribute to water structure 
noise levels. As the pump and motor sound levels can be adequately 
quietened by separation or enclosure, these sources of sound are not 
considered further. 

3.0 EXAMPLES OF SOUND LEVELS GENERATED BY WATER STRUCTURES 

To assess the areal extent of masking of city noises by water 
structures, it is useful to know the levels of sound that can be 
expected from some existing water structure installations. Two 
examples selected from water structures installed in parks and other 
open spaces in the Central Business District of Brisbane are 
discussed below. These sound levels can of course be varied by 
altering the many design parameters, flow rate and height of fall in 
particular, but it is not the purpose of this paper to attempt to 
relate sound levels generated to these parameters. 

3 . 1 Example One 

Example One was a small jet and basin fountain set in a park adjacent 
to a busy roadway. The fountain was located close to the roadway and 
reflects the geometric design of the surrounding buildings and road 
networks. It is intended as a visual feature for people using the 
park and the adjacent footpath. Because of its location, road 
traffic noise dominates the site and reduces the park's utility as a 
pleasant and relaxing environment. 

The fountain consisted of three large geysers and four smaller 
geysers distributed over a concrete basin (approximately 18 metres by 
7 metres). The basin had a water depth of approximately 0.15 metres 
and water from the geysers fell directly on a still water surface. 
The larger jets reached heights of 2 metres with the smaller sprays 
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reaching heights of up to 1 metre. 
approximately 20 litres/second. 

The overall flow rate was 

The steady sound levels generated by the fountain were between 73 and 
79 dB(A) at the edges of the fountain depending on which point on its 
perimeter the levels were measured. Water sounds masked other city 
sounds immediately adjacent to the fountain, though because of 
proximity to the roadway, vehicle peaks could still be detected. 
Traffic noise began to mask the fountain sounds as distance from the 
fountain increased and at levels of 60 to 64 dB(A) at some 20 metres 
from the fountain, the fountain sounds were almost continually masked 
by traffic noise. 

Even though fountains of this type should be regarded as a 
distributed point acoustic source (eg. Eargle, 1990), or an areal 
acoustic source, for simplicity they can be represented as a point 
source. The simplification allows ready estimation of the pattern of 
water structure sound levels over the surrounding areas. 

Lp2 = Lp 1 - 20 log r 2/r1 
where Lp 1 = measured level at close distance to the fountain r 1 

Lp2 = estimated level at greater distance from the fountain r 2 

Field measurements confirmed that the assumption· of a point source 
was satisfactory. 

The pattern of water structure sounds for the fountain is shown in 
Figure 1. Broken lines indicate where measured levels near the 
fountain were higher than modelled levels because of the 
inappropriateness of the point source assumption close to the source. 

3.2 Example Two 

Example Two was a naturalised waterfall situated in an inner city 
park bounded by heavily trafficked streets. The park in which the 
waterfall was located has been designed as a "natural" enclave 
offering an escape from its built surroundings. The design maximises 
this effect by the use of rock walls to enclose the space near the 
waterfall. Boulders and natural vegetation created a waterfall 
approximately 6 metres high and 11 metres wide at the crest, with the 
flow falling onto boulders in a large pool. The effect is enhanced 
by the high flow rate - approximately 125 litres/sec. 

At the base of the waterfall, sound levels were a steady 79dB(A). 
Despite its location near busy roadways, the waterfall sounds masked 
all other noises in the vicinity of the water structure and for some 
distance from it. As for the fountain, this water structure may also 
be described as a point acoustic source and modelled as shown in 
Figure One. Again field measurements confirmed that the assumption 
of a point source was adequate, except close to the source where the 
point source assumption broke down. 
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Legend 
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Figure 1 - Areal extent of acoustic influence of water structures 

3.3 Example Three 

Example Three illustrates how similar modelling can be carried out if 
the water structure consists of a long line of fountains or water 
flowing down a stepped channel. 

The sound levels generated by a linear water structure could be 
modelled assuming a line source of sound. 

Lp2 = Lp 1 - 10 log r2/r1 
where Lp 1 - measured level at close distance r 1 to the source, 

Lp2 = estimated level at greater distance from the source, r 2 . 

Example Three is hypothetical, and a level of 75 dB(A) at the edge of 
the source has been assumed for illustrative purposes(Figure 1). 

Provided that some estimate of water generated sound levels close to 
the water struc"ture is available and our limited observations 
suggest that levels of 75 to 80 dB(A) at the perimeter of structure 
are typical - then the examples above give a designer simple tools by 
which the areal extent of water structure generated noise can be 
estimated. More complex structures, for example streams flowing out 
from a fountain, could be modelled by a combination of point and line 
sources. 

4. 0 OVER WHAT AREA CAN ONE EXPECT CITY NOISES TO BE MASKED BY THE 
SOUND OF WATER STRUCTURES? 

Masking is often referred to in a negative framework. However, as in 
the case of masking unwanted office noises by ventilation sounds, the 
masking of city noise by water structure sounds is a desirable 
masking effect. The extent of masking clearly depends on the city 
noise environment in which water structures are located. 
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Figure 2 shows the frequency spectra of water structures and two 
types of city noise. As the frequencies for th~ water structure and 
city noises are somewhat similar and relatively broad band, it can be 
assumed, to a first approximation, that component city noises will be 
masked by water structure sounds in the manner that discrete tones 
are masked by broad band sound (Jones and Chapman, 1984). 
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Figure 2 - Relative frequency spectra of water structure sounds and 
of city noises (arbitrary reference levels). 

The extent of masking will depend predominantly on the relative 
levels of masked and masking sounds. Water structure sounds can 
totally mask city noises where the former is some 8 to 10 dB above 
the latter (considerably less at lower frequencies). However, even 
at lesser differentials between city and water structure sound 
levels, and to an extent even where city levels are 10 dB or so above 
water structure levels, partial masking occurs. Partial masking 
reduces the loudness of the city noises without masking them 
completely (Zwicker, E. and Fastl, H., 1990). As one approaches a 
water structure there will be a continuous reduction in the loudness 
of city noise until, close to the structure, city noises will be 
dominated by water structure noise. 

For simplicity, two typical settings for water structures are 
considered in this paper. The first are squares, gardens, or malls 
locattd in positions somewhat sheltered from direct exposure to 
traffic on the street systems. In these noise environments there is 
a noticeable absence of well defined peaks. The second are areas 
near footpaths, or in parks or building plaza located adjacent to 
roadways and characterised bY. continuous traffic noise with intrusive 
peaks of individual passing vehicles. 

A small section of level recording for each of the two settings is 
shown in Figure 3, and Table 1 summarises their characteristic levels 
in the setting. 
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Figure 3 - Sound pressure levels for two types of city noise 

TABLE 1 - CHARACTERISTIC CITY NOISE LEVELS 

CHARACTERISTIC LEVELS OF THE CITY NOISES(dB(-A)) 
WHICH WOULD DESIRABLY BE MASKED BY WATER SOUNDS 

ROADSIDE SETTING MALL SETTING 

Peaks(L01 ) 80 70 
(vehicle passby) (voices,footsteps) 

Median Level(L50 ) 70 65 

Background Level (L90 ) 67 64 
(bulk traffic flow) (ventilation,people) 

From Table l, the degree of masking of city noises that can be 
achieved at different levels of water structure sound for the two 
chosen settings can be ascertained. 

Water Structure 
Sound Level(dB(A)) 

60 

65 

70 

75 

80 

Degree of Masking of City Noise 

reduce loudness of background mall 
noise but no masking of roadside noise 

reduce loudness of most mall noise: 
reduce loudness of roadside 
background, but no effects on peaks 

reduce loudness of all mall noise 
reduce loudness of background roadside 
noise and some reduction in peak 
loudness 

totally mask most mall noise 
totally mask all background roadside 
sounds and reduce loudness of peaks 

totally mask all mall noise. 
Mask most roadside noises and reduce 
loudness of vehicle peaks. 
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Applying this information to the levels shown in Figure 1 would allow 
a designer to predict the areal extent of masking of city noises by 
the water structure examples selected in this study. For example, if 
the naturalised waterfall was located in a mall, most mall noises 
would be reduced in loudness up to 25 m from the waterfall. 

6 . 0 CONCLUSION 

Common features of our central city areas are artificial water 
structures. Their visual qualities have always been important 
however their potential auditory advantages of masking other, less 
pleasant, sounds heard in the central city have often been ignored. 
Achievable levels for water structure sounds have been indicated, 
using estimates of near-source water structure sound levels, and 
simple propagation models. In this way it is possible to identify 
the degree and areal extent of masking of less desirable city noises 
for different settings in the city and designers of water structures 
can confidently incorporate acoustical characteristics amongst the 
other design requirements. In practice it would be necessary to 
measure the acoustic environment of the setting in which the water 
structure was to be located as in many cases it may not conform to 
the two characteristic settings used in this paper. 

Having recognised the potential of water structures to mask city 
noises, further work is to examine the design of the water structures 
to ascertain what features govern the sound levels produced and 
provide guidelines to designers as to how the acoustic levels can be 
modified to suit the chosen setting of the structure. 
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ABSTRACT 

Various environmental noise prediction software packages 
have been developed by individuals, organizations and 
companies in recent years. Often the prime goals of each 
have been to enable calculations of the level of 
environmental noise to be conducted more quickly and more 
accurately than previously was possible using 
conventional "long hand" methods. 

In this paper a series of case histories has been used to 
contrast a proprietary software package with a 
spreadsheet program to predict environmental noise 
levels. Various features of each of the calculation 
methods are examined. In addition to the accuracy of 
prediction, the features which are addressed include the 
extent to which the programs can be modified to suit user 
requirements, the attenuation features incorporated in 
the methods, the time required to set up, the area of the 
community that can be assessed, the nature of the output 
and user error. 
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1.0 INTRODUCTION 

Environmental noise programs which have been developed by 
individuals, organizations and companies in Australia 
have ranged from simple single source - receiver models 
to those capable of plotting noise contours for 100 or 
more individual sources over any community of interest 
under any specified meteorological conditions. 

This paper contrasts the use of two quite different 
enviror~ental noise prediction methods. Each is PC-based, 
but while one contains a suite of powerful programs which 
can present an output directly as noise contours, the 
other uses a simple spreadsheet format to calculate noise 
levels at selected receiver locations. An assessment of 
other software packages is not part of the scope of this 
paper. Instead, the focus is on various practical 
features of these two methods. Further work to more 
fully quantify the significance of some features as well 
as others not addressed in this review is ongoing. 

2.0 MODELLING TECHNIQUES 

2.1 Environmental Noise Model. The Environmental Noise 
Model {ENM) is a package of programs which can calculate 
noise levels throughout a community area due to the 
operation of up to 100 sources (Tonin, 1985). The 
programs allow the user to input sound power data, 3-D 
source co-ordinates and directivity information for 
point, line and plane sources. In general, the algorithms 
are based on the CONCAWE ( Oil Companies' International 
Study Group for Conservation of Clean Air and Water) 
model and Australian Standard AS1217 together with data 
and equations developed by various researchers (eg Parkin 
and Scholes, Piercy, and De Jong. ) The algorithms take 
account of attenuation due to distance and ground type as 
well as directivity, barrier, wind and temperature 
effects. 

A CAD program for digitizing of maps and interface with 
AutoCAD for outputting of noise contour plots are 
included in ENM. 

2.2 Spreadsheet Method. The paLticular spreadsheet 
program that is the subject of this paper was developed 
by the author and others solely for their own use. (Note: 
Its format and scope are quite comparable to those which 
have been developed by many others. As a result, the 
review of features of this program may be considered to 
be generally applicable to spreadsheet programs as a 
whole) . It uses standard acoustical theory and various 
empirical data in a proprietary spreadsheet format. Sound 
power levels and dimensions for each source are input 
together with source and receiver coordinates and 
direction cosines. Barrier attenuations are entered from 
another spreadsheet program. Currently, wind and 
temperature effects are not fully quantified. Noise 
contours can not be plotted directly. 
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3.0 CASE STUDIES 

Six case studies are used to exemplify the differences in 
various features of the two methods. Each of these case 
studies has been conducted in the past two years. 

A brief description of each case study is provided below. 

Case Study 1: The ENM model was used to predict the 
level of noise expected to be emitted from a large 
mineral processing complex into a nearby community 
occupying an area of some 200 hectares. The nearest 
residential premises were 1000 metres {approx) from the 
plant. On most occasions 18 noise sources were modelled 
at any one time. Noise contours were plotted. 

Case Study 2: Noise from earthmoving operations was 
modelled using ENM. The community immediately adjacent to 
these operations extended from 300 metres up to 2.5 
kilometres from the noise sources. Noise contours were 
plotted, but only 3 or 4 noise sources -were modelled at 
any one time. 

Case Study 3: A range of noise sources was modelled 
using ENM to determine the extent of noise emission to a 
community area located 2 kilometres (approx. ) f ram the 
centre of operations. The noise sources consisted of 
electric motors, gearboxes and diesel engines which were 
collected into groups as well as conveyors and pile 
drivers which were treated as individual sources. In 
general 3 or 4 noise sources were considered at any one 
time. 

Case Study 4: The spreadsheet program was used to 
predict the level of noise to be emitted from a small 
plant processing natural materials. The nearest residence 
was 600 metres (approx.) from the plant. A total of 13 
noise sources was modelled using this method. Two of the 
major sources were further sub-divided into 5 or 6 parts; 
each of which was treated as a separate source to assess 
the effectiveness of noise control treatment options. 

Case Study 5: The propagation of noise from automobiles 
and i terns of fixed mechanical plant was modelled for 3 
residences using the spreadsheet program. The nearest 
residence was 10 metres from the boundary of the property 
on which the noise sources were sited. A total of 28 
noise sources was modelled at any one time. 

Case Study 6: Noise emitted by earthmoving plant and 
fixed mechanical plant at six different sites was 
modelled using the spreadsheet program. In general, the 
nearest residential areas were 150-500 metres from the 
site. The noise sources were usually housed within a 
partly open building. As a result the noise was 
considered to be transmitted through the elements of the 
building facade and the open areas; each acting as an 
individual noise source. 
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4.0 COMPARISON OF METHODS 

A comparison of these two methods is provided below. This 
comparison has been made on seven bases, viz -

Flexibility 
Attenuation Features 
Set up Time 
Community Area 

Output 
User Error 
Accuracy of Prediction 

Note: It is recognised that this list is not exhaustive. 
These features have been selected to highlight some of 
the major differences between the two methods by 
reference to the case studies only. This process of 
evaluation (especially the effect of ground attenuation 
and the accuracy of prediction) will be ongoing. 

4.1 Flexibility. Both prediction methods are protected 
and allow the user to access only specific parts of the 
programs. The general purpose of the protection is to 
prevent tampering with the calculation algorithms as well 
as to "steer" the user to the data input sections. 'l'he 
protection on the spreadsheet program, however, can be 
disabled quite easily. With the protection inoperative 
the user is free to make modifications to the program as 
he/she sees fit. (The introduction of user-specific 
elements into the program architecture, however, can 
produce errors in the output data. See 4. 5 below. ) The 
spreadsheet method is considerably more flexible than the 
proprietary suite of programs as a result. 

In addition the spreadsheet program is set up in modules; 
each of which can be added and subtracted easily from 
basic program without loss of function. The modules al 
calculation of various procedures including sound power 
levels from sound pressure level data, transmission of 
sound into and out of buildings/enclosures and sound 
levels from individual sources within large spaces. The 
number of sources and receiver locations can be expanded 
to suit the user's requirements: the limit being the 
amount of memory available in the machine being used. 
Some of these calculation procedures are available on the 
ENM model. In the spreadsheet program each of these 
procedures can be modified by the user to suit his 
particular needs and circumstances. 

This flexibility is particularly useful when optimisation 
of noise control treatments is being undertaken. In Case 
Studies 4 and 6, various options for building facade 
constructions and sizes and locations of openings in the 
buildings were assessed iteratively. The sound 
transmission loss (STL) data for these assessments were 
obtained from many sources and by calculation. Where this 
optimisation has been required in Case Studies 1-3, the 
calculations generally have been performed external to 
the ENM model. 
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4. 2 Attenuation Features. Currently the spreadsheet 
program can calculate the attenuation· provided by only 
simple barriers. The ENM suite of programs can calculate 
the attenuation which results from "hilly" topography. 
This can not be done by the spreadsheet program. 

Attenuation by atmospheric absorption and source 
directi vi ties are each treated in a similar manner by 
each model. Wind and temperature effects and ground 
effects are currently addressed by the spreadsheet 
program in only relatively simplistic terms. These 
matters, however, are dealt with in far greater depth by 
ENM. 

The combined effect of these matters is considered to be 
a significant limitation of the current spreadsheet 
program. Because the attenuation due to wind effects and 
ground effects tends to increase with distance, however, 
a limit must be placed on the distance of propagation for 
which the model may be used and/or the model may need to 
be validated for each site. 

For example, ground attenuation effects for each of Case 
Studies 4 and 5 were ascertained from actual measured 
noise levels on the sites being studied. The propagation 
of noise levels from the noise sources has been conducted 
only over distances and type of terrain for which the 
model has been considered to be validated. 

4.3 Set Up Time. In general the greater complexity of 
ENM requires a longer set up time than that necessary for 
the spreadsheet program. In addition, first time users 
may need to spend a significant amount of time learning 
to drive the ENM suite of programs. The spreadsheet 
program, in its protected format, may be used with 
success almost immediately so long as the limitations of 
the program are understood. 

The spreadsheet model used for Case Study 5 was set up in 
a matter of minutes once the source sound power levels 
were developed and the coordinate system established. The 
spreadsheet model for Case Study 6 was applied 
successfully by three different users during various 
stages of the work that was conducted. 

4.4 Community Area. ENM can accept numbers as large as 
32000 (i.e. 215 ) only. The dimensional constraints of ENM 
are set accordingly. Most usually, however, the 
constraints on area or distance would be placed by the 
user who would define the area and/or the maximum 
distance on the basis of the total sound power of the 
source/s, the relative proximity of the community areas 
under assessment and the effort required to construct the 
model. (ie. In general the amount of topographical data 
that is required to be entered increases with the square 
of the distance from the noise source/s.) 
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In Case Study 1 the residential community was located 
totally within a band lying 1-5 kiLometres from the 
centre of the complex. In Case Study 2 the residential 
community extended for tens of kilometres in most 
directions from the centre of the noise-producing 
operations. As a result, preliminary calculations were 
conducted to set the radial distance for the practical 
limit of the area of impact. This distance was 2.5 
kilometres. 

By contrast, in Case Studies 4-6, the community points of 
interest that were assessed using the spreadsheet program 
were located in relatively close proximity to the 
source/s (eg. 10-600 metres away). Until further work is 
conducted on the spreadsheet program to incorporate 
ground effects and a more sophisticated carrier 
calculation procedure, it is likely that the limit on the 
distance over which environmental noise propagation can 
be conducted will be in the order of 500 metres. 

4.5 Output. The ENM program can present environmental 
noise levels in terms of single point . calculations and 
noise contours. Furthermore, the single point c~iculation 
output includes overall noise levels as well as spectra. 
The spreadsheet program is currently limited to providing 
an output in terms of single point values only, but these 
are automatically presented as overall noise levels as 
well as spectra. The flexibility of the spreadsheet 
package, however, allows the user to add background noise 
levels and/or noise produced by other pre-existing noise 
sources to the calculated environmental noise levels. 

The user of the spreadsheet .Program can also conduct 
calculations to determine the expected magnitude of any 
penalty/s that may need to be added to the predicted 
noise level to account for annoying characteristics of 
the noise from the source/s under consideration ( eg. 
penalties for tonality and impulsiveness as described by 
AS 1055 - 1989). This facility is particularly useful 
when the setting of these penalties is by means of 
comparison of the output spectrum against the already 
existing background noise level. 

At present this facility is not available in ENM. In fact 
ENM predicts only component noise lP,vels, ie. those which 
result fro~ the source/sunder consideration only. There 
is no facility to add the contribution from background 
noise or other pre-existing noise sources so that noise 
contours would reflect the noise levels which would be 
expected to be measured. Nor does ENM allow the emitted 
noise level to be compared against the background noise 
level to determine the magnitude of any penalties which 
may apply. As a result the ENM output may include noise 
contours which are lower than the already existing 
background noise level and these contours may still 
require manual adjustment to account for annoying 
characteristics of the emitted noise if the application 
of penalties for such characteristics is presc1ibed. 
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For example, it was necessary to make adjustments to the 
output noise contours that were plotted by ENM in Case 
Studies 1 and 2 to account for the prescribed penalties 
for tonality of the emitted noise levels. In addition, 
-for these case studies the background noise levels varied 
from one locality to another. Extensive manual adjustment 
of the plotted contours was undertaken using AutoCAD so 
that the final noise contours included the contribution 
from the existing background noise levels. 

4. 6 User Error. As discussed above (refer 4. 1 ) , the 
flexibility inherent in the spreadsheet program may also 
give rise to user-induced errors. These errors may result 
easily if calculation algorithms are tampered with or 
calculation boundary limits are exceeded or ignored. Any 
users need to be aware of the potential for generation of 
errors and to incorporate their own means of validating 
any modifications to the program architecture which are 
introduced to tailor the spreadsheet program to their 
particular needs at the time. In any event, the user 
would be advised to always view the output from any 
program with a degree of scepticism ~ntil he/she is 
con'jjnced that the results broadly agree with those that 
could be determined from other means ( eg from basic 
acoustic theory or even intuitive expectations). 

4.7 Accuracy of Prediction. A detailed determination of 
the accuracy of the ENM model was conducted in Case Study 
1. A comparison of noise levels predicted by the 
spreadsheet program and the actual noise levels was 
conducted in Case Study 4. 

In Case Study 1 a total of 287 noise level measurements 
was made at 95 measurement locations throughout the 
community. Atmospheric conditions (wind speed, wind 
direction, temperature and relative humidity) and 
identifiable noise sources were also logged. The measured 
noise levels were filtered to establish a set of data 
which contained noise measurements for which the major 
contributor was the smelter only. Care was taken to 
ensure that the locations of the measurements were 
distributed well throughout the community. The ENM model 
was used to predict the noise levels that would be 
expected at the same community locations and under the 
same atmospheric conditions as those at the time of 
measurement of the actual noise levels. The results were 
used to establish an accuracy of prediction of noise 
levels for this site using the ENM model. 

The accuracy of prediction was determined to be such that 
74% of all predicted values fell within± 3 dBA of the 
measured value and 90% of all predicted values fell 
within± 4.9 dBA of the measured value (Moller and Brown, 
1991). 

The opportunity to conduct a similarly extensive 
examination of the accuracy of prediction of the 
spreadsheet program has not yet arisen. 
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In Case Study 4, however, it was determined that the 
spreadsheet was able to predict noise levels to within 1 
dBA of the measured value under calm conditions over a 
distance of 600 metres. The closeness of the predicted 

· and measured values was considered to be primarily the 
result of the validation work carried out at distances of 
100-200 metres from the noise sources which allowed the 
site-specific ground effects to be established. More work 
needs to be done to determine the accuracy of prediction 
of this model under a wide range of site conditions. 

5.0 CONCLUSIONS 

Although the process of evaluation of these two methods 
is ongoing, it may be concluded that each has its 
advantages. The ENM method is most useful when assessing 
the impact of noise emission from a large number of 
sources to a large community area. The spreadsheet method 
will be of interest to users who require to calculate 
environmental noise levels at only a small number of 
community points in close proximity to the noise sources. 
The usefulness of the spreadsheet method will be enhanced 
if the terrain is relatively flat, the user wishes to add 
additional calculation procedures or the contribution of 
the background noise level and/or any prescribed 
penalties must be taken into account. 

At one site an extensive assessment of the accuracy of 
prediction of the ENM method has been made. It was 
determined that at this site 74% of all predicted values 
fell within± 3 dBA of the measured value and 90% of all 
~redicted values fell within ± 4. 9 dBA of the measured 
value. 
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NOISE CONTROL DISTRICTS TO DEAL WITH URBAN POLLU:rlON 

Hu Hui 
Environmental Protection Bureau of Loudi 
Prefecture 
Hunan, P.R. China 

ABSTRACT 

It is planned that in urban areas control districts must be set up to deal with the 
problem of noise pollution in order to meet the environmental noise standards. It is one 
of the measures some cities and provinces in China have adopted and put into practice 
to deal with noise pollution comprehensively. Concrete methods to set up noise control 
districts were worked out in Hunan Province in 1988 and specific standards for urban 
noise control districts were set. They are being adopted all over the province in order 
to meet the standards. The control of noise pollution will be taken into account in the 
evaluation of the comprehensive protection of the urban environment. After the 
functional division of noise control districts in cities and county seats according to 
"CB3096-82 Standard of Environmental Noise of Urban Area" suitable for China, the 
comprehensive control over the noise resulting from industry, traffic, the construction 
of buildings and people's social activities must be exercised and the noise control 
districts must be managed one by one 1n turn so that the noise from the boundaries of 
enterprises and institutions may meet the standards and requirements set in the noise 
control districts. The beginning noise control area must cover at least one square 
kilometre and then expand according to the standards and requirements. Now the 
noise control districts in the cities of Hunan have covered ¼ of all the urban areas. It 
has been proven that it plays so important a role to set up noise control districts that 
the environment of the 100,000,000 Chinese people, who live in the urban 
environment beyond the limit of the noise pollution can be improved. 
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1.0 Noise pollution is a serious problem of urban environment. Pollution in big and 
medium-sized cities in China has remained in a high grade since a long time ago. 
Traffic noise has affected small towns as well as big and medium-sized cities. Noise 
pollution resulting from industry, construction and daily life are very serious. The urban 
inhabitants complain more and more about the pollution which does great harm to their 
life. 

The lawsuits concerning noise pollution account for more than 30% of all the lawsuits 
concerning environmental problems. Some provinces have begun to lay down plans to 
deal with noise pollution in urban areas comprehensively and set up noise control 
districts. It demands that cities and towns should be divided into some suitable areas 
according to GB3096-82 "Standard of Environmental Noise of Urban Areas". Hunan 
Province has worked out concrete plans to strengthen the management of noise control 
districts. The plan is included in the evaluation category of comprehensive 
improvement of the urban environment all over the province and has become a more 
important part in the construction of cities. People attach great importance to it. 

2.0 THE BASIC STANDARD OF NOISE CONTROL DISTRICTS. 

2.1 The basic standard of noise control districts which Hunan Province sets is, first of 
all, the requirements of the practising plan, the maps of the geographic position, the 
arrangement map of monitoring and measuring stations and the data obtained through 
measuring and monitoring. The place at the very beginning should be more than one 
square kilometre in area and above all the residential area should cover more space than 
the industrial area. It also demands complete, reliable data and complete and detailed 
information. 

2.2 If there exists noise resulting from air motive power, the release of exhaust, 
vibration etc in enterprises and institutions, the effective measures to control noise and 
decrease vibration should be put into practice to ensure that 90% of the noise pollution 
sources reaches the environmental noise standard and that othe;· noise pollution 
sources don't reach more than five decibels. 

2.3 The traffic noise should be controlled. It's planned that more than 70% areas of 
the main roads should reach the environmental noise standard. 

2.4 The noise resulting from construction sites should reach the noise standard for the 
areas around the construction sites. If it can not reach the standard because of 
objective reasons, contemporary measures should be taken to protect noise from 
disturbing people by local environmental protection departments. 

2.5 The residential areas' noise can be measured by the noise measurement stations 
dotting regularly in the areas. 

The total number of the stations should be more than one hundred. The distance 
among the stations must cover 150012

• It's necessary to monitor round the clock. 
More than 80% measurement stations in day time and 85% stations at night should 
reach the environmental nois-a standard laid down for the districts. The noise pollution 
in residential areas should not reach more than 5 dbs except industrial areas. 
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3.0 THE PLAN OF ESTABLISHING NOISE CONTROL DISTRICTS. 

3.1 Hunan Province has established noise control districts and laid down the standard 
of noise monitoring instruments, measurement conditions, measurement methods and 
data handling. The noise measurement instruments are mainly sound-grading meters or 
noise monitoring devices. The noise measurement instruments must be recommended 
by the Chinese environmental protection departments concerned. Their acoustic and 
electrical properties should meet the requirements of Type 1 or Type 2 set in "The 
Properties of Sound-grading Meters and Their Testing Methods" GB3785-83. Acoustic 
and condenser transmitters must be attached to it. The instruments and devices must 
be checked carefully according to the standards set by the state. And the results of 
the checks must be reported to the provincial environmental protection administration 
department. The voltage of the battery must be stable while measuring. The 
sensitivity of the whole instrument must be good and its fluctuation must be less than 
0. 5 db(A) and the interference of the sound area must be reduced. The sensors must 
be placed 1.2m above the ground and point to the main source of the noise. Th~ 
meteorology requires no rain or snow while measuring. The speed of the wind should 
be less than 5 m/s. The temperature in the surrounding area should be above 0°c. The 
humidity should not be more than 90%. 

200 data are to be obtained by using the sound-grading . meters and the noise 
monitoring and measuring devices should be used for 20 minutes continuously. The 
way to deal with the data is to put the 200 data in good order from the small ones to 
big ones. The 20th datum is LIO. The 100th is L50, the 180th is L90. Equivalent 
sound grade can be calculated according to the following formula. "Li" stands for 
Sound Grade A when you read for the. "i" time. "N" stands for the total amount of the 
sampling. 

Leq 10 Lg ( 1 
N 

N 
'f 

i=l 

lO 0.1 Li) 

3.2 The evaluation of the noise pollution in cities and towns is an important step to 
establish noise control districts. The area includes all the established districts in the 
urban area. First it's necessary to divide the city into square meshes. The size of_ each 
square mesh is 500m X 500m or 250m X 250m. All square meshes are equal in area. 
The measuring stations are to be set up in the centre of the meshes. If the centre of 
the mesh is not suitable for the station, the station can be moved to a place where it's 
convenient to measure but the spot for the station must be closest to the centre and 
must be noted in the record of the measurement. If the area of the enterprise in the 
mesh covers more than half of the area of the mesh, no station there. Some open 
areas such as farming fieids, patches of vegetable plots, rivers, lakes, and deserted 
building ground may not be monitored or the result of monitoring is kept only as 
reference materials. The results of monitoring can be shown in the following form. 
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Station No Station Statistical Sound Grade Standard Lmin ~ remarks 
Location Deviation Lmax 

L10 L50 L90 

I 

N 

The arithmetic mean of equivalent sound grade in some specific areas can be calculated 
as required in the following formula. The plan to establish noise control districts can be 
based on the result. "i" stands for the number of a specific station. "N" stands for the 
total number of the stations. 

Leq 1 

N 

N 

1: 

i=l 

Leq i . 

3.3 The general survey of fixed noise sources and traffic noise in urban areas. 

It is required to know clearly the situation of enterprises' fixed noise source in setting 
up noise control districts, esp, the name of the source of the noise and the unit it 
belongs to, the type, the size, the number, the intensity of the noise and environmental 
noise. in order to survey the traffic noise, the transportation road must be divided into 
some sections. The measuring station can be set up on the pavement along every 
section. The noise may be measured from 8:00 to 12:00 a.m. and from 14:00 to 
18:00 p.m. The average value can be regarded as the result. In the meantime the 
number of vehicles must be recorded while measuring. The length of the section and 
the average value make the average value of the traffic noise. It may be calculated in 
the following formula. "Li" stands for the length of the section, "n" stands for the total 
number of sections. 

Leq 
n 
1: 

i=l 
Leqili / 

n 
li ) 

i=l 
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3.4 Make plans to establish noise control districts. After investigating the situation of 
the urban environmental noise and the situation of noise source according to concrete 
rules which Hunan province makes in establishing noise control districts, cities and 
towns are to be divided into residential, cultural, educational, industrial and commercial 
districts. Then, according to the general plan and to the economic and technological 
conditions in the province, we must gradually expand the noise control districts. When 
the districts reach the standards and meet the requirements, the environmental 
protection department concerned will check and issue qualification certificates. 

4.0 THE MANAGEMENT OF NOISE CONTROL DISTRICTS BEFORE AND AFTER THEY 
ARE SET UP. 

4.1 It's an important task to deal with urban noise pollution comprehensively to 
exercise noise control effectively. Hunan province made plans with rewards and 
punishments to strengthen the management. It is required that the cities' noise sources 
should take measures to decrease the noise and reduce vibration and exercise noise 
control according to the principle that whoever releases noise must control it. In the 
designated period of time, they must reach "the standard of urban environmental noise" 
and meet the requirements of the noise control districts. 

4.2 Industrial noise control 

It is required that industrial producers choose low noise equipment and set up noise 
control districts. The newly set-up enterprises must choose the place very carefully 
and use the terrain to avoid or decrease noise pollution. The noise prevention 
equipment will be designed, made and used together with other facilities for production. 
The noise pollution which is beyond the standard and disturbs people's life and work 
so much that it makes the plant unable to reach the standard should be managed by 
the environmental department regularly. If it does not reach the standard in a certain 
period of time, its time for operation must be limited and approved by the government 
or it can be ordered to stop production or move away. 

4.3 Traffic noise control 

In order to control the noise which is caused by all kinds of vehicles, firstly, the motor 
vehicles should be in good conditions. The silencer should be fixed in the motor 
vehicles to make it meet the noise standard which motor vehicles should reach. 
Secondly, motor vehicles must use low-sound trumpets. The sections or districts must 
be designated to forbid trumpet to release noise according to the requirements of the 
noise control district. Thirdly, if air planes and motor ships want to go to urban areas, 
they have to accord with corresponding noise standards. The planes are forbidden to 
fly low-altitude in urban areas. Lc~d noise motor vehicles are forbidden to go into noise 
control districts and trains into the urban areas are forbidden to use steam whistles. 

4.4 Social life and construction noise control 

The machines which produce noise through vibration in noise control districts must take 
effective measures to decrease the noise and vibration. Pile drivers, ramming 
machines, mixers, bulldozers, ditchers, oscillators, electric saws and other machines 
which produce noise pollution are forbidden to use in residential areas at night. 
Meanwhile, stipulations are laid down concerning the social life's noise. Broadcasting 
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trumpets and other sound equipment must accord with the country's noise control 
standard. If not permitted, loud-sound trumpets are forbidden to use. Firecrackers are 
forbidden to set off in theatres, gardens, ports and other institutions. Some loud sound 
tools, such as electric drills, saws and diggers and forbidden •to use at night in order to 
meet the requirements of the noise control districts. 

5.0 The quantity evaluation of comprehensive management of urban environment in 
Hunan reflects the achievements of municipality authorities and administrators. The 
establishment of noise control districts accounts for 10% marks in the 100% quantity 
evaluation system. The final marks depend on the percentage of the noise control 
districts in the whole area and on the coverage of the population in the noise control 
districts. Thanks to the leaders' responsibility system and clear objectives of their 
practical plans, the noise control project has aroused the whole society's interest. 
Some departments concerned, such as environmental departments, public security 
departments and urban management departments have had a good cooperation in the 
project. The project in Hunan has achieved rapid, visible and very satisfactory results 
despite little investment. Apart from this, now the established control districts cover 
one-fourth of the total provincial urban areas. It is proved that the plan is a complete, 
scientific one which deserves extensive expansion in the international community. 
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BUFFER ZONES - ENVIRONMENTAL PLANNING FOR INDUSTRIAL NOISE 
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ABSTRACT 

The need for, and increasing difficulty in implementing, 
practical control over offensive noise emissions from 
extractive industries has been clearly demonstrated in all 
areas where urban expansion is creeping closer to 
established quarries and land identified for future 
extractive activity. 

Changes to environmental legislation controlling noise, and 
the ever increasing expectations of the public that 
intrusive noises should not enter their houses, hospitals 
schools and other sensitive locations, has placed a 
significant demand on regulatory authorities to exercise 
control, and on local government to provide an adequate 
buffer zone around such developments. 

These buffer zones have been shown to be effective in 
providing distance attenuation to supplement on-site noise 
reduction works. However, the vexed question of who should 
own the buffer zones has raised concerns at the cost 
effectiveness of "sterilising land", particularly in hard 
economic times, and when the industry was there first. 
Identification of compatible land uses is therefore an 
essential part of the successful application of buffer 
zones. 
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1.0 INTRODUCTION 

In New South Wales it is the responsibility of the State 
Pollution Control Commission, and local councils, to 
implement the environmental protection legislation. This 
task can often be made extraordinarily difficult by well 
meant, but nonetheless ill-advised planning decisions which 
group essentially incompatible land uses together in the 
same locality. Regulatory authorities can achieve some 
measure of control through statutory instruments served 
under the appropriate legislation, and this is generally 
the only available option in existing situations. Where 
new areas are to be developed however, potential exists for 
innovative and thoughtful co-operation between the 
Regulatory Authority and the Planning Authority, to 
overcome the identified problems and find the workable 
compromise that will essentially satisfy all interested 
parties. 

The mechanism for achieving this end needs to be 
established by the Planning Authority, whose leg is la ti ve 
power provides a legal framework in which planning 
restrictions can be placed, in order to achieve a desired 
level of environmental control. However, the Regulatory 
Authority, whose legislation provides the means by which 
technical and physical controls can be put in place, can 
provide the practical justification for the Planning 
Authority establishing the desired planning controls. once 
determined, these controls can be included in local and 
regional environmental plans, and development consent 
conditions. The present system does not allow either 
Authority to adequately achieve the whole aim of having 
appropriate, justified controls in place without the 
support of the other. 

There is a practical limit to the engineering based 
pollution controls which can be applied to any industry 
without its viability being jeopardised. This is a 
particularly pertinent consideration where quarrying or 
other extractive industries seek to operate, and this paper 
will concentrate on that industry group. For example, 
where residential development is permitted to encroach 
close to an industry that uses explosive blasting as an 
integral part of its operations, the extreme control 
measures, or curtailment of operations, that would need to 
be required by a regulatory authority in order to achieve a 
normal definition of a reasonable residential environment, 
could well force a shut-down of that industry in that area. 
The particular company may have made the substantial 
investment needed to set up its operations, at a time when 
adjoining land zoning was entirely compatible and 
residential development was not being considered. 

Land~use conflicts commonly arise when planning authorities 
alter zoning to allow residential development on formerly 
rural-zoned land. This is a common process, especially in 

617 



areas of the state where pressures to open more and more 
areas of land to residential development are mounting. 
However, in circumstances where the land proposed to be 
rezoned adjoins an operating quarry, the rezoning needs to 
be managed so that land-uses which are not especially 
sensitive to noise and dust impacts, are interposed between 
the quarry and sensitive potential land-uses. Subdivision 
of rural land for residential purposes close to quarries 
may appear to be an attractive proposition to developers, 
but, any advantages to the developer should be weighed 
against the long term employment and economic benefits 
offered by any industry whose viability would be threatened 
thereby. 

A somewhat similar situation exists where long standing 
rural zoned land, with existing residences and the 
authority to build more on the basis of the property's 
existing use rights under the planning legislation, is 
identified as containing an extractable hard rock resource 
of Regional, or even State significance. These are classic 
situations where the planning/ operational buffer concept 
must be built into the development process of the quarry on 
the one hand, and the redevelopment of the rezoned land for 
residential purposes on the other. 

2.0 BUFFER ZONES 

A buffer zone is an area of land around a quarry, in which 
particular planning controls have been implemented to 
restrict or control development. This would only allow 
land uses which are compatible with the quarrying to be 
approved and developed in the core area, thereby minimising 
potential conflict with the surrounding community, and 
ensure the community benefits from the development of the 
resource. 

The purpose of the buffer zone is to provide space in which 
the environmental impacts of an approved quarrying 
operation on the surrounding community, can be minimised or 
even removed. It also provides the means whereby the 
visual amenity of the area can be retained and enhanced, 
and helps to protect a valuable extractive resource from 
sterilisation as a consequence of ad hoc planning 
decisions. 

The overall interests of the community are best served by 
the implementation of a dual planning control approach. 
This is achieved by splitting the buffer zone into two 
components and establishing an operational buffer zone, 
which should be under the direct control of the company 
having approval to operate the quarry, and a planning 
buffer zone, over which the local council will need to 
exercise some control, to protect future and as yet 
unapproved development of an identified and valuable 
mineral reserve. 

618 



2.1 Operational Buffer Zones The operational buffer zone 
in this situation is defined as the area around a proposed 
development (which is the subject of a specific development 
application) where environmental amenity is likely to be 
significantly affected by the industry operations, in spite 
of the pollution control measures adopted being the best 
available. 

The operational buffer zone should be in the order of 1000 
metres radius from the boundary of the identified and 
approved extractable resource. Al though at first glance 
this approach may appear to sterilise tracts of land, it 
allows the company and the community to adequately plan for 
the future development of the region, without conflicting 
with the development of the resource. Designating the land 
as an operational buffer zone does not however, prevent it 
being used for a range of uses which are compatible with 
the quarrying. Such use however would need to be under the 
control, or with the approval of the quarry owner who, as 
stated above, would be expected to own that land. 

The zone will be delineated by a contour line around the 
operation at a nominal 1000 metres or, if it has been 
established by measurement of existing similar operations, 
and modified by computer modelling using real parameters of 
specific site meteorological conditions, at the calculated 
limit of unacceptable impact for the most critical 
pollution parameter. This is usually blasting air 
overpressure, or possibly ground vibrations, in the case of 
quarrying, however dust pollution may also need to be 
considered. 

This concept was incorporated by the Mt Misery / Hurdle 
Ridge Working Party when it met at Moss Vale, New South 
Wales, and reported that an operating buffer zone was 
appropriate to be under the control of the quarry operator, 
to ensure a reasonable level of security for the quarry 
company, which would invest large capital sums in order to 
prove a recoverable resource and establish itself to 
operate with all the appropriate approvals. 

2. 2 Planning Buffer Zones The planning buffer zone is 
defined as the principal area of concern surrounding and 
enclosing the defined extractable resource. It can be used 
to protect the recoverable sections of a known valuable 
mineral deposit for which development applications can be 
expected to be lodged in years to come. It will secure the 
future operational buffer zones and would be derived where 
possible, by actual measurement and assessment of a 
particular site. 
In the absence of measurements, a nominal distance of 1000 
metres around an extractable deposit, modified by allotment 
boundaries, should be reserved as the initial planning 
buffer. This area may subsequently be varied as more 
definitive information becomes available. When the site is 
being considered for approval to extract, the Operational 
Buffer Zone would need to be identified and established for 
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each phase of the extraction. 

The planning authority, in consultation with industry, 
Department of Mineral Resources, Department of Planning and 
the State Pollution Control Commission, should then apply 
planning controls that will exclude any incompatible land 
~sage, for the time periods when they would adversely 
effect the viability of the quarry. 

The planning buffer zone will also provide a safety cushion 
for the operation against potential demands by the 
community, for environmental goals beyond those achievable 
by point source control, even with using the best available 
technology. It will also help to restrict the level of 
environmental expenditure required of the developer or 
operating company, to that required to maintain the 
generally acceptable community standards reflected through 
the current environmental protection legislation. 

The distance of 1000 metres for the combined buffer zone 
was determined initially, from the practical experience of 
both the Commission and the NSW Quarrymasters Association, 
as being the minimum distance required to allow blasting 
activities to be carried out in a quarry, ·without exceeding 
the Commission's environmental criteria for noise at the 
boundary. More recent work done on the Railway 
Commissioner's quarry at Bombo New South Wales, has shown 
that with air overblast, 900 metres has been found to be 
the practical minimum distance at which the Commision' s 
limit of 115dB(Lin) criterion can be met. 1000 metres is 
being found to be the distance at which the Commission's 
day time noise limit of 45 dB(A) is most likely to be met, 
subject to site specific considerations. 

The Planning Buffer Zone does not need to be in the 
ownership of the quarry operator and can be used for the 
conduct of any one of a range of industries or activities 
that are compatible with the central activity. This could 
mean ownership by individuals, companies or even the local 
council, if that were seen to be appropriate. The key 
aspect is that irrespective of the ownership, the land in 
question would be under the control of planning deci~ions 
put in place by the local council, and where possible the 
Department of Planning, which excluded any activity in the 
area likely to threaten the ongoing viability of the 
quarry. 

3.0 GREEN-FIELD SITUATION (NO EXISTING QUARRY) 

Normally it will be the responsibility of a quarry operator 
to obtain ownership or control of land within th,e defined 
operational buffer zone of a proposed new quarry. There is 
ample precedent for this concept in decisions of the New 
South Wales Department of Planning where, in granting 
Development Consent to hard rock quarries, it has 
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reinforced the wishes of the community and the 
recommendations of the Commissions of Inquiry which, after 
hearing submissions from all interested parties, 
recommended that the proponent should hold proprietorship 
over the land within the operational buffer zone. The 
identification of this land is recommended to be on the 
hasis of a common sense appraisal of the existing allotment 
boundaries. It is not intended that a pedantic adherence 
to a drafted contour line be the criterion for identifying 
the. land over which the proponent would be required to gain 
control. Moreover, it needs to be understood that gaining 
such control may not always be economically achievable, or 
even possible, if land owners did not wish to sell. 

In such cases, where the planning authority, properly 
~dvised, considers that controlled exploitation of a 
defined recoverable resource is overall, in the community 
interest, it may implement planning controls over land 
within the operational buffer for which the proponent i's 
unable to secure tenure. This could well restrict the 
ability of a landowner to fully exploit their ability to 
erect new dwellings, or pursue other developments that were 
seen as entitlements on the land, under planning approvals 
in existence before the identification of·the resource. 

Such new structures or development would now need to be 
restricted to something compatible with the new quarry 
development. The entitlements could well return as the 
resource was quarried and the operational buffer zone moved 
in sympathy with the extraction, beyond the limit of effect 
for a given parcel of land. Compensation in terms of 
double glazing of windows and / or acoustic treatment of 
some walls or rooms of impacted dwellings has been mooted. 
Each site would need specific consideration however, as a 
common guideline for such cases could be extremely 
difficult to produce. 

The criteria for noise acceptability are the Commission's 
guidelines which apply to sensitive incompatible land 
usages such as residences, schools, offices, hospitals and 
nursing homes. Land uses which may be compatible within an 
operational buffer zone, subject to assessment for 
individual situations include: advertising structures, 
forestry, agriculture, plant nurseries, recreational and 
sporting facilities, some classes of industry and 
communication facilities. 

4.0 EXISTING QUARRY SITUATION 

4.1 No Current Land Use Conflict Where there is no 
existing incompatible land use (eg houses) inside the 
defined operational buffer zone, the greenfield situation 
applies, ie, the quarry company should obtain control of 
the land if possible, and the planning authority devises 
the planning buffer zone required around the entire 
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extractable resource in consultation with all relevant 
parties. Once again the planning authority may assist 
orderly and cost-effective development by also implementing 
planning controls within the operational buffer if quarry 
ownership was not possible, and the social worth of the 
resource warrants such protection. 

4.2 Current Land Use Conflict There are often acute 
conflicts where, as a result of unfortunate planning 
decisions, incompatible land uses are already established 
within an existing quarry's buffer zone. In practice, a 
practical compromise is often reached whereby residents 
accept a degree of lost environmental amenity and the 
quarry operator accepts ongoing cost penalties arising from 
specidl noise restrictions. 

Experience has shown mutually painful but viable co­
existence is usually possible more than 500 metres from a 
quarry boundary. The planning authority should assist in 
redressing the situation by refusing further incompatible 
development and preventing continuation of existing 
situations beyond the tenure of the existing owner, within 
500 metres of the boundary of the approved, recoverable 
resource. The quarry meanwhile, should attempt to 
progressively gain control of the operational buffer zone 
if mid to long term operation is planned. The question of 
compensation for significantly effected residents has also 
been mooted, but would need to be a site specific 
consideration. 

5.0 CONCLUSION 

The concept of setting and protecting defined buffer zones 
is at this stage foreign to the basic concepts of a number 
of people and organisations, especially those interested in 
making profit from land development or resource 
exploitation. For too many years the processes of 
planning, development and environmental protection have 
been allowed to proceed without proper direction or 
guidance, and without the realisation that they are 
inextricably entwined. The time is now right for this 
imbalance to be corrected and for joint consultation 
between Planning and Environmental Regulating Authorities 
to develop and implement, the simple and effective controls 
of well defined operational and planning buffer zones. 
Additionally, firm guidelines which detail the 
responsibility for ownership or control of the defined 
areas, and the methodology recommended to be followed to 
determine their practical boundaries respectively, need to 
be established. 

The precedents set by the decisions and recommendations of 
recent Commissions of Inquiry and Government/Industry 
Working Parties in New South Wales, has clearly established 
the expectation that the proponent company's ownership, or 
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at least proprietorship, over the affected lands forming 
the operational buffer of any quarry, will generally be 
seen as mandatory. There is also a strong public perception 
that this type of control is required and welcomed. It 
should therefore be understood, that any additional cost 
penal ties incurred by the quarrying industry in dealing 
with environmental control, or with the creation or 
maintenance of an operational buffer zone, inevitably will 
flow through the building and road construction industries 
to the general community, directly as increased housing 
costs and indirectly through increased rates and taxes. 

With the local councils taking the initiative, in setting 
the necessary planning controls in place to identify and 
secure the planning buffer zones, compatible industries or 
recreational pursuits can be located in the planning buffer 
zone. This will overcome community problems in providing 
space for activities which have traditionally been 
difficult to locate without resistance from adjacent 
landowners. '!'his will secure the future exploitation of 
the identified recoverable quarry resource, without 
development pressures or conflicts which could be likely to 
unnecessarily raise the operating costs of the quarry. A 
cost-benefit analysis of competing land-use options should 
be carried out where such CODflicts of interest are likely 
to arise, or have been identified. The question of 
resource and infrastructure development for raw materials 
of Regional and State significance may need to be dealt 
with at State Government level. 

It remains now only to provide a sensible documented 
approach to its implementation, through all stages of the 
planning and approvals processes, whenever a quarry is 
proposed. In this way, there should be no reason why any 
development, having passed through the prescribed planning 
process and been found to be of benefit and social worth to 
the community, should have its viability threatened inside 
its approved life span. 
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THE PRESCRIPTION OF ACCEPTABLE NOISE LEVELS 

Warren D Renew 
Division of Environment, Brisbane 

David C Spooner 
Division of Environment, Brisbane 

ABSTRACT 

Community noise is one of the major environmental problems faced by people in 
industrialised and developing societies. In order to control community noise levels 
a regulatory authority needs an effective procedure for setting acceptable noise 
levels. However, there is little consensus in Australia and abroad on the most 
appropriate way to prescribe these levels. In this paper the authors briefly review 
efforts to introduce noise rating procedures for controlling noise from commercial 
and industrial premises. A summary is made of criteria proposed to limit the level 
of noise annoyance. Relevant Australian noise control legislation is examined and 
the lack of uniformity in noise control policies is discussed. 
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1 .0 INTRODUCTION 

BS 4142 (British Standards Institution) and later ISO R 1996 (International 
Standards Organisation) were introduced to guide control authorities in assessing 
noise affecting residential premises. Both of these standards specified methods in 
which a rating noise level was compared with a noise criterion to decide on the 
acceptability of a particular noise. The rating noise level was obtained from the 
measured noise level by making corrections for tonality, impulsivity and duration. 
The noise criterion was determined from the measured background noise level, or 
a prescribed basic criterion to which corrections were applied for time of day and 
type of neighbourhood. 

The likely response of the community to the noise depended upon the amount by 
which the rating level exceeded the noise criterion. Exceedences of up to 5 dB(A) 
were considered to be of marginal significance so that there was not likely to be 
any community reaction. Exceedences above 5 dB(A) were expected to provoke 
complaints. This convenient test led to the "background + 5 dB(A)" criterion for 
determining an acceptable noise level. 

The most widely used indicator of community response to noise is annoyance, and 
several annoyance scales have been devised. As a result of a synthesis of survey 
results (Schultz), the percentage of people "highly annoyed" has become the most 
widely used measure of a community's response to noise. Graphs of percentage 
highly annoyed versus a noise metric such as Ldn are available for noise sources 
such as road traffic and aircraft. 

2.0 ACCEPTABLE NOISE LEVELS 

By "acceptable noise levels" the authors mean noise levels which they regard as 
being acceptable to the community as a whole. They acknowledge that a small 
proportion of the population, the "supersensitives", will not consider these levels 
acceptable for a variety of reasons. There is no intention to set levels at which a 
certain percentage of the population will be "highly annoyed" or likely to complain. 
Regulatory authorities know only too well that in prescribing acceptable noise 
levels they must be conscious of practical and financial factors as well as 
acoustical factors. 

2.1 Commonly Accepted Noise Criteria. The US EPA (Environmental Protection 
Agency) in 1974 recommended a noise limit of 55 dB(A) Ldn for outdoor areas in 
residential and farming districts and other outdoor areas where people spend 
widely varying amounts of time. A value of 55 dB(A) Leq<241 was recommended for 
outdoor areas such as school yards and playgrounds where people spend limited 
amounts of time. The corresponding indoor limits were 45 dB(A). 

In 1980 the recommendation was made (World Health Organisation) that an 
outdoor daytime limit of 55 dB(A) Leq was desirable to prevent any significant 
community annoyance, as well as an indoor limit of 45 dB(A). An outdoor night­
time limit of 45 dB(A) was also recommended to minimize sleep disturbance. In 
the same year the OECD (Organisation for Economic Co-operation and 
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Development) recommended, for outdoor community noise expressed in terms of 
Leq, that: 

11 values less than 55 dB(A) were desirable 

111 values between 55 and 65 dB(A) were undesirable, and 

111 values greater than 65 dB(A) were unacceptable. 

These recommendations indicate that daytime and night-time average levels of 55 
and 45 dB(A) Leq respectively, in addition to Leq1241 and Ldn values of 55 dB(A), are 
generally acceptable outside residences. As such, these long-period metrics are 
suitable for planning purposes, particularly in connection with proposed transport 
routes. However, they are not so useful for purposes of regulation and 
enforcement because they allow periods when a noise can be highly intrusive, 
while the effect is averaged out over the remaining time (HookerL It is apparent 
that a shorter assessment perio~is required, say one hour at most, and also an 
upper noise limit. 

2.2 Australian Criteria . Australian policies for controlling noise from commercial 
and industrial premises do not include any of these criteria as specific goals. 
However, an analysis of the policies indicates that the upper limits for intrusive 
noise sources in residential areas bordering commercial or industrial areas are 
approximately 55 dB(A) for daytime and 45 dB(A) for night-time. It is only in 
residences in predominantly industrial areas or areas bordering extremely dense 
traffic routes that noise levels of the order of 65 and 60 dB(A) during the day and 
night respectively are prescribed in the policies. 

It is recognised that road traffic is the dominant source of community noise. A 
community noise survey carried out in Brisbane in 1988 (Duhs E.) indicated that 
about 22% of residents interviewed claimed to be seriously affected by noise from 
light and heavy vehicle traffic. It is interesting to note that only about 23% of 
these seriously affected people had complained about the noise. 

State road traffic authorities have developed or are preparing policies for gradually 
reducing road traffic noise levels in the community. Currently some States use a 
noise limit of 68 dB(A) L1O110 h)' others 63 dB(A). Proposals are in hand to lower the 
limit in time to 63 dB(A), which is likely to become the environmental goal for 
planning purposes. It is generally considered in New South Wales that a goal of 55 
dB(A) is desirable but not always practically achievable (Woodward J.). 

2.3 Methods for Prescribing Acceptable Noise Levels. Environmental noise limits 
may be of the following main types: 

111 source limits 

1111 emitter boundary limits 

11 receptor limits 

626 



Receptor or immission limits seem to be the limits most commonly used by 
regulat0Pf authorities, although combinations of the above types are sometimes 
used. 

When receptor limits are involved, the major differences between prescriptive 
methods derive from the procedures used to obtain the allowable noise level. One 
can conveniently separate these procedures into two major types: 

111 zoning procedures 

111 background exceedence procedures 

2.3. 1 Zoning Procedures. Values of allowable noise level are based on the type 
of area or neighbourhood in which the receptor is located and on the time of day 
during which the noise occurs. Thus higher values of noise level are allowed for 
industrial areas than for commercial or purely residential areas. Similarly, allowable 
noise levels for daytime are higher than for night-time. Zones may be prescribed in 
certain areas, town planning zones may be adopted, or, as is often the case, an 
assessment of the zones may be made by officers of the noise control agency. 

A variation of this procedure is the derived zoning procedure which incorporates a 
systematic procedure for calculating the allowable noise level. This procedure is 
based on the type of neighbourhood and the time of day. The standards BS 4142 
and ISO 1996 are examples of this procedure. As a further variation, the Victorian 
EPA procedure consists in evaluating the allowable noise level from a set of 
graphs, using a factor derived from the relative areas of various land use zones 
surrounding the receptor. 

Zoning procedures have the following advantages: 

• simplicity - they are easy to understand 

• consistency - they yield similar levels for similar 
situations 

A major disadvantage is that such procedures are rather inflexible, so that 
residents in relatively quiet districts may be obliged to suffer significant increases 
in noise levels. 

2.3.2 Background Exceedence Procedures. The allowable level is determined from 
the measured value of the background noise level (or a tabulated value based on 
data from previous noise surveys) by adding a predetermined amount called an 
exceedence. The value of the exceedence is often taken as 5 dB(A), based on the 
"background + 5 dB(A)" criterion mentioned above. 

One apparent advantage of such a procedure is its basic fairness: the same 
exceedence is allowed in all noise sensitive areas, so that all people are treated 
equally. Intrusive noise is permitted to exceed the local background level by a fixed 
amount. By contrast, when the zoning procedure is used, the allowable noise 
levels in different neighbourhoods depend upon the types of area. 
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A major disadvantage of this procedure is that background noise levels must be 
determined before allowable noise levels can be evaluated. There is thus a 
continual demand on the resources of the control agency to measure background 
noise levels for individual situations. Considerable savings in time and manpower 
can be made if a comprehensive noise survey is carried out and background noise 
levels evaluated for sub-districts in cities and towns. To date noise surveys in 
Australia have been limited in this respect but noise mapping of a Queensland city 
in terms of Leq and Leo was carried out in 1986 (Eddington N.J.E.). 

Alternatively, data from noise surveys can be used as the basis for a prediction 
procedure for background noise. Analysis of the 1986 Brisbane noise survey 
(Deutscher K.) indicated that values of background noise level could be predicted 
at the 95% confidence level within ± 5.5 dB(A) for the night-time, ± 1.6 dB(A) 
for the evening, and ± 3.6 dB(A) for the daytime periods. These results were 
most pleasing, given the limited number of survey sites, and indicated that further 
sites should be surveyed to increase the accuracy of the prediction. 

When noise complaints are being investigated, the assessment is preferably, and 
often required to be, carried out at the time when the complainant is most 
annoyed. For refrigerator noise this time could be when the background noise level 
is !owest, usually between 1 .00 am and 3.00 am in Australian cities. 

The problem arises as to whether the minimum value of background noise level is 
a suitable value for planning and control purposes. It may be more appropriate to 
choose the arithmetic average of the hourly values for each period, or to allow 
some tolerance above and below the average. Use of the minimum value is likely 
to be too restrictive for industrial noise sources. 

A drawback of the background exceedence procedure is that the cumulative or 
frequency distributions of the ambient noise and the intrusive noise are not 
compared. Accordingly the regulatory authority does not know what the 
distribution (and the value of L10) of the resultant noise will be. It follows that 
simply comparing the L10 of the intrusive noise and the Leo of the ambient noise 
does not give an adequate consideration of the noise situation (Eisner M.). 

"Background creep" occurs when successive industrial or commercial 
developments in an area are allowed to gradually raise the background noise level. 
Of course, increases in motor vehicle flow rates will have a corresponding effect. 
Use of the background exceedence procedure without restraint will result in 
background creep. A background noise ceiling is obviously required in the 
procedure for each of the standard time periods. In Australia two States have 
adopted such a procedure in their noise policies. 

3.0 AUSTRALIAN NOISE CONTROL LEGISLATION 

The Australian constitution does not give the Federal government specific powers 
to introduce legislation for controlling environmental noise. Accordingly, in the 
1970s and in line with other countries, the State governments separately 
introduced environmental noise legislation in response to the growing community 
demand for noise control. 
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The majority of the States established central agencies to exercise overall 
responsibility for noise control. This situation differed from that in England, where 
local authorities were given primary responsibility, and in the USA, where overall 
responsibility was vested in the Environmental Protection Agency. 

In Australia the six State and two Territory agencies generally control noise from 
non-domestic premises while local authorities and the police share the control of 
domestic noise. There has been a trend, as in the USA, for local authorities to be 
given wider responsibility for noise control. Accordingly, the central agencies are 
adopting more of a coordinating and advisory role and provide assistance to loca1 
authorities in resolving local noise problems (Australian Environment Council); 

The Environmental Noise Control Committee which reports to the Australian and 
New Zealand Environment Council coordinates certain activities of the State and 
Territory noise control agencies. Its objective is to draw up technical bases for 
legislation on topics where a common approach is desirable. These topics have 
included: shooting ranges, blasting, competitive motor sports and labelling. 

Initially the prescription of acceptable noise levels was based mainly on the 
methods contained in AS 1055 (Standards Association of Australia). The 1973 
edition of AS 1055 was modelled on BS 4142. If the background noise level could 
not be measured, a table of values based on the type of neighbourhood was 
provided for guidance. As was the case with BS 4142, values in this table were 
later shown to exceed those obtained in noise surveys (Renew W.D.) and 
accordingly had to be used with caution. 

The current edition of AS 1055 suggests the following methods for rating an 
intrusive noise: 

• comparison of a rating level LAeq or a percentile level LA%' both 
adjusted for tonality and impulsivity, with the noise limit set by the 
regulatory authority. 

comparison of the adjusted value of the average maximum noise 
LAmax with the background noise level. 

LAm•x is the most widely specified descriptor for intrusive noise, although there is a 
trend towards using LAeq for certain applications, such as helipads. LA,o is used by 
some States and is commonly regarded as an approximation to LAmax· · 

AS 1055 defines four time periods: early morning (0600 - 0700), day (0700 -
1800), evening (1800 - 2200), and night (2200 - 0600). However, the time 
periods specified in the majority of State noise policies are day, evening and night. 
Two States have dispensed with a separate evening period. Typical measurement 
durations range from 5 to 30 minutes, but a representative interval is commonly 
selected to suit the noise being assessed. 

The zoning procedure is used in three State policies, and the background 
exceedence procedure in the others. The acceptable noise level is variously 
termed: noise limit, zoning level, assigned level, permissible noise level and 
prescribed noise level. 
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There is thus a confusing variety of procedures, descriptors, measurement 
durations and terminology employed in Australia. In addition, there is no 
agreement on the number and magnitude of corrections to be made to the 
intrusive noise level for noise character. Table 1 below sh0ws the maximum 
corrections used by the State authorities. It is apparent that the rating level for a 
certain intrusive noise will vary in value depending upon the State in which it is 
being assessed. 

Except in the New South Wales policy and the draft Queensland policy, acceptable 
noise levels specified in the policies are measured levels. That is, they comprise 
component levels of noise sources superimposed on ambient levels. It is suggested 
that the specification of component limits is the more effective procedure: the 
noise maker clearly knows the limit for noise emission from the premises. An 
acoustical consultant can then design to meet these limits without being 
concerned with ambient noise levels. 

Faced by the differences in setting noise limits described above, manufacturers of 
equipment and process plants can become justifiably confused. It is likely that the 
design of plants will require modification to gain compliance in different States. 

Table 1. Maximum corrections for noise character in Australian State and Territory 
noise policies. 

Type Old NSW 

Tone 5 5 

Impulse 5 5 

Modulation - 5f 

Duration - -

Repetition - 5* 

Variability - -

Policy Max. 10 10 

f - frequency modulation 
* - night-time only 
! - on Slow response 

4.0 CONCLUSIONS 

Vic Tas 

cal 5 

mea 5 

5 -

cal -

- -

-3 -

- -

cal - calculated 
mea - measured 

SA 

5 

5 

5 

-20 

-

-

-

WA ACT NT 

5 5 5 

10! 5 5 

5 5 -

-15 - -

- - -

- - -

15 10 -

The authors have shown that noise policies in Australian States and Territories 
generally have noise limit criteria similar to those recommended by international 
organisations. 

There is, however, a clear need in Australia for a rationalisation of noise policies to 
produce consistency in the prescription of acceptable noise levels. 
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The opinions expressed in this paper are those of the authors and not necessarily 
those of the Department of Environment and Heritage. 
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NOISE ASSOCIATED WITH THE TIMBER INDUSTRY 

Cedric Roberts 
Division of Environment 
Department of Environment and Heritage 
Brisbane, Queensland 

ABSTRACT 

Machinery noise emanating from joinery, woodworking and sawmill premises 
ranks very high in terms of source noise levels, employee exposure and the impact 
on residences in the area. The paper will summarise the results of various noise 
surveys carried out at woodworking premises both locally and overseas. Some of 
the principal sources and noise levels associated with such operations will be 
identified and various engineering and building control options considered, using 
computer modelling. 
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1.0 INTRODUCTION 

The harvesting, processing and manufacture of timber products involves a number 
of inherently noisy operations due to either sawing, planing or cutting action. 

Hazards of hearing loss due to occupational noise exposure and noise nuisance at 
locations far removed from timber processing premises have received and are 
continuing to receive considerable attention from governmental agencies and the 
general public. 

Interior sound pressure levels of many plants have been measured with regard to 
industry hearing conservation programs. Data has been collated from 25 noise 
surveys carried out overseas, in Western Australia and Queensland and includes 
60 source measurements on items of equipment. 

While this paper will not deal with every item of equipment used by the industry, 
it will present typical noise levels recorded at operator positions, representative 
occupational noise exposures and results of computer modelling of interior and 
exterior noise levels. It will present the basic engineering solutions that have been 
found to be most suitable in dealing with some of the major noise offenders. 

2.0 SOURCE NOISE MEASUREMENTS 

Noise level and noise exposure surveys were carried out on behalf of a number of 
companies during the period July 1971 to June 1991. The majority of the 
surveys carried out in Western Australia were commissioned to comply with the 
requirements of the Noise Abatement (Hearing Conservation in Workplaces) 
Regulations 1983. 

Specific obligations are set out in these regulations for the occupier of a factory or 
premises and include: 

Measurement of noise exposure for workers 
Identification of noise hazard areas, machines and tools _ 
Identification of employees who are likely to be exposed to noise hazards 
Recommendation of suitable hearing protection devices 

The Regulations have adopted an equivalent continuous noise level, LAeq,sh of 90 
dB(A) for fixed, permanently located or regularly used machinery, plant, 
equipment, operation or process as defining the high risk areas for steady and 
fluctuating noise. For areas exceeding 90 dB(A) the permissible exposure time is 
halved for each 3 dB(A) increase in sound energy level, hence the equivalent 
exposure time for a noise level of 93 dB(A) is 4 hours. 

The Regulations also require noise level reduction at any area or location where a 
noise hazard exists. This reduction can be achieved by the use of engineering 
methods or administrative controls such as rostering work to reduce exposure 
time where practicable in the workplace. Should these methods prove 
impracticable, every worker exposed to a noise hazard shall be provided with 
suitable hearing protection. 
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Noise levels taken around machines were genera!iy taken at 1 metre from the 
envelope of the machine and at locations likely to be occupied by the operator. A 
precision sound level meter, octave analyser and tape recorder were used to 
determine the A and C weighted noise levels and octave band frequency analysis 
of static equipment and for evaluating the noise in the area surrounding such 
items of equipment. 

Average sound pressure level data for a range of woodworking equipment - saws, 
planers, routers and sanders - on load are presented in Table 1. 

TYPE OF 
E,QUIPMENT 

63 

SAWS 83 

PLANERS 79 

ROUTERS 70 

SANDERS 67 

" 

A-WEIGHTED OCTAVE BAND SOUND PRESSURE LEVELS, 
dB AT CENTRE FREQUENCIES, Hz 

125 250 500 1000 2000 4000 

82 90 87 93 97 98 

88 95 94 94 97 90 

74 83 93 94 93 90 

89 83 80 84 87 88 

TABLE 1: SOUND PRESSURE LEVEL DATA 
FOR WOODWORKING EQUIPMENT 

The average spectra for a variety of saws is illustrated below. 

0 

TYPICAL SAW NOISE LEVELS 
AVERAGE OCTAVE BAND SPECTRA 

63 1 2::, 250 500 1 000 2000 4000 8000 ~ 

OCTAVE BAND MID-FREQUENCIES H::: 

OVERALL 
dB(A) 

8000 

98 103 

86 101 

84 98 

85 93 

Noise dosimeters are conveniently attached to employees whose individual noise 
dose varies due to their mobility and variety of duties. The employees individual 
risk is then evaluated after the dosimeter has been worn for a sufficient time to 
give a representative sample of the employee's working conditions. This is 
normally a minin:um of half a shift. The risk is expressed as the equivalent 
continuous noise level or mean energy level in dB(A) designated as LAeq,ah· This is 
the level of a steady state noise which at a given position and over a defined 
period of time, would have the same A-weighted energy content as the 
fluctuating noise under consideration. 

The range of LAeq.sh for carpenters and millwrights recorded during the surveys 
va~ied from 87 .8 to 102. 7 dB(A) with an average of 93 dB(A). 
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3.0 NOISE CONTROL 

A summary of various noise control methods that have been successfuliy applied 
to woodworking machinery together with effective noise reductions achieved are 
outlined below: 

3.1 General 

Noise from circular sawing machines will depend not only on the characteristics of 
the material being cut but also on the rate at which it is being cut and the 
mechanical characteristics of the cutting saw. Noise sources may include: 
impact noise of the saw against the workpiece, -vibration of the workpiece, 
aerodynamic noise from the saw blade, and also vibration of the saw blade. 

Aerodynamic saw blade noise (hiss) will be considerably reduced by running at the 
correct blade peripheral speed. This is usually the most predominant source of 
saw blade noise. However, occasionally, particularly with large diameter saw 
blades (over 400 mm diameter), high levels of blade vibration occur which result 
in tonal type noise (ringing). 

Damping 

Two methods have proved successful in damping blades: 

By raising the natural frequency of the blade by stiffening with a collar 
around the blade; 

By adding damping pads to the surface of the disc. 

The pads or stiffening rings must reach as far out towards the periphery as 
possible. The ideal situation is to provide stiffness and damping together. 

The reduction of noise achieved at the feed end, operator position was 3 dB(A) 
and along the axis of the saw blade 8 to 9 dB(A). Unfortunately the use of 
damping pads and stiffening rings are hardly conducive to good wear and 
convenience. 

The application of a coat of undersea! to the guards and exhaust hoods of a ten 
blade ripsaw dampened the vibrating surfaces. The noise reduction achieved 1 m 
in front of the saw under idle conditions reached 5 dB(A). 

3.3 Shielding 

The use of shields between a noise source and an operator has proven effective 
when both the source and the employee are close to the shield and when the 
noise is predominantly high frequency. The installation of a 6 mm thick (60 x 122 
cm) auto safety glass shield in a particular situation gave an overall reduction of 9 
dB(A) mainly concentrated in the 2 kHz to 8 kHz octave bands. It should be 
noted that with multiple units close together this type of treatment would 
probably not be effective. A pitfall in shield design is that if room conditions are 
too reverberant and the ceiling is too low, the shield is bypassed. 
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Personnel Enclosures 

A partial enclosure similar to a full height telephone booth was constructed to 
protect the operator from noise radiated by a radial saw in a wood working shop. 
The walls of the booth were sheet steel outside and 100 mm thick fibreglass plus 
an inner protective surface of perforated metal. It had a double glazed, safety 
glass observation window in one side and the opposite side was open. The noise 
reduction achieved varied from 1 2 dB at 500 Hz to 21 dB at 8 kHz. 

Full Machine Enclosures 

An edge planer produced a noise level at the operator position of 106 dB in the 
500 Hz octave band. The noise was generated by the high speed rotary cutters 
planing hardwood. To confine this noise, a sound enclosure was constructed of 
plywood lined with 100 mm thick flexible polyurethane foam. The enclosure was 
sealed to the floor with mastic, the doors were weather stripped, and all controls 
through the enclosure walls were sealed. The feed and discharge openings were 
baffled with double flaps of rubber. This treatment reduced the noise level by 18 
dB in the 500 Hz octave band. 

4.0 INTERIOR NOISE MODELLING 

Occupational noise legislation invariably requires the occupier of industrial facilities 
to take all practicable steps to eliminate noise hazard areas by reduction of the 
noise level and/or employee noise exposure. An additional benefit derived from 
such interior noise control is manifested in an improved noise climate experienced 
by the community remote from industry. 

The simulation of complex noise situations in industrial facilities through computer 
modelling can greatly assist in achieving the optimum noise reduction by avoiding 
unnecessary expenditures. A computer programme has been used to predict 
noise levels in industrial facilities and provide valuable insight on the impact of 
various noise abatement strategies and plant engineering activities (ie. re­
arrangement of plant layout, quietening or removing individual machines and/or 
increasing the sound absorption of the ceiling and walls) prior to their 
implementation. 

The same model can also be used in the planning stages of new industrial 
facilities when the effect of various building materials, plant layouts, ceiling 
heights, machine design etc can be evaluated and noise predictions made for each 
operator work place. 

The program calculates sound pressure levels at points around a factory floor from 
input data on: 

Equipment sound pressure levels (obtained by measurement, from 
specifications or manufacturer's estimates) in octave band centre 
frequencies 125 Hz to 8 kHz with each machine running alone. 
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Room characteristics. The overall sound pressure level at any point is 
found by combining the direct and reflected sound from each machine. 
Reflected sound is calculated by taking a reflection off each wall, the 
ceiling and the floor. The sound at a receiver point is therefore 
compounded from six reflections from each machine. 

Additional input data required is indicated in a flow diagram of the programme 
shown in Figure 1 . 

i 
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>() .. _,..., 

FIGURE 1: FLOW CHART OF INTERNAL NOISE MODEL 

The positions of receiver points, machines and wall end points are specified as 
(X,Y) co-ordinates, the co-ordinate unit being 1 m. The output data given on a 
line printer shows the positions of the receiver points, the cumulative sound 
pressure level in octave bands 1 25 Hz to 8 kHz and the overall levels in dB(C) and 
dB(A) at each receiver point. 

A print-out of a typical situation involving three noisy machines situated on a 
factory floor measuring 50 x 40 m and having a ceiling height of 4 m is given in 
Figure 2. The interior finish comprised a concrete floor, painted brick walls and 
untreated ceiling. 

LOCAilON OF ocrA\/E BAN) TOTAL SOl.N) 
OCTAVE EWI) 

OVERALL SOlN) 
SOl.N) 

REa:MeR PONT' ~ M'EN5lTY PRESSt.AE LEVEl.S f'iE5UI£ LEVELS 

TES Cm) I 

HZ --:I c::11!1 dee d!IA 
X y z i 

s.oo 110.00 1.50 '25 ,20E-O1 '03.4 

• 
250 .r.4E-01 '00,6 I 

I 

soo .299€-01 ·04.a I 
I 

·ooo .802E-01 ·09.1 I 
; 

2000 .309E-c2 95.0 ; 

88.5 ' 
4000 .703E-o3 ; 

9000 .:73E-C3 92,4 : 

-n. 7 ; ~0.1 

FIGURE 2: SOUND PRESSURE LEVELS INSIDE A FACTORY 
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5.0 EXTERIOR NOISE MODELLING 

It is sometimes necessary not only to reduce noise emission of each individual 
machine and equipment in the plant to ensure compliance with occupational noise 
regulations, but also to consider allocation of these machines within the plant area 
and construction of effective housing to satisfy community noise regulations. 

Computer modelling allows the prediction of environmental noise levels where no 
direct measurements are possible at various distances from a plant for varying 
terrain and a range of meteorological conditions. Consideration is given to 
attenuation based on geometrical spreading, atmospheric absorption, ground 
effects, meteorological conditions and natural and man-made barriers. 

These noise levels can be calculated preferably from a knowledge of the sound 
power levels- of the noise sources or sound pressure levels measured at a 
reference distance in a specified direction. Reverberant sound pressure levels 
inside a building can also be used following interior noise modelling described in 
Section 4.0. 

The program can predict the noise environment resulting from the operation of a 
number of noise sources by calculating the sound pressure level at the selected 
receiver position, in each octave band due to each source, making allowance for 
the variety of factors affecting propagation. The frequency band sound pressure 
levels at the receiver position for each source are converted to A-weighted values 
and these added logarithmically to give the overall dB(A) value. A flow diagram 
for the model is shown in Figure 3. 
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FIGURE 3: FLOW CHART OF EXTERNAL NOISE MODEL 

The model has been successfully applied in determining suitable separation 
distances from woodworking premises in order to satisfy existing ambie, it noise 
levels and/or noise criteria prescribed in regulations. 
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The calculations for a joinery in terms of dB{A) at a distance of 100 m from a 
specific wall carried out with the help of the compu~er program are shown in 
Table 2. The dimensions of the joinery were 30 x 10 m with a ceiling height of 4 
m. The building elements used in the modelling were as specified below: 

Three walls of corrugated iron 
One wall of concrete block 
Double glazed window 
Solid core door 
Roof of corrugated iron 

total area 
area 
area 
area 

170 m2 

55 m2 

10 m2 

5 m2 

225 m2 

The reverberant level of 106 dB(A) inside the joinery was due to a thicknesser 
during the cutting process. 

PART I.D. DISTANCE AREA INTERNAL SPL 
m m2 NOISE LEVEL dB(A) 

Wall 1 100 60 106 53 

Window 2 108 10 31 

Wall 2 108 50 41 

Door 3 115 5 23 

Wall 3 115 55 8 

Wall 4 108. 60 42 

Roof 1 108 225 47 
total 54 

TABLE 2: RESULTS OF PREDICTIONS FOR JOINERY 

Suitable separation distances based on an exceedance no greater than 5 dB(A) 
above a background noise level of 35 dB(A) with tonality present are given for 
different building configurations in Table 3. 

BUILDING CONSTRUCTION BUFFER DISTANCE, 
m 

i) Sheet metal cladding with 25% open area facing 2200 to 4000 
affected premises 

ii) Sheet metal cladding with 6 % open area for 1000 to 1800 
ventilation, facing affected premises 

iii) Sheet metal cladding with all openings closed. 450 to 800 
Ventilation through treated ducting 

iv) 200 mm dense concrete block wails, acoustic 30 to 60 
ceiling, acoustically treated ventilation system. 
No openings towards affected premises 

TABLE 3: SUITABLE SEPARATION DISTANCES FOR A JOINERY 
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6.0 CONCLUSION 

Woodworking premises usually contain many machines of greatly varying 
acoustical characteristics which rank very high in terms of both noise level and 
employee exposure. Many woodworking machinery noise problems result from 
the use of saw blades or cutterheads to cut or surface wood. These tools 
produce noise through aerodynamic disturbances and by producing structural 
vibration of the tool and/or workpiece. 

In industrial noise control it is helpful to predict noise levels prior to machine 
installation as well as reductions in plant noise levels due to individual machine 
control. Computer simulation is helpful in predicting the reduction in noise levels 
resulting from noise control of particular machines. 
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A Computerized Road Noise Design 
and Assessment Conference Facility (RONDAC) 

ABSTRACT 

W.K. Szeto and Raymond Chan 

Environmental Protection Department 
Southorn Centre, Wan Chai, Hong Kong 

The Environmental Protection Department (-EPD) of the Hong 
Kong Government has developed a computerized ROad Noise 
Design and Assessment Conference facility (RONDAC) which 
provides a conference setting for planners, architects, 
designers and engineers to assess and plan against road 
traffic noise impact interactively. With the aid of 
RONDAC, the number of sensitive uses exposed to certain 
road traffic noise levels can be effectively calculated and 
displayed in a 3-D isometric image of different colour 
patterns. Comparison of different road/ housing scenarios 
under different criteria can be interactively performed' by 
an individual or a conference of multi-disciplinary 
professionals using the projection device. The system also 
allows easy editing of road / housing schemes and 
evaluation of barriers' effectiveness. 
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1.0 INTRODUCTION 

The Hong Kong Government has set planning criteria of 70 
dB(A) LlO (1 hour) and 65 dB(A) LlO (1 hour) as the maximum 
facade traffic noise levels for new residential premises 
and educational institutions respectively (Reference 1). 
The same criteria apply to these uses under planning as 
well as to new roads at the planning stage. Whilst noise 
abatement schemes, such as the introduction of open­
textured quiet road surface (Reference 2) and the school 
insulation programme (Reference 3) were implemented, the 
key of managing the traffic exposure lies in proper 
planning. In orjer to ensure that good acoustical practice 
would be translated into landuse planning and building 
design, tools which can not only carry out accurate 
acoustical predictions but can also bridge the disciplines 
of planners, architects and engineers need to be 
developed. The B.Qad Noise ~esign and assessment Qonference 
(RONDAC) facility is such a tool. 

2.0 CONCEPT & COMPONENTS OF RONDAC 

2.1 concept 

Traditionally, the acoustician's contribution towards the 
total planning process of either a noise source (e.g. 
highway) or a noise receiver (e.g. a school) has been 
viewed as, and regrettably confined to, specialist advice 
which, more often than not, do not constitute a maJor 
influencing factor, either in terms of extent or in terms 
of getting in at the early stage of the planning process. 
As a result, most practical acoustical solutions could not 
be incorporated into a project either because it would have 
cost too much or it was too late. 

This phenomenon survives on and is perpetuated by two 
facts. Fact number one is that the institutional 
arrangements tend to compartmentalize, separately, agencies 
/ disciplines responsible for the planning, design and 
construction of noise sources and noise receivers with the 
pool of acoustics expertise interacting separately with 
these agencies at different junctures, without an 
integrated and wholistic approach. Figure 1 illustrates 
schematically this arrangement. Fact number two is that 
acousticians have developed prediction models which are 
becoming more accurate and more sophisticated but also less 
easily understood by others outside the acoustician 
compartment. In other words, there is a built-in need of 
communication as a result of the institutional 
arrangements, a need which has so far not been satisfied by 
the development of acoustics expertise. 

Experience has shown that in real life situations, tools 
are necessary to, on the one hand, provide the state of the 
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art prediction technology whilst on the other hand, create 
a communication channel between all concerned agencies and 
disciplines. The tools must be user-friendly and designed 
for the purpose of communicating acoustics to the 
non-acousticians. 

~ 1: _____ }~·r-_LAN __ o~_s_e_~ 

i ' ~ PLANNERS 
I SI 1-,-----~ . I \ 
I T I 
I I i . I 
I C' BUILDING HIGHW>.YS I I' I 
j 1 :~--, -A-RC-HI-T-EC_T_S____, ENGINEERS 

IA! '~----~ I i 1f\ 

I:!-----------' 
Figure 1 - Conventional institutional arrangements 

showing the acousticians' input to . 
various ~gencies/disciplines 

In Hong Kong, it has proved to be of paramount importance 
because of the compactness and the pace of the metropolitan 
developments. Conventional noise abatement measures such 
as low rise earth mounds are normally ineffective and the 
sort of measures that need to be incorporated often need to 
be devised in the early planning stage of a project 
otherwise it would not be possible to incorporate them 
later on. In some cases, the measures that are effective 
go beyond the conventional scope and boundary of the 
particular project under planning. Typical examples are 
the landuse planning involving a mass transit railway line 
integrating into a new town centre,· and a residential 
development of more than ten thousand people on a podium 
decking over a 6800 vehicles per hour trunk road 
(References 1, 4 and 5). 

The RONDAC, 
communications 
designers and 
following :-

designed with the objective of effecting 
between acousticians, planners, architects, 

engineers is intended to achieve the 

. an accurate and quick prediction process; 

. a presentation of results in easily understandable 
parameters to non-acousticians, e.g. number of 
premises needing insulation; 
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. an interactive tool which would allow simple 
11 what-if 11 questions raised by non-acousticians; and, 

. a facility which can, if necessary, enable 
professionals of different disciplines to see for 
themselves instantly the consequences of their 
"what-if" questions presented in parameters of 
interest to them, in addition to the acoustic 
impact. 

It is believed that the concept behind RONDAC represents a 
significant point sorely missing in a wholistic approach to 
the noise abatement design process. Whilst the individual 
components of ROND_AC may be different as the circumstances 
may require, the concept and the structure of RONDAC should 
serve to set up the very first step of hopefully many to 
come, towards taking the acoustics expertise out of its own 
compartment in a manner subtlely influencing the decisions 
of non-acousticians for an ultimately better planned 
acoustic environment. 

2. 2 components 

The components of the RONDAC system are illustrated 
schematically in Figure 2. 
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Figure 2 - Information Flow of RONDAC 
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3.0 CUSTOMIZED SOFTWARE GRAPHICS PACKAGE 

Th.e customized software graphics package, namely, CSPv3 is 
the vital part of RONDAC and was developed·using AutoLISP 
programming language which is bundled with AutoCAD. The 
technical information and detailed procedures are given in 
References 6 to 8. As illustrated in Figure 2, the CSPv3 
is to perform four main functions:-

3.1 Data Input L Edit 

Both graphical data (such as road segments, buildings, 
etc.) and non-graphical data (traffic conditions, type of 
landuse, etc.) are digitized and input for subsequent 
program execution by a road traffic noise analysis suite. 

3.2 Interpretation of Noise Level Data 

After the execution of the road traffic analysis suite, the 
CSPv3 extracts the computed road traffic noise levels in 
LlO ( 1 hour, peak) at the specified landuse locations. 
Histograms showing the number of units (classrooms or 
residential flats) being exposed to cert~in road traffic 
noise levels are also generated. The CSPv3 assigns "red" 
to those histograms and buildings' facades exceeding the 
HKPSG criteria and "green" otherwise. This feature 
obviously has the advantage that the noise impact can be 
easily visualized by all concerned and the attention to 
devise a better scheme will be much more focused. 

To cater for those situations where the road traffic noise 
analysis suite could not model accurately requiring 
adjustments or corrections, the CSPv3 is designed to 
incorporate corrections obtained by other means. 

3.3 Generation of scenarios 

The CSPv3 is designed to provide the feature of easy 
generation of up to eight scenarios with only slight 
modifications on previously prepared scenario. These 
scenario data are stored into different sub-directories 
under a specified project directory for proper file 
management. 

3.4 scenario comparison 

The .CSPv3 will at this stage rank the relative merits of 
all scenarios so far produced and will display the ranking 
results. The criteria by which ranking is carried out are 
incorporated in a formulae taking into account factors such 
as population exposure, cost and noise reduction. These 
factors can be pre-set at any value as the case may 
dictate. 
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4.0 CASE ILLUSTRATION 

To illustrate the use of RONDAC, the following example of 
arriving at a proposed school development project in Hong 
Kong is used. Figure 3 shows the isometric views of three 
prepared scenarios. 

SCHOOL 
("red") 

SCENARIO 1 

SCHOOL 
("green") 

SCE!'-IAR IO 3 

COMMER CI.AL ROAD 
COMPLEX 

SCENARIO 2 

ROAD 

* NON-CLASSROOM BLOCK 

Figure 3 Isometric Views of 3 Scenarios 

The proposed primary school site is adjoining and affected 
by a heavily trafficked trunk road carrying more than four 
thousand vehicles per hour having driving speed normally 
over 70 kilometers per hour and with heavy vehicle 
composition of about thirty percent. To look for possible 
school dispositioning alternatives by means of raising 
"what-if" questions and to achieve the most optimum school 
placement amongst them, RONDAC allows feedback from all 
agencies concerned in the development project for 
interactive creation of scenarios. In this example, three 
scenarios were formulated and evaluated. 

Scenario one is the original layout having all classrooms 
directly facing the trunk road with noise levels reaching 
73 dB(A) Ll0 (1 hour) as opposed to the recommended level 
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of 65 dB(A). Therefore, RONDAC shows the facade in "red" 
to denote that classrooms there will be exposed to levels 
over the p_re-set criterion of 65 dB(A). 

Responding to 11 what-if" the school building is rotated by 
180 degrees to utilize the screening effect provided by its 
non-classroom block and 11 what-if" the screening effect is 
further enhanced by a multi-storey carpark to limit the 
angle of view of the road, RONDAC easily produces scenario 
two and carries out another road traffic noise assessment. 
Because of the self-protection arrangement, the facade will 
be exposed ·co a lower traffic noise level at 69 dB(A) LlO 
( 1 hour) than that in scenario one. However, this level 
still exceeds the criteria and hence again, "red" is 
assigned by RONDAC. 

The designer th'en further asks "what-if" the adjacent 
carpark is turned into a commercial complex elongated and 
re-positioned to maximize the screening effect, RONDAC then 
generates another case, scenario three. Under this 
situation, the traffic noise levels at the school are 
brought below the criteria receiving a "green" colour from 
RONDAC. 

In this simple example, scenario number three is clearly 
the preferred choice as it turns "red" into "green". 
Further optimization based on scenario 3 is possible. 

In fact, RONDAC is capable of handling more complicated 
projects with its substantial advantages of easy 
visualization, provision of feedback for accepting 
"what-if" questions and, therefore, better communication 
between acousticians and non-acousticians. 

5.0 CONCLUSION 

The RONDAC represents an acoustician's tool reaching out to 
draw the attention of his non-acoustician counterparts 
involved in the process of planning anything from a school 
to a new township. It introduces sophisticated acoustics 
principles and calculations in an easily understandable 
format which can accept "what-if" questions from these 
non-acousticians in an interactive process. 
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ENVIRONMENTAL NOISE ASPECTS OF TIIE STEEL AUTHORITY OF INDIA 
LIMITED'S ENVIRONMENTAL MANAGEMENT AND POLLUTION CONTROL 
PROJECT 

Colin Tickell 
BHPE-Kinhill Joint Venture 
5th Floor, 6 Ganesh Chandra Avenue 
Calcultta 700013 
INDIA 

ABSTRACT 

In 1989 the Steel Authority of India Limited (SAIL) commenced a consultancy project in 
environmental management and pollution control. The project was funded by the World 
Bank and was to be for a period of two years. The consultant for the project is BHPE­
Kinhill, a joint venture of two Australian engineering consultancies. The project was 
designed to provide the basis for environmental management and pollution control at 
SAIL's four integrated steel plants and their associated mines. 

This paper describes the project in brief and the environmental noise aspects in particular. 
These included standards and specifications of instrumentation, standards for selection of . 
environmental objective sound levels, training of SAIL engineers in noise measurement, · 
noise source identification and noise control techniques, establishment of an 
environmental monitoring program and recommendations of priorities for control of 
major environmental noise sources. 

Following completion of the project in December 1990, an implementation project for 12 
months was commenced in January 1991. 

1 . Introduction - The Sail Environmental Management and Pollution Control Project 

The Steel Authority of India Limited (STEEL) operates five integrated iron and steel 
plants at different locations in India. These plants have been in operation for more than 
20 years and are in various stages of modernisation. Environmental protection has 
gained significant importance in India in recent years due to the greater awareness among 
the people and also due to the importance attached by the Government of India. 
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Steel plants are one of the major sources of pollution and SAIL decided to take the lead in 
India by taking appropriate measures involving the latest technology and practices to 
reduce pollution and wastes. 

In February, 1988, SAIL issued an international tender for consulting services for 
conducting a study on the "Environmental Management and Pollution Control in Steel 
Plants under SAIL". The study was funded by a World Bank technical assistance loan. 
It was proposed to be a systematic study to evaluate the levels of pollution and waste 
arisings in SAIL's four integrated steel plants at Bhilai, Bokaro, Durgapur and Rourkela, 
and their tied mines and quarries. The locations are shown in Figure 1. 

Figure 1: Location of SAIL Plants and Mines in the Study 
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The contract was awarded to BHPE-Kinhill, a Jomt venture between ·two major 
Australian consulting engineering companies. Other invited tenderers were from Austria, 
Japan, the United Kingdom and the USA. 

The general scope and purpose of the project included the following: 

1. Detailed assessment of air, water, noise pollution and solid waste generation 
levels in all steel plants, relative to Indian and international standards; 

ii. Assist SAIL in setting up of a comprehensive pollution monitoring network 
with suitable facilities and instruments; 

111. Recommend appropriate pollution control measures (short term and long 
term) for phase implementation; 

1v. Assist SAIL in evolving a comprehensive long term environmental 
management program, including organisational arrangements for pollution 
control; 
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v. Training of SAIL personnel in relevant aspects of pollution control, 
environmental management and quantified EIAJEMP techniques. 

vi. Development of retroftting methodology for pollution controls. 

2. Noise Aspects of the Study 

As noted above, the overall SAIL study included Gonsideration of noise as a pollutant. 
As an emission to the environment, noise from steel plant activities has the potential to 
cause annoyance and discomfort to residents in their vicinity. There is also the potential 
for occupational noise induced hearing loss in the work force of the steel plants. 

The noise component of the SAIL Environmental Management and Pollution Control 
Project can be considered as comprising three phases. 

Phase 1 of the Project, which occurred during April, May and June of 1989, has 
involved the following three broad areas: 

i. identification of existing emissions and environmental management 
procedures, and commencement of training of SAIL personnel; 

ii. determination of appropriate environmental goals for emission levels and 
monitoring programmes; and 

iii. specification of monitoring instrumentation for procurement and 
recommendations for manpower and organisation for environmental 
management at SAIL plants. 

Existing instrumentation at the plants was variable, from "antique" and uncalibrated 
instruments to the latest systems. Specifications were prepared for provision of an 
environmental noise measurement system for each plant, along with the Environmental 
Management Division at Calcutta, Research and Development Centre for Iron and Steel at 
Ranchi and two groups of mines. Uniformity between the groups was required to ensure 
similar reporting, management of spares and repairs, and ease of training. 

Each system was to be hand held, portable and suitable for operation in the Indian 
climate. Performance specifications for the instruments were based on IEC and ISO 
standards, as well as the relevant Indian Standards. 

For environmental noise measurements, the system was to give statistical sound level 
parameters of L An% percentile sound levels, either in the field or later from downloading 
to a computer. Printers and tape recorders were included, along with hand-held 
meteorological equipment for monitoring wind speed, temperature and humidity. 

The systems were also to be suitable for measurement of in-plant noise, with SPL, LEQ, 
and Peak display of A-weighted and Linear sound leveis, one-third and one octave band 
filters. There were for measurement of building emission and source sound levels. 

The tender was issued world-wide as a complete package, along with other packages of 
environmental monitoring instrumentation for air and water quality measurements. 
Assessment of tenders was made in November 1989, with delivery to be from May 
1990. 

Phase 2 of the Project involved three main areas, being: 
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i. Commissioning of monitoring instrumentation and continuation of training of 
SAIL environmental engineers in environmental monitoring and 
management; 

ii. Detailed investigations of plant emissions to achieve sources, establishment 
of monitoring programmes and assessment of results; and 

iii. Recommendations for control of emissions to achieve environmental 
objectives and prepare a strategy/priority rationale and timetable for control. 

This occurred following receipt of the monitoring instrumentation in India, in the period 
May to September, 1990. Training was given in the basics ofacoustics, measurement of 
sound levels in the plant and environmental noise, report preparation and fundamentals of 
noise control engineering. This training was given in two special training courses, along 
with on-site training at the plants during several visits. This on-site training was a 
valuable and necessary part of the training to give one on one interaction with the 
trainees. Over 20 engineers from plants, mines and other locations were trained through -
this program. 

The monitoring program was designed to measure the environmental noise levels in the 
neighbourhood of each plant, during daytime and night-time conditions, during each 
season of the year. Summer air temperatures in India are relatively high, which aids 
atmospheric absorption of sound. Thus, the need for night-time and winter month 
monitoring. For each plant a set number of six to 10 measurement locations were 
selected near the boundary or in adjacent residential areas. 

The other major part of the monitoring program was in-plant noise source measurements, 
to produce noise contour maps of the major high noise level shops to identify major noise 
leakage paths. 

Phase 3 of the Project is the continuation of the monitoring and environmental 
management activities by SAIL personnel and implementation of the recommended 
control measures according to the strategy determined in Phase 2. This has concentrated. 
mainly on simple noise control engineering activities which the plants can perform 
themselves, as well as on improving monitoring procedures and reporting methods. 

3. Existing Emissions and Controls at SAIL Steel Plants 

3. 1 Measurement of Sound Levels 

The first measurements of sound levels reported at SAIL plants were at Bhilai in 1973n 4 
by the National Physical Laboratory. Since 1986 the plant Environmental Control 
Department at Bhilai has made measurements of sound level. Similar histories of 
measurements occurred at other plants, with some being done by the Environmental 
Control Departments, some by the Occupational Health and Safety Departments and some 
by external consultants. 

3. 2 Major Sources 

As with steel plants in general, the major sources of noise were air and steam leaks, flow 
noise in pipework and valves, turbine noise and impact noise. Air leaks from blast air 
lines from the power plants to the blast furnaces, steam line leaks from the power plants 
to the various users, and compressed air leaks around the plant were the major sources of 
noise within the plants. These were all also significant sources of energy losses, which 
gives added impetus to noise control. 
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Breakout noise from turbines and pipework was also a major source of noise in most of 
the utilities shops (ie: Power and Blowing stations, oxygen plants, compressor stations 
and various blower houses). 

Impact noise from downstream processing of steel sections was a major source of both 
environmental and occupational noise. Rail, structural, merchant and pipe mills were all 
measured to have high impact sound levels. In several cases these shops were at the 
boundary of the plants and were potential sources of environmental noise annoyance. 

Sources of environmental noise from the plants were mainly impacts in the mills noted 
above, power plant steam blow-offs and blast air bypass discharges. Environmental 
monitoring of noise levels in the neighbourhoods around the plants identified road traffic 
as the major source of environmental noise. However, in most cases the levels measured 
were below the required criteria of the Indian Central Pollution Control Board. These 
criteria are shown in Table 1. 

Table 1: Central Pollution Control Board Sound Level Criteria 

Sound Level 
Locality type of Criteria 

the Receiver Area L11c,. 

Daytime Night-time 

Silence Zone 50 45 
Residential(urban) 55 45 

Commercial 65 55 
Industrial 75 65 

By comparison, these levels are slightly above those recommended in the Indian Standard 
IS:4954 - 1986: Recommendations for Noise Abatement in Town Planning, by about 5 
to 10 dB(A), and other similar relevant international standards. This is believed to reflect 
the higher general sound levels experienced in urban areas of India. 

The highest sound level noise source measured was by the snort pipe discharge at a . 
power plant, of 128 dB(A). This was an unsilenced direct discharge from a turbo-blower 
which would include turbine noise, flow noise and possibly organ pipe tones from the 
pipe. This discharge caused very high sound levels in the Power Plant, Control Room 
and roadway area adjacent to it. Efforts to reduce this noise were recommended be 
commenced as soon as possible. Typical sound levels at SAIL plants are shown iii the 
Table 2 below. 

Sound levels in steel plants in other countries, in Australia for instance, are lower in 
production areas because of the lack of air and steam leaks, and modern materials 
handling methods in downstream production areas. 
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Figure 2: Typical Sound Levels Measured at SAIL.'s Bhilai Steel Plant 
-

I 

Sound 
Location Level Major Source I 

dB(A) comment 
Fast 

Power & Blowing 93 - 115 Steam & air leaks 
Station 128 Snort pipe discharge 
Captive Power Plant 90 - 98 Mainly steam leaks 
Oxygen Plant 93 - 120 Pjpe flow & turbine 

noise 
Blast furnaces 85 - 12? Air leaks from 

tuyerecs & stoves 
Continuous Caster 87 - 97 Pumps & drives 
Pumphouse 

I Forge Shop 117 - 120 Impact noise 
I 

Rail finishing mill 89 - 115 Impact & I 
rail/section sliding I --

3. 3 Existing Control Measures 

Installation of noise control measures at SAIL plants is a relatively recent activity. 
Recently constructed power plants and some mills have provided operators with quiet, 
air-conditioned control enclosures as part of the design. 

Retrofitting of noise controls has occurred in some plants at blower stations with 
enclosure of turbo-blowers and lagging of blast air lines, pump houses with reverberation 
control and quiet control cabins in some power plants. 

Recent plant initiaied noise control activities have included provision of enclosures for 
turbo-compressors, design of silencers for boiler steam blow-off and replacement of 
normal air-line bypass valves with a quiet type of valve. 

Noise control design activities included as part of the project include the lining of rollers 
in plate mills with rubber to reduce impact noise, provision of air inlet silencers on 
various blowers, quiet enclosures for operators in forge shops, blow-off silencers for 
blast-air bypass discharges, fan causing cladding, pipe breakout noise cladding and hot 
saw ,cowling noise treatment. 

Research projects into a number of noise control alternatives for application in steel plants 
are also expected to commence in 1991. 

4. Conclusion 

The implementation of the Environmental Management and Pollution Control Project by 
the Steel Authority of India Limited has demonstrated the general intention of the 
Government of India to improve the environmental performance of industry. SAIL, 
being one of the major public sector employers and producers has set the example for 
other industries in India to follow in the path of environmental management. 

In the area of noise monitoring and control, there is much work ahead, but with a basic 
team of trained engineers able to relate noise measurements to control engineering, the 
task has begun. 
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The implementation of the noise related aspects of the project will depend mainly on the 
attitudes of the senior management, who sanction labour and capital, and the shop floor 
employees who will benefit in the long run, both from reduced occupational noise 
exposure and reduced environmental noise emissions. 

The example given by SAIL in planning for environmental management is one which is 
commended to all major industrial concerns, public and private sector, in all countries; 
especially those with large developments underway or in planning. With the correct tools 
and training at their disposal, which have beem provided at a very small cost in terms of 
annual revenue, the framework has been set for SAIL to improve its environmental 
performance, to the benefit of all Indians. 
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ECONOMIC ASSESSMENT OF LONG TERM ROAD TRAFFIC NOISE ABATEMENT 
POLICIES IN FRANCE 

Jacques Lambert 
I.n.r.e.t.s., case 24, 69375 BRON cedex, France 

ABSTRACT 

In the mid 19B0's, 16% of the urban population were exposed to 
outside noise levels exceeding 65 dB(A) (Leg 8h-20h); more 
than 37% were exposed between 55 dB (A) and 65 dB(A). How can 
this unsatisfactory situation be improved, and at what cost to 
the community? Without ambitious policies, exposure to road 
traffic noise will remain globally unsatisfactory even though 
local improvements may be brought about by implementing 
measures like construction of noise barriers or re-routing of 
traf fie. Recent research works carried out in France using 
cost-effectiveness analysis clearly demonstrate the interest 
for the long term of combining local measures on new and 
existing roadways (barriers, porous surfaces .. ,), on the 
traffic (speed limits, restriction of vehicles in historic 
centres ... ) and the buildings ( soundproofing of the facades) 
with national measures, such as reducing vehicle noise 
emission limits. Then, in 2010, only 4% of the urban 
population would be exposed to noise levels exceeding 65 dB(A) 
and less than 30% exposed between 55 dB(A) 65 dB(A). 
Implementing such a programme would be costly for the whole 
community. However, public expenditures three times those 
allocated at present to fight road traffic noise could be 
financed by a supplementary tax on car fuel without penalizing 
the car owners. 
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1.0 INTRODUCTION 

For many years, road traffic noise has been the main 
environmental problem facing urban populations as confirmed 
by surveys of environmental quality (Maurin, Lambert). 

Urban density, the increased number of vehicles and traffic 
have created critical noise situations which the Public 
Authorities have been trying to remedy for the last decade. 

Although exposure to high noise levels seems to have 
stabilized (Leq above 65 dB(A)), the number of people living 
in "grey areas" (i.e exposed to levels between 55 and 65 
dB(A)) has probably increased, despite the tightening of 
noise emissions limits, the implementation of noise barriers 
along new highways and the partial eli~ination of "noise. 
black spots" along existing roads. 

The tremendous scale of the road noise problem is a major 
obstacle in the defining satisfactory solutions. All 
solutions imply considerable investments in corrective and 
preventive actions. Such investments cannot be envisaged 
without a long term action plan which the state and local 
authorities will have to fund. 

2 . 0 GOALS AND METHODS 

Following forecasts works on transportation noise conducted 
in 1987-88 by a french research team (Gerpa-Assi-Inrets), an 
assessment of four long term (2010) road traffic noise 
abatement policies has been carried out (Lambert) 

- P1 : a policy based on trends which only applies to 
previously made decisions ; 

- P2 a voluntarist policy designed to strengthen 
vehicle noise emission limits; 

- P3 a voluntarist policy concerning local actions; 

- P4 a voluntarist "all out" policy which is based on 
both types of voluntary policies stated above. 

For each of these four policies, the stakes and the economic 
consequences have been identified. Specifically, we have 
examined : 

- the technical, financial, social and institutional 
factors which have to be taken into account for this 
research; 
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the advantages implied by these policies, 
particularly on the state of the noise environment described 
by the following indicators calculated using a computerized 
model (NOISE 2010): 

0 average noise variation level ; 

0 urban populations exposed to noise levels exceeding a 
given threshold (55 dB(A), 65 dB(A) for example) ; 

0 variation of the aggregate noise exposure index of 

the I = LPi 'I' (Li) type in which Pi is the population 

exposed to noise level Li and 'I' (Li) a function of the 
exposure to noise (loudness for example). 

- to throw light upon favourable factors but also the 
obstacles and difficulties related to their implementation. 

Comparison of noise abatement policies has been carried out 
specifically using cost-effectiveness analysis.Effectiveness 
of each policy is defined in terms of the goal to be 
achieved which is to reduce the exposure of french urban 
populations to noise. The meas~re of effectiveness E can be 
analysed using the following formula 

E, = 
J 

In which I 0 is the value of the reference situation exposure 
index (the trend policy for example) and Ij the value of 
this index after implementation of policy j ; Ij represents 
the noise exposure variation consequent upon implementation 
of policy j. 

Cost-effectiveness indicator N relates to the implementation 
of policy j and therefore takes the following form: 

E· J 
N = -------

C· J C· J 

In which Cj represents the cost of implementing policy j. N 
can be interpreted as the effectiveness per franc invested. 
Categorization of these policies is therefore possible using 
this cost-effectiveness indicator. In fact this statement, 
which compares the four possible policies, is not only based 
on this cost-effectiveness analysis but also on the 
implementation conGitions of each of the policies evaluated 
so as to distinguish between the "gross" conclusions that 
the strict cost-effectiveness analysis has demonstrated. 
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3. 0 WHAT SHOULD THE NOISE ENVIRONMENT BE IN 2010 ? 

Results from simulations on the "NOISE· 2010" model show 
that, using the hypothesis of a progress based on current 
trends, there will be an improvement in the situation by the 
year 2010, in comparison with base year 1985, particularly 
in areas with high noise levels. The percentage of the 
population exposed to over 70 dB(A) is thus divided by three 
and changes from 2.2 million to 720,000 inhabitants. The 
percentage of the population exposed to noise levels in the 
range 65 to 70 dB(A) is slightly reduced (by approximately 
20 %) shifting from 4 million to 3.2 million inhabitants. 
The population living in grey areas (from 55 to 65 dB(A)) 
increases from 14 to 15 million inhabitants, but this is due 
to the fact that population moves out of black spot areas 
( over 65 dB (A) ) towards grey areas and not due to a 
reduction of those populations who enjoy "acoustic comfort'' 
(under 55 dB(A)). The population exposed to under 55 dB(A) 
shifts from 17 to 18.8 million inhabitants (i.e. an increase 
of almost 2 million inhabitants). 

The results quite clearly show that there is a 
hierarchisation of efficiency in the policies applied 
between the "trend policy" ranging up to the "all out" 
policy with intermediate points at "low noise vehicle" 
policy and "local initiative" policy ; this latter is a 
little a more effective at every noise level than "low noise 
vehicle" policy. It can be observed that an "all out" 
voluntarist policy can shift the number of inhabitants who 
benefit from acoustic comfort from 17 to 25 million, (i.e. 
almost a 50 % increase in a quasi-constant population) ; 
furthermore this reduces the number of those living in grey 
areas (between 55 and 65 dB(A)) from 14 to 11 million (i.e. 
an increase of over 20%) . Finally, this policy reduces 
extremely significantly the number of people exposed to high 
noise levels (i.e. between 65 and 70 dB(A)) from 4 to 1.4 
million (i.e. a decrease of 65%) and to those exposed to 
very high noise levels (i.e. over 70 dB(A)) from 2.2 to 0.2 
million (i.e. a reduction by a factor of 10) (see summary of 
results in table 1). This report quite clearly shows the 
interest of an "all out" policy which not only reduces quite 
significantly the population located in black spots areas 
and grey areas but also minimizes the number of soundproofed 
dwellings or dwellings which, in the hypothesis of an 
objective fixed at 65 dB(A) for all dwellings, will need to 
be treated in the future : only 638,000, i.e. 4% of all 
urban dwellings as opposed to 1.6 million, i.e. 10% of these 
dwellings, in the context of the trend policy. 

This result quite clearly shows the advantageous situation 
induced by a differentiated policy in which the overall and 
general orientation has the effect of limiting the use of 
insulation as an action plan (which would in no sense reduce 
external noise levels), and favours noise reduction by 
actions on the sources of noise (vehicle noise levels, 
traffic volumes and road surfaces). It is obvious that there 
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is a high degree of interest in combining over the long term 
actions that are undertaken on both a local level and a 
national level. 

Table 1 State of the urban noise exposure in 2010 

Indicators 
Trend Low noise Local All out 

policy (Pl) vehicle policy policy policy 

Population : 

< 55 dB(A) 49.5 % 53.7 % 60.9 % 66.8 % 

55 - 65 dB(A) 40.2 % 38.3 % 32.8 % 29.1 % 

> 65 dB(A) 10.3 % 8.0 % 6.3 % 4.1 % 

Average day Leq 61. 5 60.6 59.7 58.6 

Noise Exposure 
100 96 92 88 Indicator 

(= 100 for Pl) 

Dwellings exposed 
to Leq > 65 dB(A) 

- already insulated 613,000 510,000 413,000 378,000 

- non-insulated 950,000 700,000 560,000 260,000 

4. 0 WHAT INVESTMENTS ARE REQUIRED TO FIGHT NOISE? 

4 .1 Cost of the Policies. Investment levels required 
annually to implement these policies have been evaluated and•. 
allocated to the different types of action plans envisaged: 
to vehicles, to buildings and to infrastructures 
specifically (see table 2) ; and an allocation has also been 
made in terms of the economic authorities concerned: i.e. 
the State, the local authorities, owners and publically 
owned buildings such as public housing office (see fig. 1). 

The first observation is that policies based on voluntarist 
actions in terms of vehicle noise levels are significantly 
more costly for the community than the other policies. 

Expenditure relating to the protection of buildings (both 
new and existing constructions) and infrastructures (both 
new and existing), of which a large part results from public 
investment (84 to 88 % of expenditure), and depending on the 
policy envisaged, are between 110 and 130 million US$ per 
year i.e between 6 and 11 % of total expenditure. 

The distribution of this expenditure among the different 
economic partners concerned are primarily based on the 
financing methods used for noise abatement on new roadways 
and black spot elimination. These data show nevertheless 
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quite clearly the financial consequence of policies which 
follow locally-engaged actions the share of expenditure 
for which local authorities are responsible significantly 
increases (from 42 to 67 million US $) and expenditure by 
the State tends to decrease (from 52 to 47 million US$). 

Table 2 Annual costs for the implementation of noise 
abatement policies (in million US $) 

Policy Trend 
Measures policy 

More stringent noise 
vehicle emission 1,000 

limits 

Noise protection 
8 along new roads 

Leq > 65 d.B(A) 

Soundproofing new 
4.5 dwellings 

Leq > 65 d.B(A) 

Eliminating 
noise black spots 

Leq > 70 d.B(A) 

- noise barriers 23 

- sounproofing 
77 existing dwellings 

Low noise surface 
for the urban road 

network 

P4 

P3 

P2 

Pl 

0 20 40 60 

II Government 

[J Local Authorities 

Figure 1 Distribution of 
economic partners engaged 
infrastructures. 

Low noise Local All out 
vehicle policy policy policy 

1,800 1,000 1,800 

8 5.5 5.5 

3 2 1. 3 

23 16 16 

77 < 77 < 77 

29 29 

80 100 120 140 

D Owners 
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expenditure 
in actions 

between different 
on buildings and 
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Comparisons between cost and effectiveness (in terms of 
variation of noise exposure) of the different policies 
suggest, and this is a new confirmation, that l cally 
engaged actions, particularly those relating to roadways and 
traffic, are the least costly policy in terms of 
"performance levels" to improve urban noise environment 
conditions. This result is not surprising as a large number 
of the actions undertaken in the name of this policy are 
relatively inexpensive being part of global transportation 
policies with a wide range of different objectives (in 
particular the reduction of traffic congestion, the fight 
against air pollution and road safety improvement). 

However, given the uncertainties and the hypotheses 
underlying all these estimates, this conclusion should only 
be considered as a decision element amongst others, in 
particular the conditions and difficulties in implementing 
noise abatement policies. 

1, 2 Financing of Public Noise Abatement Actions. This is 
probably one of the main difficulties in applying public 
anti-noise policies. The level of public financing which 
would be required annually varies, depending on the policy 
envisaged, from 93 to 113 million US$. It would therefore 
appear to be urgent to envisage additional financing means 
to those currently used (approximately 33 million US$ per 
year in the mid 80's), without which public action, notably 
the elimination of "noise black spots", would have to 
continue for several decades. 

Current policies in Holland and the recommendations which 
resulted from the BIPE and INRETS studies carried out in 
1988-1989, show that increasing taxation on vehicle fuels 
would be a relatively simple way of raising the money 
required. In the most costly hypothesis the tax would be at 
a rate of approximately 30 US cents per hectolitre, i.e. an 
annual average increased cost for a family running one car 
of 3.5 US$. 

5. 0 CONCLUSIONS AND RECOMMENDATIONS 

Seven principle topics for reflection emerge from the 
analysis of the economic consequences and the implementation 
conditions of the urban noise abatement policies : 

a. Most public authorities use a "blow by blow" 
approach, designed to correct the most unfavourable 
situations; it seems to be vital to adopt voluntarily a 
more global, preventive, approach. This implies clear 
objectives combined with coherence on both local and 
national levels. 

b. To ensure effective coherence, it is essential to 
define the task and responsibility of every territorial 
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echelon (national, regional and local;. 

c. Increased financial resources are required to 
implement an effective noise abatement policy. 

d. Using such resources, regulations must be adopted 
and applied. 

e. To arbitrate effectively, it is necessary to 
increase knowledge at a national level about the technical 
and economic aspects involved in the various actions which 
are the responsibility of local authorities. 

f. It is also vital that responsibility for decisions 
made by local authorities be based on scientific and 
technical evaluations before actions are implemented; this 
implies at least minimum training. 

g. Finally, we should not forget that to be effective 
any action should be approved by the public. Full and clear 
details should be published at the same time as any decision 
is made. 
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RC»\DSJ:DE NOISE BA.RR.:J::E:RS 
A COJlPUTDISED ACOUSTICl.L COST-E!T!CTIVDESS STUDY 

Athol Day and Geoffrey P. Veale 
Day Design Pty Ltd 
Consulting Acoustical Engineers, Sydney. 

ABST'llCT 

The Roads & Traffic Authority of NSW (RTA) is currently spending considerable 
sums of money on roadside noise barriers as part of its routine noise control 
strategy. Day Design was couissioned by the RTA to model the Noise Reduction 
of various types of Roadside Noise Barriers, obtain typical installed barrier 
costs from suppliers and to determine a rank order of acoustical cost­
effectiveness for roadside barriers in typical situations. 

The six typical barriers chosen for consideration in the study are: 
reinforced concrete, concrete & wood wool ·composite, sheetmetal · & mineral 
wool composite, glass reinforced cement & fibreglass composite, treated pine 
timber, ribbed sheetmetal. 

The final cost effectiveness comparisons are made in terms of Dollars per 
linear metre of erected barrier versus Decibels of noise reduction. 

INTRODUCTION 

Not so many years ago, some road construction authorities said, "Our r~ads 
don't make noise. It is the cars and trucks that make the noise. If you 
don;t like the noise then quieten them." Legislation is now in place to 
limit the noise emitted by motor vehicles, but the engineering means whereby 
vehicle noise may be further reduced has practical limits. More and more it 
is realised that even with well-designed engines, exhaust silencers, tyre 
treads and road surfaces, road noise often exceeds acceptable environmental 
standards. This realisation, together with strong community reaction in some 
cases, has forced many road construction authorities to take positive action 
to reduce traffic noise by building roadside noise barriers. 

The quite recent need for roadside noise barriers has brought m~ny types of 
roadside noise barriers on to the market. Their physical and acoustical 
properties and installed costs cover a very wide range indeed. Of the six 
roadside barriers under consideration in this study, the barrier with the 
best acoustical properties is undoubtedly the GRC. However its price is the 
highest. The barrier with the worst acoustical properties is the treated pine 
timber barrier, but it has the advantage of being only a fraction of the 
price of the GRC. Which is the most economical in terms of decibels for 
dollars 7 Which barrier is the most acoustically cost-effective? 

In some cases the most cost-·effective roadside noise barrier is an earth 
berm. Its huge mass provides a greater noise reduction than any other barrier 
of the same height, but its cost depends on whether or not there is a nearby 
cutting to provide the fill. Using an earth berm can actually save money 
where the earth from a nearby cutting must be disposed of. However, the costs 
are so dependent on local conditions that we can not put a cost on them. We 
have therefore had to eliminate earth berms from consideration in this study. 
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ROADSIDE NOISE B.I.RllIDS mmn COKSIDDATIOII 

Our brief was to study the acoustical cost-effectiveness of six typical 
roadside noise barriers, so we have selected the six commercial products 
which were best known at the time, three being of the Reflective and three 
being of the Absorptive type: 

DESCRIPTIOI 

Abbco ribbed sheet steel 
Fanwall reinforced concrete 
RTA treated pine timber 

dB Metal steel and mineral wool 
Durisol cement and wood wool 
GRC cement and fibreglass 

SUPPLID 

Abbco Building Products Pty Ltd 
Reinforced Earth Pty Ltd 
Roads & Traffic Authority 

dB Metal Products Pty Ltd 
Reinforced Earth Pty Ltd 
GRC Composites 

Except for the RTA timber barrier, the Sound Transmission Losses and Sound 
Absorption Coefficients of the above barriers were either provided by the 
manufacturers or established from text books. The RTA timber barrier STL was 
determined by field measurements above and behind a 4 metre high barrier on 
the F3 Freeway. Data assumed in this study is given in Figures 2 and 3. 

This study is not exhaustive. We hav~ selected what seemed at the time to be 
a representative sample. Other barriers may have come on the market too late 
to be included. However, we hope that this study will provide a rational 
basis for future comparisons to be made. 

COST OF ROADSIDE NOISE B.I.RllIDS 

So that barrier costs can be legitimately compared, we have asked each 
supplier to base his prices on one kilometre of roadside barrier, erected in 
normal ground within 20 kilometres of their manufacturing facility, and in 
barrier heights of 2, 4 and 6 metres. Posts must be capable of supporting the 
barrier against wind velocities that may occur once in 50 years in Sydney, 
that is 44 metre/second. Prices in Dollars per Linear Metre are presented in 
Figure 7. 

During the period of this study the sales allure of kilometres of roadside 
noise barriers and the effect of the recession have combined to make the 
pricing more and more competitive. Whether or not the prices used in this 
study are realistic for the future is a matter of conjecture. However, 
updating the data and making new comparisons .in the future will be a simple 
matter. 

ACOUSTICAL PERFOR.MAliCE or ROADSIDE NOISE BARRIERS 

By acoustical performance, we mean the predicted Lrn noise reduction at a 
receptor location due to the erection of a roadside barrier. 

The erection of long roadside barriers of various constructions and heights 
and measuring their acoustic performance is a time consuming and expensive 
process. It was decided that a computer model could be used with sufficient 
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accuracy to establish the comparative acoustical performance of a range of 
roadside noise barriers. 

If we erect a heavy reinforced concrete barrier at the roadside say 6 metres 
high, the Sound Transmission Loss will be much greater than the Refraction 
Loss over the top, so that we can with confidence use the conventional 
Maekawa approach to calculate the barrier noise reduction. If in the 
interests of saving on costs, we select lightweight materials such as timber 
or steel, the calculation of noise reduction is complicated by the sound 
energy transmitted throu1.7h the barrier as well as over the top. If we then 
add a parallel barrier on the far side of the road we must add the reflected 
energy to the calculation. The problem is complicated by many other factors. 

The computer program that we have written for this project to calculate the 
noise reduction of a barrier at a receptor location takes account of: 

* noise source heights of truck engines and vertical exhausts. 
*- percentage of heavy vehicles. 
* typical traffic noise spectrum from 63 to 8000 Hz. 
* height of barriers. 
* sound refraction over the top of barriers. 
* width of the roadway. 
* distance from the barrier to the receptor location. 
* altitudes of the road and the receptor location. 
* sound reflection from roadside cuttings and parallel barriers. 
* slope of the cutting wall. 
* sound abccrption of parallel barriers. 
* sound transmission loss through the roadside barrier. 

We have named this prog-ram SOFTBAR because it predicts the noise I.eduction of 
Soft (absorptive) faced as well as hard (reflective) faced roadside noise 
barriers. Provided all barriers are assessed in the same way, the comparison 
in results should lead to a valid rank order of cost and acoustical 
effectiveness. We have taken a great deal of trouble to make the computer 
model accurate as possible. We have also written a program based on the 
widely accepted UK CORTN 1988 method of traffic noise prediction which 
predicts the noise reduction of simple roadside barriers. Comparing the 
results by both models given us confidence that SOFTBAR has the same order of 
accuracy as CORTN for simple reflective barriers, and a greater accuracy for 
dual and absorptive barriers. 

Figure 4. shows how the Day Design SOFTBAR prediction compares with the CORTN 
prediction for the simple Case 1. Both methods agree for a concrete barrier 
of height in excess of three metres. The noise reduction by barriers can be 
influenced by the Sound Transmission Loss of the barrier material, but CORTN 
does not provide for any uariation in STL. The Softbar program predicts a 
lower noise reduction for a timber barrier than for a concrete barrier 
because it allows for the lower Sound Transmission Loss of the timber 
barrier. For barrier heights of three metres or less the CORTN method tends 
to -overestimate the noise reduction because it assumes a source height of 0.5 
metre, whereas Softbar allows for the higher source height of trucks. 

To confirm the noise reduction of existing barriers and further -check the 
accuracy of the computer models, the RTA had another firm of acoustical 
consultants, Wilkinson Murray Griffiths, carry out noise reduction 
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measurements behind GRC and Treated Pine Timber barriers at the side of the 
F3 Freeway north of Sydney. The measurements were of a high order of 
accuracy, being subject to careful calibration procedures, and included Lt, 
L19 , L,

1
, and L,. measurements in dBA and octave bands from 63 to 8000 Hz. 

We did note that the GRC absorptive barrier measurements gave an average L11 
noise reduction approx 1. 7 dBA greater than was initially predicted by the 
preliminary Softbar program. We reasoned from this that the refraction of 
sound waves incident on the absorptive face of the GRC Barrier was creating a 
shadow zone noise reduction of approximately 2 dBA. 

We are r·eluctant to draw this conclusion from field measurements having an 
accuracy of only +/- 1.5 dBA. However, available literature on Sound 
Absorptive Highway Noise Barriers also supports an excess attenuation of up 
to 2 dBA for barriers with an absorptive face. 

Lawther & Hayek in a study for the NationaJ Cooperative Highway Research 
Program (USA) drew the conclusion that for single barriers "Generally 
absorptive surfaces on barriers slightly improve barrier effectiveness 
Barriers with absorptive surfaces were predicted to have excess attenuations 
(in excess of those with hard surfaces), particularly in the barriers' deep 
shadow ... At practical receiver ranges behind thin wall, the increment was 
not predicted to be large (ie, somewhere in excess of 2 dB at 50 feet and 
dropping towards 1 dB further out). These theoretical predictions have been 
substantially qualified by the gymnasium experiment" (refer: 1.) 

Rapin carried out octave band sound level measureaents behind a single 
barrier screening a heavy truck, with and without an absorptive facing on the 
roadside of the barrier. He concluded, "This data indicates a decrease in 
levels of about 1 to 4 dB when the truck is behind the absorptive wall, -
compared to the reflective wall" (Refer: 2.) 

Bowlby, William and Cohn using their computer model with an absorptive 
barrier having a Noise Reduction Coefficient (NRC) of 0.65 estimated a 
barrier noise reduction improvement of 2 .1 dBA when co111pared with parallel 
hard reflective barriers of the same height. (Refer: 3.) 

In consideration of the abovementioned research by others, and the results of 
Ltt octave band sound level measurements made on this project, we have made an 
adjustment to the software model that provides up to 2 dBA barrier 
attenuation in excess of that calculated by the Haekawa formula for a high 
NRC sound absorptive barrier such as the GRC or dB Metal barriers. Following 
this modification to the Softbar program, we found that both the GRC and 
timber barrier noise reduction measurements made by WMG were generally within 
+/- 1 dB(A) of the Softbar computer predictions. 

HORSES FOR COURSES 

If noise sensitive premises are located at say 100 metres on one side of the 
road only, an inexpensive timber, sheetmetal or lightweight concrete 
reflective barrier would obviously be more cost effective than an expensive 
sound absorptive barrier. On the other hand, if there are noise sensitive 
premises within say 30 metres on both sides of the road, barriers with a high 
sound absorption and a high sound transmission loss such as the more 
expensive Durisol, GRC or dB Metals may well be a better selection. 
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In order that useful compa_risons may be made in such disparate roadside 
configurations, we have made the acoustical cost-effectiveness comparisons 
·for Five Configuration Cases as illustrated in Figure 1. 

RAHi( ORDER or ACOUSTICAL COST-E!'TECTIVDESS 

We have calculated the noise reduction in dBA for each of six typical 
construction barriers, in heights of 2, 3, 4, 5 and 6 metres. We have then 
taken the budget prices ( S per Linear Metre) given by the barrier suppliers 
and calculated the acoustical cost-effectiveness for the range of barrier 
heights in terms of Dollars per Decibel (dBA) • The results have been 
graphed for each of the six roadside barrier configuration cases. ile have 
included the Noise Reduction and Cost Effectiveness graphs for the typical 
dual barrier configuration Case 3 in Figures 8 and 9. 

CONCLUSION 

The following conclusions have been reached by considering the Cost­
Effectiveness graphs for each roadside configuration case. 

Case 1. If the required noise reduction does not exceed 13 dBA, then any 
of the six barrier constructions .will be adequate. To achieve 
this noise reduction, an absorptive barrier would need to be 
ab::,ut 3. 5 metre high and a reflective barrier would need to be 
about 4.5 metre high. 

In absolute terms, a 4.5 metre high reflective barrier would cost 
about $350 to $500 and a 3.5 metre high absorptive barrier about 
$800 to $900 per linear metre. Both would achieve the same noise 
reduction in the Case 1 configuration. We conclude that simple 
reflective barriers are more cost effective than the more complex 
absorptive barriers for such applications. 

Cases 2, 3, 4. These three cases are all similar, in that a parallel 
reflecting surface, either in the form of another barrier or a 
roadside cutting, increases the incident sound energy. Increasing 
the height of a cutting can reduce the acoustical effectiveness 
of a roadside noise barrier. 

In such cases the absorptive barrier performs better than the 
reflective barrier, but the difference is not as marked as may be 
expected. Even for 4 to 6 metre high barriers, the difference in 
noise reduction between absorptive and reflective barriers is 2 
to 4 dBA. In most cases increasing the height of the reflective 
barrier by 1.5 metre will give the same acoustical performance as 
the absorptive barrier. Please refer to Figure 8. 

In absolute terms, a 5 metre high reflective barrier would cost 
about S400 to $700 and a 3.5 metre high absorptive barrier about 
S850 to $950 per linear metre. For such medium height barriers 
the reflective barrier is more cost effective. 
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CASE 5. 

In these configurations the limiting noise reduction for 6 metre 
high barriers is about 17 dBA. For such barriers the sound 
Transmission Loss quality of the barrier is of great importance, 
and the selection is limited to either reinforced concrete or the 
more expensive absorptive barriers. The question of whether to 
use a 7 to 8 metre high reflective barrier or a 6 metre high 
absorptive barrier , to achieve 17 dBA noise reduction is beyond 
the scope of this study. When barrier heights reach these levels, 
considerations of safety in high winds and aesthetics may well 
outweigh cost considerationa. 

In this Case, at the highest receptor position 4, the nearside 
barrier is more or less ineffective in reducing noise. The 
farside barrier will reduce noise for receptor position 5, but 
increase the noise at position 4 due to reflection. Sound 
reflected from the farside barrier may well become the more 
dominant factor in controlling the overall noise level at the 
receptor location 4. An absorptive farside barrier will reflect 
about 2 to 3 dBA less noise than a reflective farside barrier. 

In this situation sound absorptive barriers will provide the 
greatest noise reduction with the least barrier height for 
receptor positions 1 to 4, also causing the least noise increase 
due to reflection at po~ition 5. Even though overall costs may be 
greater, an absorptive barrier would often be selected for- such 
an application. 

The aim of this study was not to stifle competition by saying this barrier is 
"good" and this barrier is "bad", but rather to give the Roads and Traffic 
Authority of NSV an objective means of comparing barriers, and determining 
the best application for certain types of roadside barriers. If certain 
barriers are identified as not being acoustically cost-effective in this 
study, it may be countered that appearance, longevity or other factors which 
are not considered by this study, may be of more importance. 
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FIGURE 2. 
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FIGURE 4. 

BARRIER NOISE REDUCTION - CASE 1. 
Single Barrier Comparison 
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FIGURE 6_ 

BARRIER NOISE REDUCTION - CASE 1. 
Single Barrier of Various Constructions 

' ' ' < : : : 
~ 1s ·········t--··················t····················L 

: : 

z l 
0 : 

E 10 ·········+········ 
:;J : 
~ ' 

Q! 

' . ' ............................................................................................................. ' . . 
' ' ' . . ' ' . . . 
' . ' . 
' ' 
' ' ' ' ' ' ' ' 

GRC 

dB Metal ..... 
Durisol 

Concrete 
-e-
Abbco Steel 

t:J ' ' 

~ 5 
········· i ······ ·-········ 1···········-··· i ······· ······-1-··········· i ········· ..._;-_im_b_er _ __. 

Q..L..-__,;_----,---~--~---+-----' 
2 3 4 5 6 

BARRIER HEIGIIT - Metre 

FIGURE 7. 

ROADSIDE NOISE BARRIER COSTS 
Dollars per linear Metre -Durfeol 

G.R.C. _.,_ 
dB Metal 

Fanwall 
-+-
RTA Timber 

o--...----~----~-~------1 
2 3 4 5 6 

BARRIER HEIGIIT - Metre 

673 



Fl:GURE 8. 

BARRIER NOISE REDlfCTION - CASE 3. 
Parallel Barriers Both The Same height 
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ABSTRACT 

The modem office usually is equipped with a number of business machines which, while 
unlikely to cause hearing damage, can cause annoyance and have an adverse effect on 
comfort and perfom1ance. To be able to manage the acoustic environment requires good 
management practices, forward planning, prediction of acoustic levels generated by 
machines to be purchased and noise control strategies when necessary. 

In this paper, the prediction and control aspects for the noise from a business machine, 
namely, an optical mark reader, will be discussed. The sound power level of an optical 
mark reader has been measured and a ranking of the various noise sources in the machine 
has been obtained using the sound intensity technique. By using the measured sound 
power data and the directivity patterns, a prediction has been made of the sound pressure 
level, which agrees with the measured sound pressure level to within 1 dB(A), thus 
supporting the prediction method used. 

Based on the measured sound power and noise ranking results, a flexible acoustic cover 
has been constructed. The effect of the acoustic cover on the cooling requirements of the 
optical mark reader has also been studied. Prediction has been made of the sound 
pressure level for twenty optical mark readers operating in a room with a room constant at 
least 200 m2. The highest sound pressure level at an operator's position has been 
predicted to be 78 dB(A) and can be reduced by 7-8 dB(A) with the use of acoustic 
covers. 

675 



1. 0 INTRODUCTION 

The best noise control strategy is to anticipate any potential noise problems at the planning 
stage and to predict the effects on the work environment so that appropriate measures can 
be taken before installation of machines. The modern office is usually equipped with a 
number of business machines which, while unlikely to cause hearing damage, can cause 
annoyance. The business machine undertaken in this study is an optical mark reader 
(hereinafter referred to as OMR) which is controlled by a Sharp Laptop computer. The 
overall dimensions of an OMR are approximately 630 x 660 x 470 mm. 

The objectives of this study were to predict the sound pressure level in an environment 
with twenty optical mark readers in operation and to make recommendations to reduce the 
radiated sound pressure level, if necessary. All the measurements described in this were 
made at the facilities of the Acoustics and Vibration Centre, Australian Defence Force 
Academy. 

2.0 STRATEGY ADOPTED IN THIS STUDY 

In order to predict the sound pressure level due to the operation of an OMR , the sound 
power level of the machine and its sound radiation pattern (directivity) have to be 
measured. In an enclosure, the total sound pressure level ~ of _a point source is related 
to its sound power level Lw by (see, for example, Bies & Hansen (1989)) 

where 

and 

LP= Lw + 10 loglO --2 + R 
( 

Qe 4) 
47tr 

(1) 

Q 

DI 

-
a 
s 

= directivity factor of the source in a particular direction 0 
= 100.lDI 

= directivity index 

=LP-LP+ 3 
= sound pressure level (dB) at distance rand angle 0 

= space-averaged sound pressure level (dB) 
= room constant, determined by the absorption of the room surfaces 

Sa 
=---

1 - a 

= average absorption coefficient of the room surf aces 
= total surface area (m2) 

It can be seen from equation (1) that in the near field of a point source, the sound 
pressure level decreases by 6 dB per doubling of the distance from the source. However, 
in the near field of a sound source such as the OMR, it may behave more like a line 
source or plane source in which case the sound pressure level in the near field will 
decrease only by 3 dB per doubling of the distance from the source. The method used 
for prediction, based on measured sound power data, will be validated by comparing the 
predicted sound pressure level with the measured value in a room. Based on these 
results, prediction for the sound pressure level in a room with 20 OMRs operating will be 
made for various configurations of machine layout. The noise sources in the OMR will 
be ranked based on the sound power data so that effective control strategies can be 
appiied. 
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3. 0 MEASUREMENT OF SOUND POWER LEVEL AND DIRECTIVITY 
PATTERNS 

3 .1 SOUND POWER 

All sound power measurements reported here were made in an anechoic chamber built to 
International Standard ISO 3745 with a lower cut-off frequency of 150 Hz. In order to 
rank order the noise sources within the optical mark reader, measurements were made 
with the sound intensity technique by scanning a sound intensity probe over nine surfaces 
of the OMR, as shown schematically in Figure 1 (a). The sound intensity probe was 
pointed normal to the measured surfaces which were conformal with the OMR's surfaces 
but at a distance of about 100 mm from each of the component surfaces. The sound 
intensity technique is a relatively new technique and, at present, there exists only an 
International Standard ISO 9614-1(1990) on the measurement of sound power by the 
sound intensity technique using the point-by-point method. The principle of the sound 
intensity technique has been described in detail by Fahy (1989). Although the 
measurements reported here were not made in accordance with any Standard, results 
obtained by Lai & Dombek (1987) using this technique indicated that they were in good · 
agreement with those obtained using sound pressure level measurements according to 
International Standard ISO 3745 (1977). 

Figure 1 (a) Schematic of OMR showing 
measured surfaces (not to scale). 
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Figure 1 (b )Ranking of sound power 
of the measured surfaces. 

The sound intensity measuring system used comprises a Bruel & Kjaer (hereafter referred 
to as B&K) 2032 dual channel FFT (fast Fourier transform) analyzer and a sound 
intensity probe made up of a pair of B&K 4181 phase-matched 1/2 inch microphones 
mounted in a face-to-face configuration and separated by a distance of 12 mm. Hanning 
window with 50% overlap and at least 128 spectra averages were used. The narrow band 
sound intensity data were processed and synthesized into octave bands from 125 to 4000 
Hz with a Hewlett-Packard series 300 microcomputer. The microphones were calibrated 
with a B&K 3541 sound intensity calibrator and the calibration in sound intensity was 
within 0.1 dB of the value specified by the manufacturer. 

The sound power has been measured for the OMR under normal paper feed operation as 
controlled by a Sharp Laptop computer and under continuous paper feed operation. The 
ranking of the 9 surfaces based on sound power under continuous paper feed operation is 
shown in Figure l(b). It is interesting to note that surface 7 is most dominant based on 
sound power. The sound power spectra obtained under both normal and continuous 
paper feed operations are shown in Figure 2. It can be seen that the peak sound power 
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levels occur at about 500 Hz - 1 kHz. The overall A-weighted sound power level for the 
OMR is 72 dB(A) for normal paper feed operation and 76 dB(A) for continuous paper 
feed operation. 

It has been noticed that under normal paper feed operation, the feed rate is not constant. 
Figure 3 shows a typical time record of the sound pressure signal between paper feeds 
under normal feed operation for 2 s. From these results, it has been estimated that the 
averaged duration for feeding a form is about 0.33 sand the averaged duration for a form 
to be read is about 0.6 s so that the difference between the sound power level for normal 
and continuous operations is about 4.5 dB(A). This value compares quite favourably 
with the measured difference of about 4 dB(A). It is considered that the result obtained 
under continuous paper feed operation is more reliable as the sound generated is constant. 
Consequently, most measurements were made under continuous papeer feed operation 
and the results extrapolated to give the values for normal paper feed operations. 
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3.2 DIRECTIVITY PATTERNS 

The sound radiation (directivity) pattern of an OMR over a reflecting plane has been 
measured inside an anechoic chamber at 1 m from the centre of the OMR and 300 mm 
above the reflecting plane in 15° increments. From the directivity pattern shown in Figure 
4(a), the dominant noise propagates from the front surface of the OMR and the directivity 
index along the 0° line is about 6 dB. These results agree with the ranking of noise 
sources based on sound power as shown in Figure 1 (b ). 

900 

30° 

oo 1800 

240° 300° 
270° 270° 

(a) Unmodified OMR (b) OMR fitted with an acoustic cover. 
(Concentric lines indicate sound pressure level in increments of 10 dB) 

Figure 4 Directivity pattern (in a horizontal plane). 

4. 0 VALIDA TI ON OF THE PREDICTION METHOD FOR THE SOUND 
PRESSURE LEVEL OF AN OPTICAL MARK READER IN A 
TYPICAL ROOM 

The sound pressure level at distances 1 m, 2 m and 4 m from the centre of an OMR and 
along the 0° line has been measured in a room of volume 275 m3 (referred to here as the 
test room). The reverberation time of the room is about 0. 7 s at 500 Hz. These 
measurements indicate that the reduction in sound pressure level is about 4 dB per 
doubling of the distance from the OMR. Thus in the near field of an OMR, its behaviour 
is between that of a point source and a line source. For the purpose of prediction for the 
worst situation, it has been assumed that the OMR behaves as a line source. Prediction 
of the sound pressure level has been made at 1 m from the centre of the OMR (that is, 
about 500 mm from the paper tray) along the 0° line. The sound pressure level for this 
location has been measured with an B&K 2231 sound level meter. As shown in Table 1, 
the predicted values for all cases agree with the measured values to within 1 dB(A), thus 
supporting the prediction method used. 

i 

Table 1 Comparisons between measured and predicted A-weighted sound pressure 
levels, dB(A) at 1 m from the centre of an OMR 

Without Acoustic Cover With Acoustic Cover 
Continuous Feed Normal Feed Continuous Feed Normal Feed 

Measured I Predicted Measured I Predicted Measured I Predicted Measured 1 Predicted 
75.2 ! 74.8 69.6 I 69.9 66.3 I 66.9 63 I 62 
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Prediction has also been made for the sound pressure level at 1 m from an OMR located 
over a reflecting plane inside the anechoic chamber. The sound pressure levels for an 
OMR have been predicted to be 71.2 dB(A) and 67.3 dB(A) for continuous and normal 
paper feed operations respectively, which are within 1 dB of the measured values. 

5. 0 NOISE CONTROL STRATEGY 

From Table 1, it can be deduced that in operating 20 OMRs under normal paper feed 
operations in a room with a room constant similar to that in the test room, the equivalent 
sound pressure level to which an operator would be exposed would be less than 85 
dB(A) for an 8-hour period, but would be close to 80 dB(A). Although this value 
satisfies hearing conservation limit, it is considered to cause a fair degree of annoyance 
and fatigue. In order that individual comfort and performance would not be severely 
compromised, it was decided that the equivalent continuous sound pressure level for an 
8-hour period should not exceed 70 dB(A) for any operator's position. 

The noise from an OMR is basically generated by electric motors and the paper feed 
mechanisms. Any engineering solution would require re-design of the OMR so that a 
retro-fit solution was the preferred strategy. From Figure l(b), the noise radiated from 
the front surface of the OMR is most dominant and it has also been noticed that a high 
frequency intermittent noise results from paper hitting the paper stop in the paper tray. A 
feasible solution to reducing the noise radiated from an OMR was to construct a flexible 
cover for the machine, with flaps to allow reasonably convenient access to the paper 
loading and unloading areas. The cover is made of a barium-loaded fabric. In order to 
reduce the noise resulting from paper hitting the paper stop, the paper stop has been 
covered with a layer of soft foam material. 

The sound power spectrum of a modified OMR has been determined for continuous 
paper feed operation and is shown in Figure 2. The overall A-weighted sound power 
level for continuous paper feed operation has been found to be 71 dB(A) and that for 
normal paper feed operation has been estimated to be 67 dB(A), about 5 dB(A) lower 
than an unmodified OMR. 

The directivity pattern of an OMR fitted with an acoustic cover measured at 1 m from the 
centre of the OMR and 300 mm above the reflecting plane in 15° increments is shown in 
Figure 4 (b). The directivity index along the 0° line is about 3 dB. The acoustic cover 
has generally rendered the noise radiation pattern less directional. The predicted and 
measured sound pressure levels of operating the modified OMR in the test room agree 
with each other to within 1 dB(A), as shown in Table 1. 

In order to assess the impact of an acoustic cover on the effectiveness of cooling of an 
OMR, the airflow from the cooling fan was checked with an Airflow TA 300 hot-wire 
anemometer and the air temperature directly above the top drive motor and at the top of 
the electronics compartment were monitored by Technotherm type 7300 temperature 
probes. The acoustic cover was designed not to alter the airflow, which was confirmed 
by the hot-wire measurements. The temperature rise at the top of .the electronics 
compartment for 5 hours of continuous paper feed operations is shown in Figure 5 and 
the steady state temperature rise has been estimated to be about 36°C by extrapolation. 
Under normal paper feed operations, the temperature rise would be expected to be lower. 
Based on an estimated maximum temperature of 70°C for the electronics compartment, 
the modified OMR can be operated up to a maximum ambient temperature of about 35°C, 
which is certainly well above the ambient temperature of an air conditioned office. 
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Figure 5 Temperature rise in the electronics compartment of a modified OMR. 

Prediction is required for the noise exposure of an operator working in a large office 
(with a room constant of at least 200 m2) with 20 OMRs in operation. As the operation 
of a number of OMRs under normal paper feed operations is generally not synchronised, 
the equivalent sound power level for each OMR lies between that for normal paper feed 
operation and continuous paper feed operation. The equivalent sound power level of each 
OMR used for prediction is about 2 dB(A) higher than that for normal feed operation, that 
is, 74 dB(A) and 69 dB(A) for an OMR with and without an acoustic cover respectively. 
Various configurations of the layout of 20 OMRs have been investigated. One such 
configuration is shown in Figure 6 in which 20 OMRs are arranged in five modules, 
each module consisting of 4 OMRs. Within each module, adjacent OMRs are separated at 
a distance of 2 m. Four modules are placed at a distance of 5 m from the centre module 
and at 90° intervals. By using equation(!) and allowing for the reduction of 3 dB in 
sound pressure level per doubling of the distance from an OMR, the sound pressure level 
for the most operator's position for the layout as shown in Figure 6 has been predicted to· 
be 70 dB(A) for OMRs fitted with acoustic covers, compared with 78 dB(A) for 
unmodified OMRs. 

Operator's 
Position 

E:i ~ 
500 

2m 

e:i 
EJ 

Figure 6 Schematic oflayout of 20 OMRs (not to scale). 
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6.0 CONCLUSIONS 

The assessment of the acoustic impact of business machines, which are potential noise 
sources, on the acoustic environment of a modern office and the development of 
appropriate noise control strategies are important procedures to achieve an acceptable 
office environment. In the present case study of an optical mark reader (OMR), the 
sound power level has been measured using the sound intensity technique inside an 
anechoic chamber under normal paper feed (controlled by a Laptop computer) and 
continuous paper feed operations. The major noise radiating surfaces from the OMR 
have been jdentified and recommendations have been made for the construction of an 
acoustic cover and a modification to the paper stop in the paper tray. The sound power 
level of an OMR fitted with such an acoustic cover has also been determined. The 
proposed acoustic cover is flexible and permits the OMR to be operated up to a maximum 
ambient temperature of about 35°C. 

By using the measured sound power data, prediction of the sound pressure level of an 
OMR operating in a room wjth and without an acoustic cover has been made. The results 
agree with the measured sound pressure levels to within 1 dB(A), thus supporting the 
prediction method used. A layout of 20 modified OMRs for a large office has been 
suggested in which the sound pressure level at the most exposed operator's position has 
been predicted to be about 70 dB(A), compared with 78 dB(A) for unmodified OMRs in 
the same layout. 
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FLOW-NOISE OF SURFACE-WASHING NOZZLE IN THE FILTRATION-PLANT OF A 
WATERWORKS 

Yoshiyuki MAR UT A, 
EBARA Research Company,Ltd., 2-1, Honfujisawa 4-chome, Fujisawa-shi, 
Kanagawa 251 JAPAN 

ABSTRACT 

The unusual noise which happened at a filtration plant of a waterworks has been analyzed and 
its cause was the fluid dynamic sound from the underwater nozzles for surface-washing of 
a filter layer. For silencing this unusual noise, the simulation experiment about the fluid 
dynamic sound generated from some nozzles and orifi.:es in water has been studied by using 
an air-test facility of a Quiet Flow-Noise Wind-Tunnel. The flow sound from such nozzles has 
a few kinds of pure-tone frequencies which are proportional to the flow velocity and these 
frequency components of this sound also change, with respect to the flow-passage shape of 
the nozzles. Finally we have explained the soundless nozzle for the surface-washing whose 
flow passage shape is obtained by decreasing the sectional area like a cone on the up-stream 
side. Then we silenced the unusual noise at the filtration plant of the waterworks. 
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1.0 INTRODUCTION 

The unusual sound happened at a filtration plant for the waterworks when the special 
operation called "surface-washing" was taking place. The outline of the filtration plant is as 
shown in figure 1 . Filter layers in the filtration plant must be washed periodically by the 
water-flow from nozzles connecting to the rotor-pipe and this c;,peration is called 
"Surface-Washing". 

The spectrum of the unusual sound was as shown in figure/2. It had been made clear by 
some investigations that the tone of 11 50Hz is caused by the_ water-resonance in the 
rotor-pipe. However, it was not known what was the source of fluctuating pressure in the 
water. The problems about flow-noises radiated from the surface-washing nozzle were studied 
experimentally. 

2.0 STUDIES ABOUT SOUND FROM SURFACE-WASHING NOZZLE 

Surface-washing nozzles are attached to the rotor pipe as shown in figure 3 and they blow 
out a water-jet into the water field. It can be supposed that the sound generated from such 
nozzle is the same as the sound generated from an orifice flow. With respect to the sound 
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Fig.1 Outline of filteration-plant for waterworks. 
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Fig.2 The unusual noise measured at the 
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from orifices in the air, phenomena of generating sound are different depending on the type 
of orifices,. thick-board or thin-plate (Anderson A.B.C.), (Tamba N., Kaji S. and Hiramoto M.) 
as shown in figure 4. It can also be supposed that the sound from surface-washing nozzles 
is induced by vortex-rings shedding from the edge of the nozzles similar to sounds from thin­
plate orifice as in figure 4(b). Sounds generated from the thin-plate orifice are similar to 
sounds from jet-flow at the region of low Reynolds-numbers(UD/v), as in figure 4(c), where 
U is the flow velocity blowing out from a nozzle with diameter D and v is the coefficient of 
kinetrc viscosity. 

At the similar region of Reynolds number to a jet-flow shown in figure 4(c) (Goldstein M.E.), 
a model experiment using air-flows into an air field was carried out by using a "Quiet-Flow 
Wind-Tunnel" (Maruta Y., Ugai Y. and Suzuki S.) as shown in figure 5. This was done 
because it is very difficult in a model experiment to measure sounds accurately in a water 
field. 
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The fluid-dynamic sound of the surface-washing nozzle presenting spectra as shown in figure 
6 has a few peaked components at flow velocities below 20m/s and relations between the 
peak frequency and the flow velocity are indicated in figure 7. There are about three kinds 
of frequency groups which are proportional to the flow velocity,as represented by solid black 
lines. With regard to the first group (the lowest line), the tone frequency is about 11 00Hz, 
which is the same frequency as the unusual sound of the filtration plant, at the flow velocity 
of 1 Sm/s which is the same as the operating velocity of the plant. Therefore it was 
recognized that the unusual sound was caused by fluid-dynamic tones from the surface­
washing nozzles. 

Incidentally, the dotted lateral lines in figure 7 were recognised as frequencies of an acoustic 
resonance with respect to only this air-flow model experiment using obtained data. 

3.0 STUDY FOR THE LOW-NOISE TYPE NOZZLE 

It is a simple and adaptive counter-measure for this unusual sound to only change nozzles to 
the low-noise type with regard- to flow-sounds. The simple straight-hole nozzle similar to an 
orifice was tested and spectra of the sound are as shown in figure 8, for hole diameters of 
10mm and 6mm. The relation between the peak frequency and the flow velocity is as shown 
in figure 9 and this indicates that there are four kinds of frequency groups in proportion to the 
flow velocity. .. 

Experiments were carried out with the expartding hole and the taper hole.nozzles, and 
measured spectra are shown in figure 10. While the expanding hole nozzle generates some 
peak components, the taper hole nozzle does not generally generate any peaks. As shown 
in figure 11 , the taper hole nozzle may not release the vortex-ring based on smooth flow in 
its hole although the expanding hole may generate vortexes and release vortex-rings. 
Therefore it can be estimated that the taper hole may not have peak tones caused by vortex­
ring shedding. 
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4.0 IMPROVEMENT OF NOZZLE 

The improvement for real surface-washing nozzles was studied with regard to the result of 
above experiment that sounds from tt)e nozzle can be reduced by using a taper-hole type 
nozzle. The reform type was one improved directly from the customary nozzle by cutting the 
upstream side with a taper as shown in figure 12(b). The new type having a cone type hole 
on the upstream side as in figure 12(c) was selected from many kinds of nozzles on the 
market. Both types of nozzle were tested in the wind tunnel and spectra of both sounds were 
measured as shown in figure 13. The effect of the improvement was recognized for both 
types of nozzle. Finally, since it was easy to obtain new nozzles readily at the time, all 
surface-washing nozzles were exchanged for the new type in the filtration plant 
and the unusual sound was fully silenced. 
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Fig.10 Spectra of flow noise from taper hole 
and expanding hole nozzle. 
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Fig. 11 Flow patterns of test nozzle. 
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5.0 CONCLUDING REMARK 

After the investigation of the unusual sound from the filtration plant in the waterworks by the 
model experiment using air-flow, the following conclusions can be drawn : 

(i) The fluid-dynamic peak tone was the cause of the unusual sound. 

(ii) Peak tones from the nozzle can be reduced by a taper hole nozzle. 

(iii) The unusual sound of the filtration plant has been silenced by applying the result of model 
experiments in an air-field. 

{iv) It is possible to simulate the flow-noise in a water field by noise from air-flows. 

We have silenced the unusual noise at the filtration plant in the waterworks by applying the 
above conclusions. 
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AN EXPERIMENTAL STUDY ON THE COMPOUND PSYCHOLOGICAL EFFECT OF SOUND 
AND LIGHTING IN A ROOM 

Hirofumi Iwashige 
Faculty of Education, Hiroshima University, Higashi-Hiroshima, Japan 

Mitsuo Ohta 
Faculty of Engineering, Kinki University, Higashi-Hiroshima, Japan 

ABSTRACT For getting a comfortable daily life in our indoor living, 
we always expend a great effort to find the skillful combination of 
living environmental factors such as temperature, moisture, lighting, 
sound and ventilation. If more than two different kinds of the above 
environmental factors are appropriately combined, an optimum relatio­
nship between those factors might be found for a comfortable indoor 
life. In this paper, the combination of three environmental factors; 
sound, lighting and temperature are first considered. Here, the 
Magunitude Estimation Method is employed to obtain some evaluation 
value for many complex conditions, and our experiment is carried out 
in the artificial climate chamber. More concretely, our temperature 
condition is adjusted within a range from 15°C to 30°C. Furthermore, 
the illuminance condition and the sound condition are ajusted within 
a range from 5 lx to 800 lx and from 50 dBA to 80 dBA. Here, white 
glow light, red light and green light are chosen as an illuminance. 
Then, two kinds experiments are employed. That is, at first, the 
evaluation values for a noise level change are selected under many 
condi~ions, and secondly the evaluation values for an illuminance 
level change are selected under many conditios. From the first 
experiment, a white glow light gives some higher evaluation value of 
a noise level than a green light or a red light. Such a tendency is 
seen under every temperature condition. In the same illuminance 
condition, a relatively high temperature gives more high evaluation 
of a noise level than a low temperature. From the second experiment, 
a high room temperature gives higher evaluation value of illuminance 
more than a low temperature. And a high illuminance makes a large 
difference of evaluation value. 
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1. INTRODUCTION 

It is very important to find the compound psychological effect of 
heterogeneous environmental factors in the moderate range in our 
=aily life. If more than two different kinds of the environmental 
factors are appropriately combined, an optimum relationship between 
those factors might be found for a comfortable indoor life. So, some 
improvement method of a living environment based on the above combi­
nation of different factors is concretely discussed from a psycholo­
gical viewpoint. In experiment, more than 80 combinations of various 
environmental factors are used by changing noise level, iJluminance 
condition and thermal condition. It is obvious that such a present 
study gives some guiding principle to make our life comfortable. 
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2. EXPERIMENTAL SETTING 

Two kinds of experiments are employed. In the first experiment ( abbr. 
Exp.l ), the evaluation values for noise level change are selected 
under many living conditions, and in the second experiment ( abbr. 
Exp.2 ), the evaluation values for illuminance level change are 
selected under many living conditions. 
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Fig.4 The evaluation 
values for a noise level 
change under three kinds 
of lights ( white light, 
green light, red light ) 
100 lx in a room tempera­
ture 15°C (Exp.l). 

Fig.5 The evaluation 
values for a noise level 
change under three kinds 
of lights 100 lx in a 
room temperature 30°C 
( Exp. l). 

Fig.6 The evaluation 
values for a noise level 
change under four kinds 
of room temperature ( 15, 
20, 25, 30°C) in a white 
light 100 lx (Exp.1) • 



An experimental chamber is made as ( 5.5 x 3.5 x 2.7 )m3 room. A 
recorded ( white ) noise is fed in the chamber by two loudspeakers. 
The room is illuminated by twelve sets of glow lamps. The illuminance 
of ·the surface of desks are controlled by the voltage supplies. 
Thermal conditions are controlled by using two ( heat pump type) air 
conditioners. The blockdiagram of the artficial climate chamber and 
floor plan showing the ·location of subjects, the noise level, the 
illuminance condition and thermal condition pickups are illustrated 
in Fig.l. 

2.1 Experiment 1 Experimental conditions were determined under the 
actual situation appearing in our daily life. Four categories of 
noise level. ( white noise; 55, 65, 75, 85 dB ), six categories of 
illuminance condition ( white light; 5, 100, 400, 800 lx, red light 

100 lx and green light; 100 lx ) and four categories of thermal 
c.ondition ( 15, 20, 25, 30°C ) were given. Subjects were healthy 
students ( male : 10 person and female : 10 person ) 19-24 years old. 
All of them were approved normal to a hearing test. 

A Magunitude Estimation ( abbr. ME) Method is employed to obtain 
some evaluation value for many complex living conditions. In this 
experiment, 65 dB noise lev.el and 100 lx white light are fixed as a 
standard point ( 100 ), and every subject votes a value of noise 
level evaluation under relative conditions. The experiment is car­
ried out along the order of a table of random sampling numbers. 

1000-----~,r-------, 

-·- 30°c 
10 - ------ 25°C 

- -- 20°c 
--1s 0 c l.._ ____ __., ______ _ 

10 100 1000 
Illuminance (lx) 

1000-----------. 
80dBA 

100 

10 

li------------~ 
10 100 1000 

Illuminance (lx) 

692 

Fig.7 The evaluation 
values for an illuminance 
level change under four 
kinds of room temperature 
at a room noise level 60 
dBA (Exp.2). 

Fig.8 The evaluation 
values for an illuminance 
level change under four 
kinds of room temperature 
at a room noise level 80 
dBA (Exp.2). 



2 .2 Ex.erirr-.E::,._ 2 Four categories cf noise level ( white noise 
50, 60, 70, SO dBA ), five catesories of illuminance condition 
( white light; 50, 100, 200, 400, 800 lx ) and four categories of 
thermal condition ( 15, 20, 25, 30°C ) have been employed. All of 
sµbjects were healthy students ( male : 10 person and female 15 
person ). A Magunitude Estimation Method is also employed in this 
experiment, but there is no standard in this case. Every subject 
votes a value of illuminance evaluation under relative condituons. 

3. RESULTS AND DISCUSSIONS 

The results for Experiment 1 are Figs.2 - 6. In this experiment, a 
ME Method with a standard point ( 65 dB noise level and 100 lx white 
light ) is employed. Figures 2 and 3 show the coefficient of varia­
tion for evaluation values for noise level change under three kinds 
of lights ( white light, green light and red light ) 100 lx. Figure 2 
shows the case of a room temperature 20°C, and Fig.3 shows the case 
of a room temperature 25°C. From these figures, the coefficient of 
variation becomes greater far from a value at the standard point ( 65 
dB ). And, this is obvious in the lower level from a standard point 
of noise level. 
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Fig.9 The coefficient 
of variation for evalua­
tion values for an illu­
minance level change un­
der the subjects of men 
and/or women, a noise 
level 80 dBA and 25°C 
room temperature (Exp.2). 

Fig.10 The evaluation 
values for an illuminance 
level change under the 
subjects of men and/or 
women, a noise level 50 
dBA and a room tempera­
ture 20°C (Exp.2). 



Figures 4 and 5 show the evalua~ion values for noise level change 
under three kinds of lights ( white light,green ljght and red light ) 
100 lx. Figure 4 shows the case of a room temperature 15°C, and 
Fig.5 shows the case of a room temperature 30°C. From these two 
figures, in the lower part of noise level, it seems that colored 
lights ( green light and red light ) give the evaluation value smal­
ler than that of a white light. That is, this result tells us that 
there is some control effect. This kind of tendency is seen under 
every thermal condition. Figure 6 shows the evaluation values for 
noise level change under four kinds of room temperatures 15, 20, 
25, 30°C ), in a white light 100 lx. From the above, in the same 
kind of illuminance, a relatively high room temperature makes the 
high evaluation of noise level than a low temperature. 

The results for Experiment 2 are shown in Figs.7 - 14. In this 
experiment, a ME Method without any standard point is employed. 
Figs.7 and 8 show the evaluation values for an illuminance level 
change under four kinds of room temperatures. Figure 7 shows the case 
of a noise level 60 dBA, and Fig.8 shows the case of a noise level 80 
dBA. From these experiments, there are some difference of evaluation 
value affected by a room temperature at a high illuminance. Accor­
ding to the law of psycho-physics "f = kSn, the exponent n can 
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be found as 0.45 - 0.6 in the present expcri:0.ent:., and i::.L.1.s vatue 
seems to be reasonable corresponding to Steve:;s' value. 

Figure 9 shows the coefficient of variation for evaluation values for 
an illuminance level change and there is not•so big difference along 
the illuminance level. Figures 10 and 11 show the evaluation values 
for an illuminance level change based on subjects of men and/or 
women. Figure 10 shows the case of a noise level 50 dBA and a room 
temperature 20°C. Figure 11 shows the case of a noise level 80 dBA 
and a room temperature 30°C. From these results, there are some 
diff=rence between the evaluation values of men and/or women in the 
lower part, but there is no difference in the higher part of an 
illuminance level. 

Figures 13 and 14 show the evaluation values for an illuminance 
under the thermal condition change and five kinds of lifgts ( white 
light 50, . 100, 200, 400, 800 lx ) • Figure 13 shows the case of a 
noise level 60 dBA, and Fig.14 shows the case of a noise level 80 
dBA. From the above, a high room temperature gives higher evaluation 
value of illuminance more than a lower temperature. And a high 
illuminance gives a large difference of the evaluation value. 
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4. CONCLUSIONS 

We always expend a great effort to find the skillful combination of 
living environmental factors such as temperature, moisture, lighting, 
sound and ventilation. If more than two different kinds of the above 
environmental factors are appropriately combined, an optimum relatio­
nship between those factors might be for a comfortable indoor life. 
In this paper, the combination of three environmental factors 
sound, lighting and temperature has been first considered. Then, two 
kinds of experiments have been employed. That is, at first, the 
evaluation values for a noise level change have been selected under 
many conditions, and secondly the evaluation values for an illuminan­
ce level change have been selected under many conditions. From the 
first experiment, a white glow light has given some higher evaluation 
value of a noise level than a green light or a red light. Such a 
tendency is seen under every temperature condition. In the same 
illuminance condition, a relatively high temperature gives more high 
evaluation of a noise level than a low temperature. From the second 
experiment, a high room temperature has given higher evaluation value 
of illurninance more than a low temperature. And a high illuminance 
has given a large difference of evaluation value. Thus, it is ob­
vious that the present study gives some guiding principle to make our 
indoor living life comfortable. 
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TRENDS IN PUBLIC CO~CERN ABOUT ROAD NOISE 

Michel VALLET 
Insti tut Nation·a1 de Recherche sur 
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ABSTRACT 

les Transports et 
Allende, 69500 F 

The paper analyses the evolution of the human responses to 
the traffic noise, during the period between 1965 and 1989, 
according to the results from 4 major acoustical and 
psychological surveys respectively carried out 1963, 197 3, 
1979, 1986. The relationship between the human needs, 
assessed by the surveys and the regulation to protect the 
environment and housing is examined on one hand,: one 
observes a very good reliability of the human responses to 
traffic noise across a quarter of century with a remarquable 
stability of the annoyance threshold, and on the other hand 
a slow but interesting change in the French regulations 
about traffic noise using the Leq A 8-20 h index. The next 
research on this topic shall be to control the noise 
s e.ri s it iv it y of p e op 1 e 1 iv in g near 1 y a rte r i a 1 s ways 
especially during the night, like in others countries. 
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1 INTRODUCTION 

Environmental and protective policies concerning road usage 
noise are extremely costly to implement, particularly when 
existing "black spots" have to be corrected. 

Policies are frequently based on noise thresholds determined 
experimentally since the beginning of the sixties. 

Regulations a.pply to new buildings and roads; for older 
buildings Public Authorities undertake corrective action 
based on higher noise levels than those used applied for new 
construction work. 

Considering the cost variations implied by levels different 
by only a few decibels, research establishments verify the 
pertinence of threshold values whenever possible and confirm 
that the thresholds proposed are stable over time. 

This article reviews French researches carried out in this 
field between 1964 and 1986. The effects of noise on the 
population are classified by negative effects, direct and 
indirect, and positive effects such as the improvement of 
privacy, in dwellings and transportation, as well as the 
increase in activity and vigilance levels. 

Directly negative effects of road noise include loss of 
sleep which can induce slight responses from the cardio­
vascular system although not high blood pressure. It is not 
possible to state that road noise causes hearing impairments 
but it can engender anxiety states. 

Noise disturbs human activities and life-styles and it can 
induce subjective sensations such as a feeling that the 
noise pollution is unpleasant, even to the point of causing 
psychological annoyance. 

Indirect negative effects include the use of medications -
particularly to combat stress - reductions in property 
values and reduced use of dwellings and gardens. 

Many research projects devoted to the study of the impact of 
noise on communications have been undertaken in laboratories 
in which acoustic properties can be extremely closely 
controlled, for example by Kryter in 1985 (12). 
In the same experimental conditions the effects of noise on 
mental activity and performance levels were studied by Moch 
1987 (13) and on sleep by vailet 1987 (14). 

Some authors began by conducting surveys to 
various sources of noise like Morton-Williams 
and to determine the frequency at which 
perceived noise. 

isolate the 
in 1978 (15) 
inhabitants 

Other studies seek to establish relationships between the 
restrictions felt by people living near roads and acoustic 
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energy levels - Langdon 1976 (16). New studies consider 
secondary acoustic factors such as the number of noises -
Fields 1984 (17) or Rice 1980 (18), the period during the 
day in which they occur - Bullen 1982 (19) and personal or 
situational factors affecting annoyance such as Levy Leboyer 
1988 (20) . 

In all these studies, scientists are seeking to determine 
whether thresholds exist by constructing a relationship 
between noise measured on the elevations of buildings and 
annoyance evaluated by psycho-sociological surveys using 
questionnaires. 

The thresholds. retained are the points of inilection of the 
response curves which are shown as clusters of values and 
not as a continuous graph. 
Thresholds can be determined by other mathematical formulae 
such as the segmentation of the distribution of responses 
concerning annoyance. In other studies thresholds are 
determined as a percentage of all those_ stating that they 
are very annoyed (15% for example). 

Since 197 8 in France, the regulations use the Leq. index 
measured or calculated from 8 a, m, to 8 p, m,, which is 
representative of the annoyance felt during a 24 hour 
period ; nightime noise is not measured quite simply 
because, on urban freeways, there is a strong relationship 
between the Leq, 8 a,m, - 8 p,m, values and the noise values 
but the problem is very different in roads with lower 
traffic loads. 

A threshold adopted in 1978 was 
threshold retained is "located in 
dB (A) ", levels close to 60dB (A) 
possible for dwellings located in 
or in other cases if additional 
( 21) . 

2 - SURVEY RESULTS 

2. 1 - Motorway noises 

65 +/- 5dB (A); The new 
a range of from 60 to 65 

were sought as far as 
"calm residential areas" 
costs was not excessive 

The first research was published in France by Lamure and 
Bacelon (1) in 1964~ This survey was carried ·out on a sample 
of 420 people living near motorways. 

The annoyance indicator used for cross-referencing with the 
acoustic levels was- an index related to the opening and 
closing of windows. 

The noise indicator is the L50, i,e, the noise level reached 
or exceeded during 50% of the time. If traffic loads are 
heavy, as in this case, distribution of the measurement 
samples is a gaussian curve and the Leq, can be estimated 
from LS0 (2). 
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Leq = L50 + 0,11 s in which sis the standard deviation of 
the values measured 

~ Figure 1 
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Figure 1 : 

Are you obliged to close the windows when you invite friends 
and relations? 

Question 20 in Lamure-Bacelon 1964. 

The response curve as a function of noise quite clearly 
shows ( see Figure 1) a 62 dB (A) threshold above which 
annoyance frequency increases rapidly. Using the formula 
above, the Leq is thus calculated to be 63 dB(A). ' 
This threshold virtually became officialized in the context 
of the French "Acoustic Comfort Label" in 1972. Insulation 
in dwellings became obligatory to obtain the Label above 
L 50 63 dB(A) measured 2 metres in front of the 
elevations. 

2 . 2 - Noise from urban freeways 

A second survey was carried out by Vallet and Maurin in 1973 
(3) on a sample of 1000 people living close to urban 
freeways in 10 French towns and not just in the Parisian 
region unlike the study by Aubree in 1972 ( 4) .. As an index 
of annoyance the authors considered the percentage of people 
who felt very annoyed and this hypothesis was used again in 
1977 by Schultz in the U.S.A. when reviewing all published 
studies (5). 
Two acoustic indexes were retained 
- the Leq equivalent energy level during daytime and level 
Ll during the evening i,e, which was reached or e~ceeded 
during 1% of the time. The threshold proposed in the 8 a,m, 
to 8 p.m, Leq is 62 dB(A) which is quite clearly 
demonstrated in figure n° 2. 
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In th~ graph for the "quite + very annoyed" category, 
response rates aie high at the 62 ~B(A) level particularly 
for those people living in houses. 
Because of these observations, the threshold proposed was 62 

._dB (A). For cost reasons, public authorities adopted a 65 
dB(A) +/- 5 dB threshold. However, the upper - 70 dB(A) -
~.q.reshold was very rapidly suppressed. 

% Figure 2 
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Figure 2 : 
Disturbance response as a function of noise levels 

361 housewives and other people in the home 
Very annoyed people a 
Very annoyed people+ quite annoyed people ♦ 

2 . 3 - Urban noise in large towns 

A third survey was conducted by Lambert in 1979 (ref. 6) on 
a sample of 1500 people living in urban areas in large 
towns. 

One of the unique features of this research was that it 
examined the behaviour of people exposed. to noise the 
behavioural indices which were observed were, in principle, 
less subjective than the annoyance levels these are the 
percentages of people who take sleep inducing medication or 
do not use their balcony or garden,, who take measures to 
soundproof their home or who often go away for the weekend, 
Nevertheless, to enable comparisons with previous studies, 
questions on annoyance levels.were asked. This survey was 
also characterised by a higher level of accuracy of the 
noise measures which were nevertheless still carried out on 
the front elevations of the homes. Using Favre's noise level 
forecasting techniques (ref. 7), acoustic levels were 
determined for each room within the home ,and weightings were 
applied to the measurements implemented based on values 
calculated as a function of annual average road traffic. 
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This effort to obtain accuracy and the way in which physical 
measurements were represented were used to obtain a 
correlation coefficient 0,64 between noise and 
individual responses to annoyance. 

If the response rate of very annoyed people (figure 3) is 
considered, a 61 dB(A) threshold can be observed during the 
Leq 8 a,rn, - 8 p,m, period and 60 dB(A) if the people who 
were quite annoyed and very annoyed are added together 
(figure 4). 
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Figure 3 : 
Noise and annoyance during daytime (from Lambe rt ) 
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Figure 4 : 
Daytime noise and annoyance~ 
Very+ quite annoyed people. 
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2. 4 - The French National noise survey 

In 1986, Maurin and Lambert carried out a national survey on 
noise exposure in ·Fra:nce ( 8) . A sample of 2000 people were 
questioned in towns and communities ·of all sizes, from Paris 
to the country villages. 
A major acoustic measurement campaign was impiemented, which 
enabled the determination of relationships between annoyance 
and the acoustic l~vels measured. · 
The questionnaire aimed to obtain spontaneous reactions to 
different nuisances at home, The authors found a 
significant d~fference between people who did not mention 
noise and those ~ho did. 
The threshold is located between 60,2 dB(A) Leq 8 a,m, - 8 
p,m, and 64,1 dB(A). Below 60 dB(A) there was no spontaneous 
reaction to noise as a nuisance. This survey also considered 
the level of annoyance expressed, presented in the following 
Figure 5. 
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----e- not at all 

little 

II quite 

0 very ennoyed 

r 
< 50 50-53 53-56 56-59 59-62 62-65 65-68 68" 71 > 71 dB(A) 

(origine : Maurin) 
Figure 5 

Daytime Noise VS Annoyance 

As in the previous surveys, if one considers the percentage 
of very and quite annoyed people, a rapid acceleration in 
the response rate of these people at 59 dB (A) is observed, 
which indicates that the threshold previously determined in 
this survey, i, e, 60 dB (A), is identical to the survey 
carried out on behaviour patterns (6). 

In this national study the annoyance level table was then 
segmented; in this case the threshold determined is equal 
to 63 dB (A) . 
To conclude, a significant stability over time for annoyance 
thresholds due stemming from road noise was observed. The 
threshold values obtained with comparible acoustic indices 
are in the 60 to 63 dB(A) in daytime Leq. Given the accuracy 
with which annoyance was evaluated - which cannot be perfect 

and the natural fluctuations of public opinion about 
noise, or opinions arising from informational campaigns, it 
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can be considered that over 25 years (i, e, from 1963 to 
1988) the annoyance due to road traffic noise is stable and 
that the annoyance threshold is in the 60 to 62 dB(A) range 
in daytime Leg terms. This stability, which can be 
assimilated to measurement reliability, quite clearly 
indicates that the threshold is significantly lower than 
65 dB(A) threshold currently used by the Public Authorities 
and that the 60 to 65 dB(A) range needs to be tightened; 
this being said it is a fact that roadway and housing 
engineers and designers are aiming to obtain noise levels 
approaching 60 dB(A) whenever budgets and techniques permit. 

3 - THE VALIDITY OF THE ENVIRONMENTAL QUALITY ACOUS-
TIC INDICATOR 

We shall now examine the validity of the Leg 8 a,m, - 8 p,m, 
index as a meaningful indicator for a complete 2 4 hour 
period and variations in acoustic energy levels. 

A close relationship between the Leg daytime and the Leg 
nightime values has been established on several scores of 
measurement points and for relatively uniform urban 
freeways. This relationship is often misunderstood and even 
contested by road construction engineers, municipal 
technical services and of course by residents associations 
living close to roads. 
As long ago as 1982, Maurin (ref, 9) demonstrated that in 
fact differences in noise levels between daytime (Leg 8 a,m, 
- 8 p,m,) and nightime (Leq 12 p,m - 5 a,m,) vary from 8,2 
to 13, 5 dB (A) for a limited sample of measurements ( i, e, 
obtained from 60 or so measurement points). 
The differences between daytime and evening (Leq 8 p,m, - 12 
p,m,) vary between 3,8 and 6,1 dB(A) and the differences in 
level between daytime and the early hours of the morning (5 
a,m, - 8 a,m,) vary from 0,4 to 3,8 dB(A). 
In those cases in which the difference in daytime (Leq 8 
a,m, - 8 p,m,) and nightime (Leg 12 p,m - 5 a,m,) is low, 
this would correspond to roads with heavy traffic loads, 
Protection afforded by an acoustic threshold not to be 
exceeded during daytime is inadequate for the nightime 
period. 

Lambert 1985 ( 10) calculated that this phenomenon also 
occurs when the difference is under 6 dB(A), for example in 
the case of Leq daytime values of from 55 to 65 dB (A) . 
Recent work by Maurin 1988 (11) confirms that the 
relationship between daytime and nightime levels are far 
from constant. 

Table 2 shows that the difference between Leq 8 a,m, - 8 
p,m, values and values for the 10 p,m, - 6 a,m, period can 
be as much as 10 dB(A). 
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Leq 8 a,m,-8p,m, Leq 8 
service roads 
minor roads 
a~t~rial or trunk roads 

p,m,-6 a,m. 
58,8 
63, 1 
68,6 

Table 2 : 

Difference 
46,5 
52,8 
58,3 

12,3 
10,4 
10,3 

Acoustic levels measured on differeni types of roads. 
A more detailed examination of these results, obtained from 
375 acoustic measurements made during a 24 hour period 
thtoughout France, shows a rather different, more contrasted 
situation. 

Daytime-nightime contrast is less significant when daytime 
noise levels increase and more significant when it affects 
quieter areas. 
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Figure 6 : (origin Maurin) 
Statistical difference between Leq 8 a,m,-8 p,m, 

and Leq 10 p,m,-6 a.m. 

Figure 6 shows that for the 10 p,m,-6 a,m. Leq measurements 
below 41 dB(A) the Leq for the 8 a,m,- 8 p,m, period is 
higher by 12 to 16 dB(A), with a standard deviation of 1 1 1 
dB (A) • 

For nightime noise levels over 65dB(A) the daytime Leq is 
higher by 2 to 3 dB(A) with a standard deviation of 1 dB(A). 
In this way we can state categorically that the differences 
between daytime and nightime Leq are not similar and· 
therefore we cannot reason and work from the 8 a,m,- 8 p,m, 
Leq; from this recent data the equation for the regression 
would be : Leq 8 a,m,-8 p,m, = 0,69 (Leq 10 p,m, -6 a;m,) + 
25,8 in dB(A). 
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4 - CONCLUSIONS 

Examination of research carried out over the last 25 years 
shows a remarkable stability in average levels of people's 
reactions to traffic noise. 

The survey methods used to understand the requirements of 
the population are simple in design, which does not preclude 
a detailed investigation enabling time-space comparisons. 
The threshold is located between 60 and 63 dB(A) for the Leq 
8 a,m,-8 p,m, acoustic indicator. 

As for the indicator selected, it should be recognised that 
the period used for calculation and measurement does not 
sufficiently reflect the difference between evening and 
nightime. 

Acoustic levels at night are not systematically related to 
daytime levels. 

It would be interesting therefore to reexamine the question 
of the needs of populations during the evening and at 
nightime for a major part of the French road system as 
traffic loads on roads change with lifestyles and lifestyles 
have changed in a major way over the last twenty-five years. 
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