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The Modelling Of Radiation From An Expanded-Metal
Press Using Dimensional Analysis

D.M. Eager and J.C.S. Lai
Acoustics and Vibration Centre, University College
The University of New South Wales
Australian Defence Force Academy
Canberra, ACT, 2600, Australia

Abstract

As part of a study in quantifying the noise radiated during the operation of an expanded-metal
press, it has been found that the radiated noise level is dependent on the sheet material properties
(bending stiffness and density), the sheet thickness, the sheet surface area and the press operating
speed. For a given press, it will be convenient to be able to predict the radiated noise level based on
limited measurements. In this paper, it will be shown that all the six critical variables of an ex-
panded-metal press can be organised into three non-dimensional groups using dimenional analysis.
Extensive field measurements of the radiated noise from the expanded-metal press indicate that
these results when expressed in terms of these three dimensional groups, collapse onto a single
curve, within the limits of experimental accuracy. Based on these results, it can be shown that the
radiated noise level of an expanded-metal press can be predicted once the operating conditions of

the press are known.

Introduction

This paper reports some aspects of the continued col-
laborative research undertaken by the Acoustics and Vi-
bration Centre (AVC) and BHP Building Products
(BHPBP). The overall aim of this research is to reduce
noise on a 120 tonne Emil Bender press which has been
modified to manufacture expanded-metal mesh from flat
metal plate feedstock [1-8]. A schematic of the press and
measurement location is shown in Figure 1. The par-
ticular research reported herein presents, using dimen-
sional analysis, the three non-dimensional groups for the
radiated noise from this press.

The explicit aim of this paper is to document how enor-
mous amounts of experimental data can be condensed
into a meaningful single curve. Eager et al. [4] had pre-
viously acquired acoustical radiation data at five differ-
ent press operating speeds and three different feedstock
thicknesses, giving a total of 15 data sets. Dimensional
analysis is herein employed to reduce this somewhat
complex and voluminous data into a simpler form. This
in turn allows the predictions of radiated noise levels
based on limited measurements.

Dimensional analysis is a useful data reduction tech-

nique. It is particularly helpful in problems where a rig-

orous theoretical analysis is difficult or impossible. The

basis of this method is the so-called principle of dimen-

sional homogeneity, which states that in any equation
10. Position and method of feedstock constraint; and
11. Feedstock material.
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representing a physical relationship the dimensions of
the left-hand side of the equation must be the same as
the right-hand side. Two different methods of dimen-
sional analysis were used to find the dimensionless
groups for the expanded-metal (XPM) press. The first
method was developed by Lord Rayleigh and uses the
principle that any relationship can be written as a power
series. The second method is more systematic and uses
the so-called Pi () theorem, first attributed to Bucking-
ham. Only the latter is presented herein.

Selection of primary control variables

The following process variables were identified during
the initial inspection of the XPM press as parameters
that may affect the overall sound pressure level L, dur-
ing normal production:

1. Feedstock thickness;

Feedstock length;

Feedstock width;

Press speed;

Cutting blade clearance;

Cutting blade profile;

Strand width (feedstock feed rate);
Condition of cutting blades;

O R TV N

Use and type of cutting lubricant;

Clearly, the number and diversity of the identified vari-
ables precluded the testing of all the possible combina-
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Figure 1: Expanded-metal press and measurement configuration

tions and permutations. The complexity of this task was
reduced after a preliminary noise survey of the press re-
vealed that the sound pressure level L, on the feed-side
of the press was some 10 dB(A) higher than the product-
side. This allowed the variables associated with the cut-
ting noise to be ignored until noise reduction techniques
had been successfully applied to the feed-side of the
press. This was possible as the feedstock radiation was
masking the noise from both the cutting process and ma-

chine operation.

The next obstacle to overcome was the selection, and

agreement between BHPBP and the AVC, of a

product to which all tests could be referenced. It

was essential that these tests be easily repeatable

so that comparisons could be made as noise re-

duction techniques were applied or when produc-

tion modifications were made to the press. The

product that was finally selected was th

‘Gridmesh’ 50075 manufactured from mild steel,

see Figure 2. This product was chosen for the fol-

lowing reasons: ‘

1. Economically, ‘Gridmesh’ 50075 was consid- L \
|

o

\ )

ered the most cost effective option. It was
noted that there was no standard product that
allowed the testing of the proposed test vari-
ables and the manufacture of 100% saleable
product. No matter how the testing was per-

Material Travel
—_

I~~~ Cutting Blade

i~ Blade Clamping Bar

\
(
XL

formed it would involve the manufacture
of scrap product. To reduce the amount
of scrap product and hence the cost of
the testing it was desirable to produce,
wherever possible, standard product
which could be sold. We therefore chose
a series of tests that limited the amount
of scrap by using 5 mm feedstock and
the ‘Gridmesh’ x0075 product configu-
ration as the reference (where x is the
feedstock thickness). Further, the raw
material was identified as the major
manufacturing cost, this cost being pro-
portional to the weight of the material.
By manufacturing scrap from the thin-
ner, or lighter gauge, feedstock the cost
of the trials was further reduced;

2. ‘Gridmesh’ 50075 was a high volume
product. This was important as it meant
that any product produced would not be
held in stock for extended periods of
time and hence would not increase the
inventory stock levels. The testing could
thus be scheduled more readily into a
very tight and complex production
schedule;

3. The machine downtime would be lim-
ited as using ‘Gridmesh’ 50075 pro-
duced the greatest quantity of saleable
product. The time spent doing the trials

was equivalent to running normal production. This
allowed the tests to be programmed within the nor-
mal production schedule. This also meant that it was
not necessary to retool the press before and after
each series of tests, giving a potential production
time saving of approximately 8 hours per test run;
and

‘Gridmesh’ 50075 had previously been identified as

the nosiest standard product. Since a major aim of

the project was to reduce the noise exposure to com-
ply with present and future legislation, it was logical

—
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Figure 2: ‘Gridmesh’ 50075 product
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to conduct the majority of the tests using the product length. It was therefore postulated that the rms sound
that had the greatest potential to affect the operator's pressure (p) was a function of the feedstock length
daily noise dose. (a);

. . . . 3. It is also well documented that the stiffness of a vi-
Selection of variables for dimensional analysis

We identified the following issues which suggested that
dimensional analysis would be of benefit in the study of
the XPM press:

1.

The number of tests conducted would be reduced by
using dimensional analysis to select the most appro-
priate variables. These could be used as control vari-
ables during the experimentation phase of this inves-

brating plate affects the sound radiation. Of all the
types of waves that can travel in plates bending
waves are by far the most important for sound radia-
tion. It was postulated that the feedstock radiation
would depend on the bending stiffness or flexural ri-
gidity (D) of the feedstock material. Recalling [9] the
bending stiffness (D) for a rectangular plate is:

tigation; D= Eh3 5 (2)
2. Establish the dimensionless parameters for the XPM 12(1-v7)
press which would reduce the measured data into a
more compact and meaningful form. Through such where E is the Young's Modulus of the feedstock
incisive and uncluttered presentations of information, material, 4 is the thickness of the feedstock and v is
researchers are able to discover new features and the Poisson's ratio of the material. It was therefore
missing areas of knowledge; postulated that the rms sound pressure (p) would be a
3. Produce a generic dimensionless graph that could be function of the bending stiffness (D) of the feed-
applied widely throughout the XPM industry for ——
predicting L, at various standard operating condi- . During the preliminary measurements it was also
tions for specific parameters. Dimensional analysis noted that L, increased with both increasing feed-
would make it possible to generalise the limited ex- stock thickness (4) and machine operating speed
perimental results to situations involving different (spm). The feedstock adjacent to the cutting-blade
feedstock material properties, feedstock material di- was visually observed during the cutting phase to
mensions, and press variables. The consequence of bend and lift both itself and the blade-clamp. The
this generalisation is manifold, since one is now able force from the cutting-blade impacting upon the
to describe the phenomenon in its entirety and not be feedstock was greater than the force constraining the
restricted to the actual experiment that was per- feedstock. As the cutting-blade retracted, the gravi-
formed. Thus it was possible to conduct fewer highly tational and strain energies stored in the deformed
selective experiments to achieve the same result and feedstock were subsequently released and the feed-
thereby achieve savings in both time and cost; and stock slapped t}_le feedtable. It was this slapping that
4. Dimensional analysis allows management to predict prodinesl Shis Hiesesigs 0. Lo SEbyech e el dnd

the L, of the press for various production situations.
For example, a machine speed for a particular prod-
uct can be chosen which minimises the noise expo-
sure of the press operator.

In selecting the variables to be used in the dimensional
analysis of the XPM press we considered the following
issues:

1.

Since the measured sound pressure level L, is in dB
which is dimensionless, it has to be converted into
rms sound pressure (p) in Pa using Equation 1:

p=2x10"%*10%"%

(hH
This relationship was applied to all the measured
data to obtain a dimensional value of the rms sound
pressure (p). This was then used as the primary inde-
pendent variable in the dimensional analysis.

Feedstock radiation had previously been identified as
a major noise source. It is well documented that L, is
proportional to the surface area of the radiating body.
It was also noted during the preliminary measure-
ments that L, dropped with decreasing feedstock
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product sides of the press. To keep the units consis-
tent for dimensional analysis the machine operating
speed data was converted to sps as follows:

spm

Sps =
PP=760

3)

It was therefore postulated that the rms sound pres-
sure (p) would be a function of the feedstock thick-
ness (h) and the press operating speed (sps).

. It was noted by inspection that the feedstock thick-

ness (h) and feedstock length (a) combination would
yield a dimensionless shape factor.

To derive a third  group it would be necessary to
introduce another variable. Feedstock density (p)
was chosen as it is a material dependent variable and
introduced the mass dimension that would help to
account for the gravitational forces acting on the
strained feedstock. It was further postulated that the
rms sound pressure (p) would be a function of the
feedstock density (p).

In summary it was postulated that the rms sound pres-
sure (p) would be a function of the feedstock thickness,



Table 1: Dimensional analysis, units & dimensions

Variable Symbol Units | Dimensions Comments
(MLT)
Sound pressure p Pa ML'T? Measured variable
Feedstock thickness h mm L 3,4 and 5 mm
Feedstock length a m L =03102.4m
Press speed sps s e 65, 80, 100, 120 & 140 spm
Bending stiffness D N.m MLT? D-flE I, v)
Density p kg/m’ ML? 7,860 kg/m’

feedstock length, press speed, feedstock bending stiff-
ness and the feedstock density, as given in Equation 4:

p=f(h,a,sps,D,p) 4

The density was held constant throughout the investiga-
tion by conducting all the tests using mild steel feed-
stock. Also, the effects of the feedstock boundary condi-
tions were eliminated by conducting batches of tests
with the feedstock constrained in exactly the same man-
ner. The feedstock was constrained by pinch-grip clamps
symmetrically located on the trailing edge of the feed-
stock at 450 mm separation (Figure 1). The feedstock
width was held constant at 1200 mm so that the feed-
stock area was proportional to the feedstock length. The
machine speed was varied in increments from the mini-
mum press speed, 65 spm, up to the maximum machine
speed, 140 spm. The feedstock thickness was varied in
three equal increments from 3 mm up to 5 mm. Table 1
lists a summary of the quantities used for the dimen-
sional analysis derivation.

Buckingham's method

The Buckingham Pi () theorem was used here to de-
termine the dimensionless groups for the XPM press.
This theorem states that any homogeneous equation ex-
pressing a functional relationship ¢ between n vari-
ablesAi, A, As,...A,, of the form

oA, A2, A3, A, =0 )
has a solution of the form
$[m. 7y, 75,... 7, ]=0 (6)

where each mis a dimensionless group and v is the num-
ber of fundamental dimensions required to represent the
n variables. Since the fundamental dimensions are mass
(M), length (L) and time (7), v=3. As the number (n) of
the variables as listed in Table 1 is 6, we expectn-v =3
dimensionless groups for the XPM press. From Table 1
and Equation 6 we have:

¢[m). 7y, 73, ]=0 (7)

Ideally it would be desirable to obtain a solution con-
taining p, h and sps in each 7 group. Therefore we will
solve for p, h and sps.

Arranging the dimensional information in tabular form,
where the indices of the fundamental units appear in
rows. Each column is numbered from the left-hand side
(Kl, Kz, Kj, K4, K5 and Kﬁ)

K, K, K; K, K Ks

p h sps a D p
M 1 0 0 0 1 1
L -1 1 0 1 2 -3
T -2 0 -1 0 -2 0

We can now write the dimensional equation in terms of
the K, for each fundamental unit as follows for M, L and

T respectively.

That is for M

Ki+Ks+Ks=0 (8)
and for L

-Ki +K:+K4+2K5-3K¢=0 9)
and for T

-2K1-K3-2K5=0 (10)

As three 7 groups are expected and it would be prefer-
able for sound pressure (p), feedstock thickness (/) and
the press operating speed (sps) to appear independently,
we will solve for K, K2 and K3 in terms of K, K5 and
K6; that is the K’s associated with the variables a, D and

p.

Ks + K¢ =- K| (11)
K +2K5-3K(, :KI'KZ (12)
2Ks=-2K|-KJ (13)
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Letting Ks= 1, ks =0 and K5 = 0, we ob-

(14)

Now letting K4 =0, Ks =0 and K6 = -1, we

15)

Also letting K4 = 0, K5 = -1 and K = 0, we

tain
K1=0
Kz =-1
K;=0
obtain
K/ =]
Kz =—2
Kj =-2
obtain
Kl :1
Kz:- 3
K3:0

(16)

We can now write the dimensionless groups
in matrix form using the values of the K;
derived in Equations 14, 15 and 16 above.

LAq.Zs

[¥—¥ 4mm x 65spm 1

>—>» 4mm x 80spm

+—+ 4mm x 100spm
*—x 4mm x 120spm
*—* 4mm x 140spm

500 1000 15‘00 20|00 2500
feedstock length (mm)

Figure 3 Lacgas verses feedstock length for 4mm thick feedstock for the
Emil Bender expanded-metal press.

K, K; K; Ky K Ks
p h sps a D p
m 0 -1 0 1 0 0
7c2 1 -2 -2 0 0 -1
YA 1 3 0 0 -1 0
Collecting the terms from the matrix we obtain
a
T =— 17
157 7)
7y =— P ; (18)
h”.sps™.p
3
ph
M=t — 19
3= (19)
o7y, 7y, 3]=0 (20)
3 a
a p ph 7
=i —— =0 21 N
h hz.sps2.p -

These dimensionless groups were similar to

those derived using Rayleigh's method.

Results and discussion
Experimental data had previously been ac-
quired at five different press operating
speeds and three different feedstock thick-
nesses, giving a total of 15 data sets. The
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information within each individual data set was obtained
by taking a continuous 2 second duration Lagzs for the
entire 2400 mm sheet of feedstock. Figures 3 and 4 are
plots of this raw data. In Figure 3 the feedstock thickness
is held constant at 4 mm and A is plotted against the
feedstock length for various press operating speeds. In
Figure 4 the press operating speed is held constant at
120 spm while the Laeqos is plotted against feedstock
length for various feedstock thicknesses. It is worth
noting that Figure 3 is one in a family of three possible
graphs while Figure 4 is one graph in a family of five
possible graphs. When the 15 data sets are plotted in
terms of the non-dimensional m; and 7, groups as shown
in Figure 5, they can be seen to collapse into three very
distinct feedstock thickness families. It is evident that
these curves obey a power law of the form:

Ty =m] (22)

A— 3mm x 120spm
%—x 4mm x 120spm

AN—~A Smm x 120spm

& “k‘“‘*‘kﬁf‘*‘

Sk sk akhba

ijﬁ

5(‘>0 1000 1500 2000 2500
feedstock length (mm)

Figure 4: L verses feedstock length for 120spm operating speed for
the Emil Bender expanded-metal press.
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Figure 5: Non-dimensional 7 groups for the Emil Bender
expanded-metal press.

If we assume that n is a function of the feedstock thick-
ness 4, then:

n.f(m)

Ty =1 (23)

or

logig 7y =n. f () log g 7, (24)

The data sets for the five press operating speeds for each
feedstock thickness were then grouped and a non-linear
curve fit applied to determine the functional relationship
for n.f(r;). Three values of n were thus obtained. These
values of n were in turn plotted against / and a linear re-
gression performed to obtain the slope and n-intercept
values.

The results were then normalised to a refer-
ence feedstock thickness 4, to convert them
into a non-dimensional form. The following
relationship was thus obtained:

a

(136+0.012(h/h,,; ))
m=(%) ’ @

where; a = feedstock length, 4 = feedstock
thickness, 4,,= 5 mm feedstock.

The 15 data sets are then plotted using
(1.36+0.012(h/hyor )

3 :(%) 7" and
wy=plh*.sps®.p As shown in Figure 6,
the measured data are now reduced to a sin-
gle and elegant relationship for the Lacgas at
varying operating speed, feedstock thickness
and feedstock length. By reversing the proc-

pl(sps”.a*.p)

ess it is a simple matter to use the non-dimensional 7
groups to predict the sound pressure level for this press
at any operating speed, feedstock length and/or feed-
stock thickness. Thus it is now possible through the use
of these simple relationships to predict the relative noise
levels based on limited measurements. The third dimen-
sionless group 7; = ph’/D was not used in the data re-
duction as we were unable to conduct experimental tests
using different feedstock materials to test our predic-
tions.

Conclusions
Dimensional analysis was used to establish three non-
dimensional 7 groups for the acoustic radiation from an
expanded-metal press, namely:

p ph’

o
h’p2 spstp D

The experimental results were presented graphically in
their dimensionless form. Within the experimental accu-
racy the complex experimental results have been suc-
cessfully reduced into a single curve in terms of the first
two dimensionless parameters. Further testing and analy-
sis will be directed towards confirming the third 7 group
if other feedstock materials are used by BHPBH under
production conditions.
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Feedback control ear defender
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Abstract

Unwanted acoustic noise can have adverse psychological effects on people exposed to noise envi-
ronments. It can create an inefficient working place due to increased fatigue and loss of concentra-
tion and many workers suffer from temporary or permanent noise-induced hearing loss. In order to
reduce the level of noise reaching the ear, passive protection devices are commonly used. However
passive means is only limited to the higher frequencies. In the low frequency range such devices
have poor sound attenuation characteristics. Since practical sound absorption materials have poor
absorption characteristics at low frequencies, the use passive means becomes bulky and impracti-
cal. In order to improve the low frequency attenuation of passive earmuffs active control can be
employed. In this paper the design and implementation of two analog feedback ear defenders will
be presented to show their effectiveness compared to passive systems in low frequency attenuation.
Moreover the feasibility of a tailor-made ear defender to suit a specific noise environment will be
discussed . Finally the general performance.of the prototypes will be presented and important con-

siderations towards manufacturing outlined.

Introduction

Active Noise Control(ANC) was first proposed by Paul
Leug in 1936 in his patent " Process of Silencing Sound
Oscillations"[1]. It was the first time that the idea of ac-
tive control was described and the principle of measur-
ing the sound field with a microphone, manipulating the
resulting signal electronically and then feeding it to an
electroacoustic secondary source used. The next major
work in the field occurred in the 1950's when Olson et
al. explored the feasibility of active noise attenuation in
a partial space around a man's head. In 1953 Olson and
May[2] described an active noise control system which
they called an "electronic sound absorber". While the
work of Leug is characterised as feedforward control,
that of Olson used the feedback principle to achieve
control at the microphone location. Because of the limi-
tations of electronics at the time no further work of
practical importance was carried out until the
1970's[3,4]. Since then the application of active attenua-
tion techniques to hearing protection has attracted a lot
of attention and researchers have investigated both feed-
forward and feedback control strategies. Carme[5] pro-
posed a filter to compensate the open loop of the elec-
troacoustic system in a feedback strategy. Sha et al.[6]
used feedforward control in an active ear defender. Both

methods make use of the principle of superposition of

waves to achieve cancellation at the ear.

The compensated feedback principle

Figure 1 shows a dynamic circumaural headset fitted
with a microphone M. Suppose that such a device is
worn in a random noise environment of pressure P .
Let the uncontrolled pressure sensed by the ear with the

control circuit off be P, and the pressure after control

Acoustics Applied

From a practical point of view the process of attenuating
sound consists of detection of the unwanted signal, in-
verting it and superposition of the primary and secon-
dary control signals. The detector used, such as a micro-
phone is required to have a flat response and linear
phase characteristics. The controller carries out the in-
version and adjusts the amplitude of each signal. After
the signal is detected and processed by the controller the
output is used to drive a secondary source, such as a
loudspeaker. The various arrangements of the detector,
controller and secondary source determines whether the
control is feedforward or feedback. In the former the
sensor outside the ear defender detects the unwanted
noise and the signal fed through a controller and finally
output to the ear by the secondary loudspeaker. Whereas
in the latter the sensor is fitted inside the electroacoustic
cavity itself and the detected signal is fed back to the
secondary source via the controller. The main limitation
of feedback is the compromise between good attenuation
and good stability of the closed loop system. In feedfor-
ward control the main drawback is the variation of the
primary transfer function which is the complex ratio of
the uncontrolled signal at the ear to the primary signal
outide the ear defender. The feedforward controller has
to continually change to adapt to the changing condi-
tions. In this paper the design and implementation of an
analog feedback compensator will be described.

be P_. In feedback control the signal picked up by the

microphone is sent to the compensator C which in turn
drives the loudspeaker L. The resulting electroacoustic
sytem is assumed to be linear and can be represented by
the block diagram of Figure 2(a) where H,,, H, and

H, are the transfer functions of the microphone, loud-

speaker and compensator respectively. H, is the acous-
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Fig. 1. Feedback ear defender arrangement.

tic cavity and absorption transfer function. For analytical
purposes the block diagram of Figure 2(a) can be simpli-
fied into that of Figure 2(b) in which H| is the secon-
dary transfer function -of the electroacoustic system
which comprises of the cavity, loudspeaker and micro-
phone. That is H =H, H, H,. The open loop transfer

function can be defined as H =H_ H..

The closed loop transfer function can therefore be writ-
ten as

P__ 1

P, (1-H))

u

(1

Eq. (1) also represents the attenuation at the microphone
location. An absolute value much less than unity is de-
sirable and represents a reduction of sound level whereas
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Fig. 2(b). Simplified block diagram.

a value greater than unity indicates an increase in level.
The overall performance of the feedback system de-
pends on the open loop response of the electroacoustic
system and the purpose of HL is to electronically alter
the uncompensated open loop characteristics of the sys-
tem. The main limitation to the feedback structure is the
inherent stability problem which occurs when the de-
nominator term of Eq. (1) vanishes, that is when

1-H,=0 2

If for some critical frequency the open loop magnitude is

unity and the phase shift is 09, £360°, then the system
becomes unstable in closed loop. In physical terms the
pressure at the ear at the critical frequency becomes very
large. For the system to stay stable in closed loop the
magnitude of the total open loop response must be less
than unity at the phase crossovers. It should be noted
that just outside the band of attenuation there is always
some increase of level instead of reduction because of
the phase shift in the system. This can be explained if the
magnitude of Eq. (1), say 7, is set to unity. For a phase
shift ) in the total open loop response it is necessary

that
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Fig. 3(b). Effect of increasing damping.
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Where @, @ p are the zero and pole locations respec-

tively and 5 58 5 , are the associated damping coeffi-

cients. The experimental frequency response of such a
filter with a lightly damped pole at 20 hz and zero at 70
hz is shown in figure 3(a). If the damping coefficients
are increased the frequency response of figure 3(b) is
obtained. The resulting filter is of minimum phase char-
acteristics and suitable for feedback compensation[5].

Experimental results and discussion

Two headsets have been implemented with feedback
control based on the biquadratic compensator of Eq.
(4). In each case only two cascaded second order com-
pensators have been used in order to keep the electron-
ics simple. The system performance in terms of maxi-
mum attenuation, wide control bandwidth and good sta-
bility has been optimised numerically to achieve the de-
sired end results. In the first instance a circumaural high
impedance headset is employed to actively attenuate a
band of low frequency noise. In the second instance a
passive ear defender fitted with transducers is used to
attenuate a narrow band. The peak attenuation obtained
for such a system depends on the desired bandwidth of
attenuation and vice versa. The wider the band in which
control is desired the lesser will be the peak attenuation,
and the narrower the control band the higher the peak
reduction at the ear. For the circumaural headset of Fig-
ure 1, the uncompensated open loop frequency response
is as shown in Figure 4(a) below. When two cascaded
biquadratic filters of Figure 4(b) are added into the loop
the total response becomes that of Figure 4(c). The gain
of the open loop of this active ear defender is limited by
the phase cross over in the low frequencies. For good
system stability a gain margin of 6 dB and phase margin

of 459 has been allowed for.

The attenuation of the headset was obtained by measur-
ing the power spectrum at the microphone without and
with control from an octave band generator of center
frequency 125 Hz. The results are as shown in Figure 5.
The band of attenuation is from 30 Hz to above 1500 Hz
with a peak of above 20 dB at 180 Hz. A slight increase
in level below 30 Hz is a direct result of Eq. (3) and can
be minimised by ensuring that the magnitude of the open
loop response is much less than unity in this region.

Passive ear defenders are widely used in industries but
are deficient in the attenuation of low frequency noise.
The problem can be reduced by using a combination of
active and passive control as described previously. If
however the need arises for the attenuation of a specific
narrow band noise then broad band attenuation is not
necessary and efforts can be concentrated in a narrow
band compensator design. Consider the physical ar-
rangement shown in Figure 6. Suppose that it is desired
to obtain a narrow-band control centered around 315 Hz.
For this system the measured uncompensated response is
shown is Figure 7(a). If the proposed compensator of
Figure 7(b) is added into the loop the modified open
loop response is as in Figure 7(c). The desirable high
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FIG. 5. Power spectrum before(solid curve) and
after control(dotted curve).
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FIG. 6. Physical arrangement of passive earmuff fitted
with active control.

gain at 315 Hz is clear while the magnitude drops off
very rapidly on either side. The power spectrum of a
random noise measured without and with control are
given in Figure 8. The narrow-band attenuation of the
system is as expected with a peak of about 27 dB at 315
Hz. The pure tone attenuation achieved at 300,315 and
330 Hz are 10, 27 and 14 dB respectively.

Development of a prototype printed circuit
board

Once the prototype compensator has been designed and
tested the miniaturisation of the control circuit can be
envisaged. There are several key factors that have to be
taken into account. The main consideration is cost. This
in turn determines the selection of amplifiers and other
components which are critical to the overall system per-
formance. The second most important criterion is the de-
sign of the power supply. If the system is battery oper-
ated then a choice of powering the unit directly from
batteries or via a dc to dc converter exists. This again is
linked with cost as well as portability and performance
and a compromise has to be made by the designer. The
prototype developed at the University of Western Aus-
tralia makes use of two sandwiched 60 x 100 mm printed
circuit boards using surface mount components and is
powered by 4 x 1.5 V AA batteries via a dc to dc con-

verter.
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Conclusion

Feedback control has successfully been used to improve
the low frequency attenuation of passive systems. The
design method outlined also allows a particular narrow
band controller design which leads to the possibility of
tailor-made ear defenders for a specific noise spectrum.
In this way a larger attenuation of the offending narrow
band frequencies can be achieved compared to existing
products. These selective ear defenders would find suit-
able application in the minerals and energy resource in-
dustries. Finally an end product for manufacturing will
have to take into account cost, performance and port-
ability.
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Abstract

Four-pole parameters are used to provide a full characterisation of isolator performance which is
independent of the foundation system upon which the isolator is located. To date the standard test
developed to measure the four-pole parameters of a pre-loaded isolator has involved the use of in-
direct force measurements on the isolator’s input and output. The limitations of using this approach
are analysed, and an improved technique using direct force measurements is proposed. Experi-

mental results for isolator properties are presented.

Four-pole parameters

Knowledge of the dynamic properties of vibration iso-
lators, machine mounting locations and foundations are
needed to be able to estimate the vibration power trans-
mitted through the isolators and to predict the effect of

mounting a vibrating source on flexible vibration isola-
tors.

In the design and selection of vibration isolation mounts
it is important to have a description of the mount be-
haviour which is independent of the test arrangement
and the foundation system upon which they are to be in-
stalled. The dynamic behaviour of anti-vibration mounts
may be characterised by their four-pole parameters,
(Molloy 1957, Snowdon 1976, Snowdon 1979, Verhejj
1982 and Dickens et al 1993), which provide one such
independent description.

The four-pole parameters relate the force F and velocity
V, at the isolator input to the force F, and velocity V, on
the isolator output:

)-le o] B

where A, B, C, and D are the four-pole parameters, and
are complex, time invariant functions of .

Applying Maxwell’s law of reciprocal deflections to the
isolator means that the transfer impedance or mobility
between the input and the output is independent of
which end is treated as the input or output. This leads to
the relationship:

Acoustics Applied

AD-BC=1 2)

For the case of symmetric isolators i.e. those that behave
the same if the input and output ports are interchanged,
then the additional relation is applicable:

A=D 3)

Equations (2) and (3) mean that only two independent
four-pole parameters need to be measured for a symmet-
ric isolator in order to completely characterise it. At
lower frequencies an isolator may be assumed to be a
massless spring of stiffness k, in which case A=D=1,

B=0 and C=1/jok, where j=+/-1 and o is the cir-
cular frequency.

The common measure of isolator performance in an in-
stalled situation is the effectiveness, E, which is defined
as the ratio between the foundation velocity (or force)
obtained when the source and foundation are directly
connected and the foundation velocity (or force) ob-
tained when the source and foundation are connected via
the isolator. In terms of the four-pole parameters and the
source and foundation mobilities:

AH,+BH H, +C+DH,

E = A
H +H, )




where H, and H; are the mobilities of the source mount-
ing point and the foundation mounting point respec-
tively.

Alternatively the insertion loss, L, is defined as the mag-
nitude of E expressed in dB:

|AH, + BH,H; +C+DH, |
L =20 ]OglOl H +Hf ‘ (5)
L)

Experimental measurements

In general the dynamic properties of a vibration isolator
are dependent upon its pre-load, and so measurements
should be made with a pre-load similar to that experi-
enced in service.

One possibility of determining two independent four-
pole parameters is given by considering the special case
in which the output side is blocked, i.e. V, =0, which

in equation (1) yields:

A

and C= (6a, b)

A=—
B V,=0 2ly,=0

This allows a pre-load to be applied to the input side of
the isolator and the isolator’s output reacted against the
blocked support. Measurements would then need to be
made of the input force and velocity and the output force
required to hold the isolator blocked.

Verheij (1982) describes a method for making meas-
urements of the blocked transfer function of a resilient
isolator, defined as the force out divided by the input ac-
celeration. Dickens et al. (1993) used a similar method
at the Aeronautical and Maritime Research Laboratory
to measure the pre-loaded,
blocked four-pole  pa-
rameters. The assumption
of the blocked mass intro-

of unsymmetrical isolators to be made by using two
floating masses. Both measurement methods use inferred
forces at both the input and output sides of the isolator.
A schematic of the measurement set-ups is shown in

Figure 1.

As defined above, F; is the force applied to the input of
the isolator, and F, is the force exerted by the output of
the isolator on the blocking mass m,. Let F, and F, be
the sinusoidal forces exerted on the excitation mass m,
by the two vibrators at a circular frequency of w. A; and
V; are the acceleration and velocity at the excitation
mass / test isolator interface, and A, and V, are the ac-
celeration and velocity at the test isolator / blocking
mass interface. Denoting the inferred forces at the input
and output as F; and F,  respectively, then

By =F, —mA, and

le = m2A2 (7a’ b)

where F,, = F, + F,

While the use of the inferred forces is experimentally
attractive because of its relative simplicity and ease of
application, there are errors introduced. This paper
analyses these errors and proposes the use of direct force
measurements as a means of eliminating them. For the
purposes of these analyses the masses are considered to
be rigid bodies and the lower mass is treated as a block-

ing mass.

Analysis of equivalent mass spring system

The test arrangement may be modelled by the equivalent
spring mass system shown in Fig 2, where m, represents
the excitation mass, m, the blocking mass, k, the airbag
through which the pre-load is applied, k, the isolator,
and k; the supporting airbags. The displacements of the

Rigid support F,
2

duces a small, but in some P“?'Ogdmg
cases still significant error, Excitation L
and limits measurements mass, m, F, lA 1
to symmetric isolators.
. Fooy Y
Dickens and Norwood isole::or
(1994), proposed an alter- F, l 4
nate measurement scheme
which uses a floating F, l A,
mass. This scheme cor- Lower
rects the four-pole pa- ks e
rameters for the small but
finite  output velocity of Supporting Supporting
the blocking mass. It also air bag Foundation air bag

allows the measurement of
the four-pole parameters

Figure 1: Schematic test arrangement for usual method

Australian Acoustical Society 1995 Conference



m —_l X
1

Figure 2: Model of test arrangement

excitation and blocking masses are X; and X, respec-
tively.

The equations of motion for the two masses are:
mX, =F, —kX, ”‘kz(Xl - Xz) (8a)

mX, =k,(X,-X,)-k;X,  (8b)

Let the harmonic forcing function be represented in
complex form as F, (¢) = Fye!™ .

Substituting equations (8a) and (8b) into (7a) and (7b)
gives:
F; =k X, +ky(X; —X,) and

Py =ky (X, = Xy) = k3 X,
(9a, b)

By assuming the particular solution X,(f) = X;oe’® and
X,(f) = Xp0e™™ , we obtain from equations (8a) and

(8b):

. 2\ jor
X\ ()= Xloejm' = Fo(k2 e~ )e

(10a)

and

Fokzejm,

(ki + Ky — m” )(ky + ks - my0? )~ ky?

X, (1) = Xpoe =

(10b)
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(ki + ey —my” )(ky + k3 — myo®) -k,

Denoting the direct forces at the input and output of the

isolator as Fyp and F,p respectively, then from Figure 2
we obtain:

ED=F2D=(X1_X2)k2 (11)
The error E| is defined as:
F, - K
E] — 1D 17 (12)
Fip
Substituting for Fp and Fy; gives:
ol T
E =122 (132)
ky | X,

and substituting for X; and X, from equations (9a) and
(9b):

5 =k_,{k2+k3—m20)2:|

k2 m2(,02 = k3
(13b)
Similarly, at the output side of the isolator:
By= Fp-Fy (14)
Ep
giving:
-1
ki | X
E, et (et B | or
k2 Xz
E, =3
27 k 9
N
(15a, b)
Equations (13b) and (15b) may be written as:
2
1-(w, /o
E, :k_' —————( 2/2 ) and
k| (0, /0)" -1
-1
E, Se——————s (16a, b)
l—((D/u),)
k, +k
where ®; = /ﬁ and W, = ’2__1
m mj
17
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The various expressions for the error E; show that it is
dependent upon the stiffness of the isolator under test,
the stiffness of the spring element above the excitation
mass, which is used to provide the pre-load, the mass of
the blocking mass and the frequency. If X; >> X, i..

o >>®, then E, = —k; /k, and will be constant for the

elements k; and k, having a constant ratio of stiffnesses.
The magnitude of E; asymptotes towards the value of
—k; [k, as wincreases above m,.

The various expressions for the error E, show that it is
dependent upon the stiffness of the supporting spring

element below the blocking mass, the mass of the
blocking mass and the frequency. If X; >> X, i.e.

®>>m, then E, =0. As o increases above w, the er-
ror E, asymptotes towards zero.

Experimental results and discussion

An experiment was conducted to measure both the direct
and indirect force inputs and outputs for an isolator and
to compare the four-pole parameters calculated from
these forces and the measured error to that predicted by
equations (16). The isolator used had a nominal dynamic
stiffness of 5.3 x 10° N/m, and was mounted on a 576 kg
blocking mass which was in turn mounted on four air-
bags with a total nominal stiffness of 3.2 x 10> N/m. A
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Figure 4: Four pole parameter A.
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54.6 kg excitation mass was used and the pre-load was
provided by an airbag of nominal stiffness 8.9 x 10*
N/m. The isolator was pre-loaded to its rated service
load and the dynamic excitation was provided by a pair
of Gearing and Watson shakers for which each shaker
had a rated output of 150 N.

The direct force inputs from the excitation mass to the
isolator, and from the isolator to the blocking mass were
measured using three matched Bruel and Kjaer 8200
force transducers mounted between two ground plates at
each location. The charge outputs from the three trans-
ducers in each set were summed before signal condi-
tioning. The total input force from the shakers was
measured by summing the charge outputs from two
matched Bruel and Kjaer 8200 force transducers. These
force transducers were mounted between the driving
stingers of the shakers and the excitation mass. The ac-
celeration of the excitation and blocking masses were
measured using a pair of Bruel and Kjaer 4379 acceler-
ometers mounted on each. Bruel and Kjaer 2635 charge
amplifiers were used to condition each of the signals and
the data was collected using a sixteen channel Hewlett
Packard 3566A spectrum/network analyser. The input
force to the excitation mass from the shakers was ap-
proximately constant, which resulted in the input dis-
placement to the isolator, X;, being approximately pro-
portional to 1/a’.

The four-pole parameters were calculated from both the
direct and the indirect force measurements using the
blocked output assumption, Figures 3 to 5. In calculating
the indirect forces, the mass contributions of the masses,
transducers, attachments, cables, ground plates, and air
bags were included. The mass contribution from each air
bag was considered to be one half of its total mass. In
calculating the direct forces, the inertial force contribu-
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tions of the ground plates, transducers and cables were
subtracted to give the actual forces at the isolator’s input
and output. The error in the inferred output force is
much less than for the inferred input force.

The parameter C shows little variation for the two sets of
results, while parameters A and B show significant dif-
ferences. This is because of the inputs used to determine
the parameters. From equation (1) the four-pole pa-
rameter equation involving C does not contain the input
force, and if the output force is blocked, then C is given
by equation (6b). Parameter A is given by equation (6a)
for the blocked assumption, and will be very dependent
on the accuracy of the input force determination, as will
B, which is derived from C and A.

Equation (16a) predicts that the error E; between the two
input force measurements will be constant, provided that
the stiffness ratio of the pre-loading spring above the ex-
citation mass and the isolator is constant, and based
upon the assumption that the airbag and isolator are
massless. The dynamic stiffnesses of the pre-loading air-
bag and the isolator were determined, so that the predic-
tions from Equation (16a) could be compared to the ac-
tual error calculated from the direct and indirect force
measurements. The direct force measuring assembly
used to measure the input force was placed between the
air bag and the excitation mass and the experiment was
repeated using the same pre-load. The displacement
across the air bag was calculated from a pair of Bruel
and Kjaer 4379 accelerometers mounted at each end of
the air bag. The stiffness of the air bag was then calcu-
lated by dividing the applied force, after correcting for
the added masses, by the displacement. The stiffness of
the isolator was determined in a similar fashion.
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Error E, calculated from the indirect and direct force measurements.

Figure 6 shows a comparison of the error E; calculated
from the indirect and direct force measurements, with
the error calculated from equation (16a). These two
curves show good agreement below 50 Hz, but above
this frequency the two curves differ substantially. The
curve for parameter A shows that it is approximately
equal to unity up to about 50 Hz, indicating that the iso-
lator behaves as a massless spring up to this frequency.
However, above 50 Hz the mass effects within the iso-
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lator become significant, so that the simplified model
used to give the error prediction in equation (16a) is
only valid up to this frequency. Additionally below 50
Hz the error is not constant, indicating that the ratio of
the two stiffnesses varies.

The error E, was calculated from the indirect and direct
output force measurements using equation (14) and is
shown in Figure 7. This curve is in good agreement with
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the predicted behaviour given by equation (16b), with E,
approaching zero as the frequency increases. The
agreement also indicates that any mass effects from the
airbags are much less significant than those of the isola-

tor, since the airbag mass is much smaller than the mass
of the blocking mass.

Verheij (1982) was primarily concerned with measuring
the blocked transfer function of the isolator which is de-
fined as the output force/input acceleration, and is re-
lated to the C parameter. The results derived in this way
are not significantly affected by the error in the input
force, and are mainly effected by the errors in the
blocked mass assumption, Dickens and Norwood
(1994). At lower frequencies it is sufficient to use this to
describe the isolator performance, but as the frequency
increases the other four-pole parameters become impor-
tant in the determination of the isolator effectiveness.

The simplified system shown in Figure 2 has two natural
frequencies. In the first mode the excitation mass and the
blocking mass move in phase, while in the second mode
the two masses move out of phase. The lower frequency
limit of previous measurements made with the inferred
force method was controlled by the second, out of phase,
mode. An important aspect of the direct force method is
that the lower frequency limit of the measurements is
given by the frequency @, which is less than the out of
phase modal frequency. Thus the lower frequency range
of the measurements can be extended by using the direct
force measurement.

Conclusions

The errors involved with the use of the inferred input
and output forces to determine the four-pole parameters
of an isolator have been investigated and the limitations
of the method are discussed. An alternate measurement
procedure, using direct force measurements is proposed,
in order to overcome the problems associated with the
inferred forces technique. The results show that there are
significant errors in the inferred input force method,
particularly at lower frequencies, but which may extend
to all frequencies, and which result in large errors in the
determination of the four-pole parameters. While the use
of direct force measurement poses some experimental
difficulties, it provides a far more accurate determination
of the input force to the isolator and hence the four-pole
parameters. The use of direct force measurements per-
mits the determination of the four-pole parameters over
a wider frequency range.
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Abstract

This paper takes a brief look at the history of acoustics, with emphasis on spaces used for speech. It
briefly traces the science of sound from ancient Greece and Pythagoras through to current practice,
with the major emphasis in the period 1895 to present day. The paper also looks at sound decay
measurement and presents some indices used for the rating of spaces where speech is the predomi-

nate use.

History

The scientific study of acoustics, particularly theatre
acoustics, can be traced back to the ancient Greek am-
phitheatres such as Epidauros, Hunt (1978 p9) places the
origins of the study of sound to Pythagoras (ca. 570-497
BC). Later in history Roman architects were shown to
have developed an understanding of theatre acoustics
(open air amphitheatres) as illustrated by the Roman ar-
chitect Vitruvius in his De Architectura books (Liber V,
chapter VII: De locis consonantibus ad theatra eli-
gendis):

“We must chose a site in which the voice may fall
smoothly, and not be returned by reflection so as to con-
vey an indistinct meaning to the ear. For there are some
places which naturally hinder the passage of the voice, ...
those (dissonant) places in which the voice, when first it
rises upwards, strikes against solid bodies above, and is
reflected, interfering as it settles down with the rise of
the utterance ... those (circumsonant) in which the voice
moves around, is then collected in the middle where it
dissolves without the case-endings being heard, and ides
away I sounds of indistinct meaning ... those (resonant)
in which the words, striking against a solid body, give
rise to echoes and make the case-endings sound double
... those (consonant) in which the voice reinforced from
below rises with greater fullness, and reaches the ear
with clear and eloquent accents. Thus if careful obser-
vation is exercised in the choice of sites, such skill will
be rewarded by the improved effect of the actors voices.
... Whoever uses these rules, will be successful in build-
ing theatres.” (Hunt 1978, p34)

Note: the modern equivalent for the terms of:
“dissonant” is interference; “circumsonance” is rever-
beration; “resonance” is echo and “consonance” is the
process where a sound is strengthened by reflection.
(Sabine 1964, pp163,187)

From these early beginnings, the Greek and later Roman
amphitheatres were concerned with projecting the voice
of the actors to the audience (Jordan 1980, pp22-23).
The actors used masks to both enhance facial expression

Acoustics Applied

and to amplify their voices (Jordan 1980, p28; Sabine
1964, pp190-192). Seating was raked and tiered; the
audience kept as close as possible to the stage area. Not
all of these early theatres exhibited good acoustics. Vi-
truvius proposed the use of resonant vases placed in
strategic positions in the audience. This is reported by
Sabine (1964, p192) as evidence of the lack of conso-
nance in the contemporary Greek theatres.

As the overall noise levels in the markets grew, the need
arose to provide some protection to the theatre (Parkin
and Humphreys 1958, p10), though this was not the only
reason to position walls and buildings behind the stage
for the actors. Undoubtedly they did provide some im-
provement in the distribution of the sound, as the walls
of the building added reflections from the back to the di-
rect sound projected from the actors. These buildings
positioned behind the stage grew to incorporate various
rooms and features. They became part of the theatre
providing alternative views, for example the Roman am-
phitheatre of Orange in France (Jordan 1980, pp24-25).

The transition from open air theatres to totally enclosed
theatres is seen in the Renaissance Teatro Olympico
theatre in Vicenza, Italy (Jordan 1980, pp25-26). The
plan of the theatre is typical Roman amphitheatre with
the major exception being, it is totally enclosed. Another
theatre built not long after was the Teatro Farnese in
Parma. Here the stage became an elongated shape with
what was to develop in a proscenium linking a more tra-
ditional stage area and the audience area (Jordan 1980,
pp26-28).

History shows that as the music form developed, so did
the shape and styles of the auditoria. With the develop-
ment of the operatic music form, came the need to re-
duce the reverberation in these auditoria for better un-
derstanding of the words. A noteworthy example is
Wagners Festspielhaus in Bayreuth. This operatic thea-
tre deviated from the accepted theatre design of the time.
The audience is seated in a fan shaped auditorium, with
very large diffusion walls consisting of pillars and
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niches. The seating is predominantly at floor level which
has a steep rake (Jordan 1980, pp32-33).

The development of the music form has out stripped the
development of the theatre. There are differing needs for
classical music, opera and symphony. None of these re-
quirements, such as reverberation, articulation, spatial
effect, come close to the requirements of the late twenti-
eth century amplified music forms.

To cater for the huge patronage of some pop groups, we
now have almost come the complete circle with the out-
door concerts of recent times. Modern groups would be
well suited to playing in the ancient Greek amphitheatres
with their raked seating. The amphitheatre environment
is well suited to this form of music, as it allows for large
audiences, situated at considerable distances from the
stage, with the visual images projected onto giant video
screens, gross amplification can deliver the sound to all
patrons for kilometres around. Background noise levels
are rarely a problem. The major problem in this envi-
ronment is how can the sound be restricted to the site!

Auditoriums

Considerable research has been carried out in the field of
auditorium acoustics during the past decades. It would
seem that the results of this effort have resulted in audi-
toriums many feel were only moderately successful. The
good acoustics is rather a matter of empirical experi-
ence and also of good luck than systematic and sci-
ence-based design. (Kuttruff 1994, p27)

A major turning point in the understanding of room
acoustics came with Sabine’s research in 1898. In 1895,
Sabine was instructed, by the Corporation of Harvard
University:
“... to propose changes for remedying the acoustical
difficulties in the lecture-room of the Fogg Art Mu-
seum, a building that had just been completed.”
(Sabine 1964, p3)

It is interesting to consider, that this research was
prompted by the lack of intelligibility in the Fogg theatre
- speech intelligibility problem, not a music appreciation
problem. Three years of research led Sabine to the for-
mulate the Reverberation Time Equation, which links
room volume, frequency and absorption. (Beranek 1994,

p4)
The reverberation time equation is:
Tgp= 0,163~ (1)
s0=0.163—"sec
&y

where T, the time in seconds it takes a sound to decay
by 1 millionth (60 dB) of its level

V' the volume in cubic metres
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Ay the total sound absorption at a given frequency
in m? sabins

This formula has a number of limitations to its applica-
bility and neglects room modes, the influence of the
shape of the enclosure and placement of acoustic ab-
sorption within the enclosure. It is based on the theoreti-
cal assumption that the sound waves hit each of the
boundary surfaces in succession (Beranek 1992, p3);
that the sound in the enclosure is reasonable reverberant;
the acoustic absorption is uniformly distributed; the
sound field is diffuse'; and that the sound can be propa-
gated in any direction with equal probably (Ginn, 1978
p38; Northwood, 1977 p116). This is not the case in
speech auditoria. In fact the unaided voice is very direc-
tional and the major source is located in only one area of
the auditorium. Generally the stage or source area of the
auditorium is reflective (acoustically), the rear wall is
acoustically absorbent, seating/audience is absorbent and
the ceiling is reflective. Additionally when reflectors are
utilised to increase the overall signal level present to the
listener the sound has significant directionality thus re-
ducing the diffuseness of the sound field.

With the aid of formulas such as Sabine (1964) and oth-
ers', acousticians are able to predict, with increasing ac-
curacy, the expected reverberation time for spaces. Re-
verberation is important in the acoustic performance of
spaces as Beranek outlines:

“During continuously flowing music, listeners hear
the first 10 or so decibels of the sound decay. If this
early reverberation time is long enough, each note
is prolonged and the music takes on a singing tone.
When the music stops abruptly, the listeners hear
35 or more decibels of the decay in the quiet inter-
val. This longer reverberation adds both fullness of
tone and loudness and gives the listener a sense of
being enveloped by the sound.” (Beranek 1994, p4)

Reverberation also has significant effect on the intelligi-
bility of speech. As the reverberation increases the intel-
ligibility decreases. This is readily experienced when
two conversations are conducted in spaces at the oppo-
site ends of the reverberation spectrum, eg. An anechoic
and reverberation chamber. In the anechoic chamber, the
lack of reverberation is evidenced by the reduced appar-
ent power of the voice. (Loudness is reduced in the face
to face mode). In the reverberation chamber, with the
abundance of reflections, reverberation, has a dramatic
and obvious impact on the intelligibility of the speech.

There was considerable research and development ac-
tivity, to established optimum reverberation times in the
period from 1900 to 1950, for various facilities of dif-
fering size and purpose. This research was centred on
spaces used for music and concert halls. At mid frequen-
cies (500-1000 Hz) the reverberation time, according to
Beranek (1994, p5), for Baroque music is approximately
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Figure 1: Typical chart of optimum reverberation
times for spaces with differing uses. (AS2107 - 1987,
p8)

1.6 seconds; for Classical music is approximately 1.8
seconds; for Romantic music is approximately 2 sec-
onds.

As can be seen in Figure 0 (AS2107 - 1987, p8), the op-
timum reverberation times for speech auditoriums differs
greatly from those of churches, opera houses and concert
halls, etc. The lower reverberation times for the speech
auditoriums demonstrate the influence of reverberation
on speech intelligibility.

NB: Speech studios are a specialised space, in which the
overall requirements for recording have more to do with
the electronic requirements than simple speech intelligi-
bility. In these situations, the requirement is for an
acoustically dry or very short reverberation times. Addi-
tional reverberation can be added at a later stage elec-
tronically.

The importance of the Sabine reverberation time rela-
tionships can be seen in the almost predominance of re-
verberation in the acoustical design of spaces used for
music and speech in period following the 1900. In 1958,
Parkin and Humphreys (1958, p82) wrote:

“The present state of knowledge about the acous-
tics of rooms for music is such that major faults
(such as echoes) can be avoided in design ... nearly
all the advice that can be given is qualitative only;
at this stage of knowledge. The one important ex-
ception is the reverberation time which can be
specified and ... measured objectively”

Research investigations, such as those reported in Ber-

anek (1992), Jordan (1980), Schroeder, Gottlieb and
Siebrasse (1974), with halls predominantly based on the
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reverberation time design revealed that other factors
were important in the way people distinguish acoustic
events (Beranek 1994, pp6-9; Jordan 1980, p58). Re-
search into the transient effects of very short duration
sound events led to a number of criteria being estab-
lished, such as Early Decay Time, Articulation Index,
Speech Transmission Index (and RASTI), Deutlichkeit
and Centre Time.

Much of speech intelligibility development can be traced
back to the telephone industry. For example, Bell Tele-
phone Laboratories have been responsible for much of
the research (French and Steinberg, 1947; Knudsen
1929; Cavanaugh, Farrell, Hirtle, Watters 1962, p480).
It is largely this research that underpins our understand-
ing of speech intelligibility and speech reinforcement
systems.

“The most feasible scheme for such a rating [speech in-
telligibility testing] is probabiy the one used by tele-
phone engineers for testing speech-transmission over
telephone equipment, which goes by the name of articu-
lation tests. ... The writer has used this same scheme for
investigating the effects of reverberation and noise upon
speech reception in auditoriums.” (Knudsen 1929, p56)

In the period between 1922 to 1950, researchers, driven
by the telephone industry, developed methodologies to
test speech intelligibility. As these methodologies be-
coming available, development of optimum reverbera-
tion times for assembly halls were considerably easier
(Jordan 1980, p58).

“It is not a simple matter to give a quantitative rat-
ing to a room whish is used for music, since so
much depends upon the musical tastes and disposi-
tion of the listeners. It is, however, a relatively
simple matter to give a quantitative rating to a
room which is to be used for speaking, since our
primary concern is how well we hear spoken words
of the speaker.” (Knudsen 1929, p56)

In 1947, French and Steinberg published a procedure
and methodology for computing the Articulation Index.
This was based on work carried out some 25 years pre-
viously by H. Fletcher (French and Steinberg 1947,
p91). Their paper examines factors which govern the
intelligibility of speech by examining quantitatively the
ability of the ear to distinguish sounds. The paper pro-
vides a platform to examine the influence of reverbera-
tion and masking noise on speech intelligibility.

The development of Articulation testing and the Articu-
lation Index procedure in particular, as a quantitative
measure of the intelligibility of speech in a closed sys-
tem was important to the development of the optimum
reverberation times as seen in Figure 0.
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Figure 2 Typical reverberation decay trace.

Measurement Of Reverberation Time

The origins of the physical measurement of reverbera-
tion can be laid at the feet of Sabine, as it was he who
coined the phrase (Sabine 1964, pp9-11) in his article
titled “Reverberation” in the American Architect and the
Engineering Record of 1900. The equipment of the time,
used by Sabine in his historic investigations to measure
the rate of decay of the sound, or more precisely the du-
ration of audibility consisted of an organ pipe, for a con-
stant sound source and a chronograph to record the du-
ration of audibility after the sound had ceased.

It is of interest to note that various approaches to deter-
mine the rate of decay were tested by Sabine. Methods
included using a sensitive manometric gas flame and
measured used a micrometer telescope. Photography of
the flame was trialed. Both methods were abandoned
due to the fluctuating decay rate. Figure O illustrates a
trace of a fluctuating decay. Ultimately, Sabine returned
to using the ear aided with the chronograph to record the
duration of the audible sound.

At the present time there are various methods used to
determine enclosure decay rates. The traditional meth-
ods use a sound source to produce a steady state signal
or an impulse source such as a pistol or gun shot. The
decay is measured with a sensitive microphone and re-
corded via a level recorder (paper trace) or digitally us-
ing a computer. Normally the dynamic response of the
sound signal above the background noise necessary to
measure a 60 dB decay is rarely achieved. Therefore the
reverberation time is measured in the -5 to -35 dB region
of the decay (AS 1045-1988, pp10) and interpolated out
to the 60 dB limit. Typically, many decays are averaged
together. Schroeder (1965, p409) offers the following as
an explanation of the rational behind the need to average
many decays:

“The accuracy with which reverberation time can be de-
termined from decay curves is limited by random fluc-
tuations in the decay curves. These random fluctuations
result from the mutual beating of normal modes of dif-
ferent natural frequencies. The exact form of the random
fluctuations depends on, among other factors, the initial
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Figure 3: Tone Burst decay and Integrating Im-
pulse Decay curve

amplitudes and phase angles of the normal modes at the
moment that the excitation signal is turned off. If the ex-
citation signal is a bandpass-filtered noise, the initial
amplitudes and phase angles are different from trail to
trial. Thus, for the same enclosure, and identical trans-
mitting and receiving positions within the enclosure, dif-
ferent decay curves are obtained - the differences being
a result of the randomness of the excitation signal, not of
any changes in the characteristics of the enclosure.”

A new technique, the Integrating Impulse Method de-
veloped by Schroeder (1965) is currently being incorpo-
rated into many new devices. This technique is said to
equal, in one single impulse measurement, the ensemble
average of indefinitely many decays curves (1965,

p409).

For this measurement procedure, a tone burst or filtered
pistol shot is used. The decay is measured, squared and
integrated producing a smooth curve. Figure O illustrates
the comparison of the two decay curves. The second
curve gives a far more accurate interpolation equation
for the determination of the reverberation time over

60 dB.

A major problem in the measurement of reverberation
times is having a sufficiently powerful sound source with
a flat spectrum. This is particularly problematic in con-
junction with the impulse measurement procedures.
Common impulse sources such as electrical sparks, pop-
ping balloons, pistols, rifles and cannon shots do not al-
ways have a flat spectrum, while loud speakers often
have insufficient power to achieve an adequate signal to
noise ratio for the 20 or even 30dB decays, above the

ambient noise levels.

There has been published an experimental procedure
using a low power pseudorandom noise which is re-
ported to be successful in noisy environments, such as
during a lecture (Schroeder, 1979). To date, this proce-
dure seems to be of academic interest only, as there has
been no instrumentation commercially produced based

on this procedure.
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Early Decay Time

The Early Decay Time (EDT) is the reverberation time
based on the first 10dB of the decay curve and extrapo-
lated to 60dB (Beranek 1992, p3). Its importance can be
seen in the words of Kuttruff (1994, p38):

“... The full decay process in a room is audible only
after an abrupt and complete stop of sound excita-
tion, but not during running speech or music sig-
nals. Nevertheless, reverberation affects the tempo-
ral and also the spectral structure of any sound by
smoothing it and by mixing its constituents - oth-
erwise there would be no reason to give so much
weight to it. However it is rather the initial part of a
decay curve which determines to which extent the
signal is smoothed or blurred, or generally: how we
hear the signal.”

Beranek (1994, p20) also confirms that it is the first 10
decibels of the decay curve that is the most important for
understanding:

“In continuous music, approximately 10 decibels of
the sound decay can be heard after each note. If the
early decay time is short, the sound is clear; if long,
but not too long, the music is said to take on the
desirable attribute of fullness or singing tone. A
very long reverberation time will muddle all but
liturgical music.”

Jordan (1980, p52) also outlines a criteria by which de-
ficiencies in the acoustical performance of an enclosure
maybe detected:

“Values of EDT which are considerable lower than
values of RT are regarded, generally, as signifying
acoustical deficiencies.”

Early Decay Time as a measurement is an important in-
dices in the design of speech performance enclosures.

Deutlichkeit
Deutlichkeit (D) (Meyer and Thiele 1956, p442), also
known as Definition, was proposed by Thiele as a meas-
ure of clarity. Bradley (1983, p2051) defines Deut-
lichkeit as the:

“ratio of the early sound energy in the first 50ms
after the arrival of the direct sound to the total
sound energy”

50ms 2
J.O p-(t)dt

T e 2
L p’(t)dt =

The lower limit of time 7 is the arrival of the direct

sound (Kuttruff 1991, p190). This indices is based on a
impulse or short duration pulse sound source (Jordan
1980, p58).
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Research by Boré, has shown that there is a good corre-
lation between Deutlichkeit and speech intelligibility
(Kuttruff 1991, pp190-191).

Centre Time
Centre Time (seconds), also known as Centre of Gravity

Time, Point of Gravity and Schwerpunktzeit (Bradley
1986, p199), is a:

“... measure of the balance between clarity and re-
verberance that was proposed to avoid the abrupt
division between early and late arriving reflec-
tions”. (Bradley and Halliwell 1989, p17)

- f tp* (¢)dt

[ p*war =

The Centre Time index is very similar to the echo crite-
rion proposed by Dietsch and Kraak (Kuttruff 1994,
p38):

B jo t|p(o)|" dt

o n 4)
INEGIR

where n = 1 for music and n = 2/3 for speech. When n =
2 and 7 = oo this equation agrees with the equation 3

Both Deutlichkeit and Center Time are closely related to
speech intelligibility. The smaller the value of the Center
Time (or higher the Deutlichkeit value) the higher is the
expected speech intelligibility at the receiver position
(Kuttruff 1994, p36).

Conclusion

This paper briefly looks at the history of acoustics in re-
lation to the speech intelligibility and public spaces used
for speech. Some speech performance indices are pre-
sented and sound decay measurement such as Rever-
beration Time and Early Decay Time are dicussed.
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The Responses Of Buildings And Occupants
To Impulse Noise

Robert Cook
National Acoustic Laboratories
Chatswood, Australia

Introduction

The development of a criterion that predicts community
reaction to noise is difficult, because of the variability in
the reaction of individual persons in the community.
However, when viewed as a community, and given a
statistically large enough population, the reactions of a
group can be quantified with respect to the number of
persons that will react adversely to noise above a par-
ticular level.

The results presented in this paper are derived from a
study into the relationship between community reaction
and the Sound Pressure Levels (SPLs) that occur in
residences adjacent to Defence facilities where noise of
an impulsive nature exists.

The study specifically concerned the reaction of resi-
dents to noise generated by explosions and the firing of
large calibre weapons. Reference 1 describes the devel-
opment of an earlier criterion by these Laboratories in
1984 for predicting community annoyance, termed the
Accumulated Peak Level (APL) Criterion.

The Community Annoyance Level Study

Due to some recognised shortcomings of the APL crite-
rion, it was decided to conduct further research using a
slightly different approach to that used during the origi-
nal APL survey. For this study, the response from each
resident is matched with sound level measurements
taken at the time of the exposure. Thus, the resident’s
response to individual explosions can be gauged, as well
as the response to the overall presentation of explosions
at that particular residence. By this method the determi-
nation of threshold levels for audibility and annoyance
can be determined. Three locations were selected to
participate in the study: Puckapunyal, Victoria; Port
Wakefield, South Australia; and Woomera, South Aus-
tralia.

The study was conducted in five phases: source selec-
tion, three phases of measurements and a final phase of
data analysis and reporting.

Selection of the explosive source

Phase one of the study was conducted at Holsworthy
Army Range to evaluate four types of commercial ex-
plosives. The aim of the trial was to find a noise source
which was a cheaper alternative to using actual field
pieces and various ammunition types. The explosives

Acoustics Applied

evaluated during this phase were Dynagex, TNT, PE4
and ANFO.

The data obtained from this series of measurements
were compared to the data collected at the Singleton
Field Firing Range from M198 155 mm and Hamel 105
mm howitzers’, with a view to finding explosives that
would mimic as closely as possible the noise signatures
of these weapons.

The results of some of the Singleton measurements
show that at distances of 1.6 km to 6.4 km from the
noise source, residences may be exposed to linear peak
SPLs of »90 dB to »130 dB.

Close correlation was obtained between the M198 muz-
zle waveform (using charge 5 Green) measured at 3.2
km and 4 Kg of TNT measured at 3.2 km.

Based on the peak levels, frequency content, cost and
ease of handling, it was decided to use Flaked TNT in
three charge sizes; 4 kg, 1.25 kg and 400 grams. In ad-
dition to the above sizes, a fourth charge consisting of a
110 gram primer and detonator was added to approxi-
mate a 125 gram charge.

Acoustic measurements

A microphone, with windscreen installed, was mounted
on a tripod 1.2m above ground on the outside of the
residence towards the explosive source. Inside the resi-
dence, another microphone was mounted on a tripod
1.2m above the floor. The electrical outputs of both mi-
crophones were connected via cables to the inputs of
two Precision Sound Level Meters (SLMs). Each sys-
tem consisted of Briiel & Kjar equipment of type 4155
Microphone, 2639 Microphone Preamplifier and 2231
SLM.

The outside microphone was placed in a position where
(as much as was possible) a clear path existed towards
the explosive source location. In general, the location
selected tended to be either on the front lawn of the
residence or in the backyard. The inside microphone
was placed either in the kitchen or the lounge, family or
dining room of the residence. The selection of a location
for the inside microphone did not follow any set pattern.
Often the resident would be very close to the micro-
phone, sometimes the resident would be in another part
of the residence. In general, the kitchen was not a pre-
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ferred location due to the noisy activities that occur
there. The measurement location was also selected for
ease of cabling access and minimising the intrusion of
the NAL operator.

Four residences were surveyed during each series of 12
explosions and four series of explosions were conducted
each day. Each series of explosions consisted of 12
shots in the following sequence; 1.25 kg, 400 g, 4 kg,
125 g, 4 kg, 1.25 kg, 125 g, 400 g, 1.25 kg, 400 g, 4 kg,
and 125 g.

During the explosion sequence the resident was asked to
go about his/her normal activities so as to try to obtain
the best “representative” response from the resident to
the noise levels presented.

After each shot, the NAL operator would ascertain if the
resident heard the impulse and would ensure that the
Resident’s Questionnaire was completed. Thus, a ques-
tionnaire was completed for each shot regardless of
whether it was heard by the resident.

Radio contact was maintained with the controller at the
source to ensure that each NAL operator was ready for
the next shot, had recorded the correct explosion size
for each shot detonated and that the equipment full scale
deflection was correctly set. As part of the detonation
routine for each shot, a countdown from 10 was given
over the radio to each NAL operator. This countdown
(not audible to the resident due to the headphones being
used for radio monitoring) enabled the NAL operator to
reset each SLM just prior to the audible impulse arriv-

ing at the residence.

Resident’s questionnaire

Questionnaires were developed to obtain the resident’s
response to the noise levels presented. The question-
naire developed for the Puckapunyal phase of the study
was examined after the Puckapunyal data had been
partly analysed, and modifications and additions were
made for its use at Port Wakefield and Woomera.

When the NAL operator arrived at the residence to con-
duct the tests, the resident was guided through the ques-
tionnaires and asked to continue with his/her normal ac-
tivities. The NAL operator set up and calibrated the
equipment and then advised the controller at the source
that he was ready for the first shot to be detonated.
When all four locations were ready the first explosion
would be detonated. The NAL operator would then en-
sure that the resident had completed a questionnaire for
that shot. The NAL operator would record his acoustic
data, answer his questionnaire, and then the process
would repeat for each of the 12 shots presented.

For each explosion the resident and NAL operator re-
corded on their questionnaire:
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e A rating of the loudness of the explosion
e An annoyance rating of the explosion
e An acceptance rating of the explosion

e Their observance of house vibrations, window
rattles or objects on shelves moving

e Their reaction at the time of the explosion, i.e.
did the explosion....... startle you? frighten
you? cause you to feel irritable or edgy? make
you feel tense or nervous? or disturb others in
the house?

e Their location at the time of the explosion i.e.
inside the house with the doors or windows
open, inside the house with the door or win-
dows closed, or outside the house.

e Their activity at the time of the explosion, i.e.
listening to TV, radio, music, talking etc., con-
centrating e.g. reading, an activity e.g. house-
work.

Results of the analyses
Data were collected from the three communities, in-
volving a total of 159 residences. Altogether 1883 indi-
vidual explosions were detonated and nearly 70,000
data items were available for analysis.

During the analysis process, wherever possible, the data
from Puckapunyal, Port Wakefield and Woomera have
been combined to increase the sample size and improve
the reliability of the results.

Statistical analysis of the data®™ was performed using
the Statistical Package for Social Sciences. Using this
software the data were examined using factor analysis,
correlation techniques and regression analysis.

Analysis of the relationship between the actual noise
levels presented to residents and their respective re-
sponses has been conducted using the software package
Lotus 1-2-3 Version 3.1. All 70,000 data items were
entered in a spreadsheet format and various graphs were
produced using filtering techniques to sort the data.

Analysis of the data from all three locations was con-
ducted to determine the noise measure that best corre-
lated with the residents’ reaction. A composite rating of
reaction (termed General Reaction or GR) was formed
by adding the results of the questions about loudness,
annoyance and acceptability. Factor analysis of this
composite rating of GR indicated that only one factor
was significant in the results, i.e. the residents’ reaction

to the noise.

When GR was compared to each noise measure the re-
sulting correlations indicated that at each of the three
locations the outside peak level of the impulse was the
best predictor of the residents’ reaction.
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Outside Peak Level Distribution

No of Events

Figure 1. Distribution of out-
side peak levels for all sites

Linear Peak SPL (dB)

This is fortunate for a number of reasons:

e it is one of the easiest acoustic measurements
possible,

e building vibrations and window rattles are
caused by the outside noise environment,

e the prediction of peak levels at a distance from
a source is possible, thus enabling predictions
of community response to be made, and

e if an inside measure was used then allowances
for the building structure would need to be
made.

Having singled out the outside peak level as the best
predictor of the residents’ response, various analyses
were conducted to derive the relationship between the
residents’ responses and the measured peak levels.

Analysis of the data showing the location of the resident
at the time of the explosion shows that the resident was
outside the residence on only 5% of all occasions. Con-
sequently, the following analysis of the data is on the
basis of the resident being inside the residence.

Figure 1 shows the distribution of measured outside
peak levels for all sites.

With reference to Figure 1, several things are worthy of
comment:

o for Puckapunyal 95% of the data was between
approximately 75 and 116 dB,

e for Port Wakefield 95% of the data was be-
tween approximately 88 and 123 dB,

e for Woomera 95% of the data was between
approximately 81 and 120 dB.

The lack of sufficient data outside the ranges mentioned

above is a cause of sometimes spurious results in the
analysis of relationships reported later.
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Examination of the results recorded from the micro-
phones outside and inside the residence reveal an aver-
age building peak attenuation of only 4 dB.

This surprising result can be better appreciated when it
is realised that for all measurements conducted, the
residence had at least one door or window open on 84%
of occasions. This poor attenuation is also a result of the
inability of building structures to effectively attenuate
the low frequency dominated impulses of this type.

Figure 2 shows the loudness rating reported by the resi-
dent (when the resident was inside the residence) versus
the measured outside peak level. Some explanation of
the graph is required:

e Shown at each loudness rating level from O to
5 is a frequency distribution of the data at the
rating level versus outside peak level. The am-
plitudes of the frequency distributions have
been adjusted by a factor so that the amplitude
shown at each 1 dB increment of peak level
represents the percentage of the overall data at
that level.

e The interval between each loudness rating rep-
resents a scale of 0 - 100%.

e For example, at 100 dB peak level, it can be
seen that approximately 36% of residents re-
ported a loudness rating of O (didn’t hear),
48% reported a rating of 1 (just heard) and
16% reported a rating of 2 (easily heard). Fur-
ther, at 80 dB peak level, 65% of the data were
represented by a 0 rating (didn’t hear) and 35%
by a 1 rating (just heard). Similarly at 129 dB
peak 100% of the data were represented by a 5
rating (very loud).
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Loudness Response

Figure 2. Loudness rating by
the resident when inside
residence  versus outside
peak level for Port Wake-
field and Woomera data.
Loudness rating: 0 = Didn’t
hear, 1 = Just heard, 2 =
Easily heard, 3 = Slightly
loud, 4 = Loud, 5 = Very
loud.

Loudness Rating
w

80 85 90 95 100 105 110 115 120 125
Linear Peak SPL (dB)

All graphs presented in this paper that have been con-
structed using this method are characterised by a 100%
scale marking on the graph as shown in Figure 2.

In addition, at 95 dB peak level 74% of residents re-
ported a loudness rating of either O or 1 and 26% re-
ported a rating of 2. There were no reported ratings of 3
or higher at this level. At about 94 dB outside peak level
residents reported a loudness rating of either O or 1, that
is, there were no ratings of 2 or higher. This points to a
threshold value that should represent a level at which
(and below) a substantial number of impulses per day
should be permitted. This level of about 95 dB peak for
a substantial number of impulses per day is supported
by the graph of annoyance versus outside peak level
shown in Figure 3.

It should be remembered that at the extremes of the
peak level data range there are few data points available
and thus 100% of the data may represent a total of only
a few measured values (see Figure 1).

The graph for the Puckapunyal data is similar to that
shown in Figure 2 for the Port Wakefield and Woomera
data, but with a loudness scale 0 to 6.

It can be seen in Figure 2 that, as would be expected,
the loudness rating by the resident increases as the out-
side peak level increases. Also, for all intents and pur-
poses, the rating of loudness O (didn’t hear) ceases at
approximately 100 to 105 dB peak level. In other
words, outside peak levels above 100 dB are almost
guaranteed to be heard inside the residence by the resi-

dent.

Figure 3 shows the frequency distribution of annoyance
ratings versus outside peak level. It can be seen that at
the 95 dB peak level 82% of respondents reported the
explosion as “Not at all” annoying with the remaining
18% of respondents reporting it as “Slightly annoying”.

The level of 95 dB peak (or less) for a substantial num-

Annoyance Response

Figure 3. Annoyance rating
by resident (when inside)
versus outside peak level

i for Port Wakefield and
! Y \ Woomera data. Annoyance
: rating: 1 = Not at all, 2

Slightly, 3 = Moderately,
= Considerably, 5
Highly.

&

Annoyance Rating

v
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Acceptability Response

Figure 4. Acceptance rating by

——— the residents versus outside peak
levels for all data. Acceptance

: rating: 1 = Completely accept.,
2 = Acceptable, 3 = Fairly ac-

o + 1 1

= 5

= ; . |

© * A !

o« v 1 1 1

3 e ~ %

£ ‘T ; : , , . . ‘
a ; : i
a ; i ' i

8 T e s
< '

cept., 4 = Fairly unacceptable., 5
= Unacceptable, 6 = Completely
unacceptable.

105
Linear Peak SPL (dB)

ber of impulses per day is further supported by the resi-
dents’ rating of acceptance as shown in Figure 4.

The data shown in Figure 4 indicates that at the 95 dB
peak level, 86% of respondents reported it being
“completely acceptable”, 11% reported “acceptable”,
0% reported “fairly acceptable” and 3% reported it be-
ing “fairly unacceptable”.

In the questionnaires completed by residents after each
explosion the resident was asked if the impulse startled
or frightened him/her, caused him/her to feel irritable or
edgy, tense or nervous or disturbed others in the house.
Of these responses, only the startle or frighten response
was reported often enough to be of significance.

Figure 5 shows the percentage of data items, for each 1
dB band of peak levels measured outside, where the
resident reported being “startled”. Data is from all loca-
tions. It is noticeable that there is a discernible rise in
reported instances of being startled starting at approxi-
mately 100 dB peak level. At 115 dB peak it can be

seen that approximately 20% of residents reported being
“startled”.

Startle Response

125

Figure 6 shows a graph of the reported instances of be-
ing “frightened” versus outside peak levels. Fewer resi-
dents reported being “frightened” by the explosion when
compared to being “startled”.

Analysis of the data concerned with window rattles and
building vibrations revealed that the NAL operator re-
ported these effects more frequently than the resident.
This result is not unexpected as the NAL operator had
forewarning of the event and was able to pay attention
to determining if the effect was present, whilst the resi-
dent may not have been able to differentiate at the time
between a loud noise with and without building effects.

The following figures show only the results obtained
from the NAL operator.

Figure 7 reports the percentage of data items where the
NAL operator recorded that the building vibrated during
the explosion. It is noted that at the 115 dB peak level,
building vibrations were reported on greater than 50%
of all occasions.

100

804 - - -

% of Data

IR L R

Figure 5. Percentage of data
items where resident reported
being “startled” by explosion
versus outside peak level, for
all locations.

100 105

Linear Peak SPL (dB)
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Frighten Response

% of Data
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Similarly, from Figure 8 it can be seen that window rat-
tles were reported in approximately 50% of all cases at

115 dB peak level.

Schomer® reports the results of others, confirming that
additional annoyance is generated beyond that generated
by audibility of the impulse, by house “rattles” and
“startle” effects on residents. He also reports® that the
subjective response of a resident changes by 6 to 13 dB,
when the outside peak level is between 112 and 122 dB,
due to the presence of “rattles”, in the building struc-
ture. Examination of the Port Wakefield and Woomera
data shows general agreement with these figures. In ad-
dition, in another study’, he reports that house “rattles”
and “startle” were the two most reported characteristics
of artillery noise by respondents expressing high annoy-

ance.

Conclusion
In this paper, some of the results of a study into the re-

lationship between community reaction and impulse
noise are presented. These results shall be used to de-
velop a criterion for predicting community annoyance

Building Vibrations

Figure 6. Percentage of data
where residents reported being
“frightened” by explosion ver-
sus outside peak level for Port
Wakefield and Woomera data.

which will be the subject of a further paper.

The results from the study show that the linear peak
SPL measured outside the residence is the best predictor
of community reaction.

The results also show that for practical purposes a lower
limit exists, below which, a substantial number of im-
pulses per day should be permitted. This limit was de-
termined from responses to questions about the loud-
ness, annoyability and acceptance of the impulse. The
limit was found to be at approximately 95 dB linear
peak SPL.

Above 110 dB linear peak SPL, residents reported being
“startled” by the impulse although very few reported
being “frightened”.

Building and window vibrations were noticed with in-
creasing occurrence when linear peak SPLs of greater
than 100 dB were measured.
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Abstract

The present work is aimed at producing a test, similar to a speech intelligibility test, which can be
used to rate the quality of rooms for music. Listeners' perceptions of duration and frequency of
sounds were investigated to find a useful indicator of the acoustics of a room. The duration and
frequency research design was based on a discrimination task and a 2AFC experimental procedure.
Clear trends in accordance with the varying reverberation times were found in results of duration
discrimination test. It was found that both frequency and duration discrimination were influenced
by the room conditions and that these discrimination procedures may form the basis for room

acoustics assessments.

Introduction

The concert hall provides the acoustic link between the
musical performer and the listener. Although there are
many views on the acoustical characteristics which are
important for good concert halls there have been very
few attempts to make comparative subjective assess-
ments of the acoustics of halls (Fricke & Haan, 1995). If
auditorium acoustics is to develop as a science then a
reliable procedure for rating halls needs to be developed
which is independent of the music, performers and other
confounding variables.

The skilled performer must produce subtle changes in
tone quality as a component of musical expression. A
successful room for music is one in which the listener is
able to hear such subtleties of musical expression(Keefe
& Goad, 1992). The assumption in this study is that lis-
tener’s perception of duration and frequency effectively
reflect the acoustical conditions of a room. Therefore,
we have adopted a duration and frequency research de-
sign based on a discrimination task. Jeon and
Fricke(1994a, b) have examined the possibility of music
perception test for room acoustics. In their first trial, to
find useful indicator of the acoustics of a room, human
discrimination ability in duration perception was investi-
gated as one measure. A simulated room sound field,
provided by a digital signal processor, was used. They
found that the variation of the percentage correct re-
sponse(P(C)) of subjects with room type was affected by
the room conditions.

Abel's work(1972), in which musicians served as sub-
jects, shows that the difference limen of duration less
than 50 msec is nearly proportional to the square root of
the duration. Also for the tones whose durations are
greater than 50 msec the DL is approximately 10% of
the duration. Jeon and Fricke(1995) found there exist
two break points at 100 msec and 2 seconds in duration
discrimination. For short duration tones ranging from 25
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to 100 msec, the percentage correct response was found
to linearly improve with increasing duration of signals.
However, the JND was constant for durations between
100 msec and 2 seconds while for extended stimulus du-
rations(2 to 8 seconds) the JND was again linearly im-
proved. In the present work the value of AT was deter-
mined on the basis of the JNDs obtained in the previous

studies (AT/T=0.16 for short duration, 0.0875 for long
duration). Also Spielgel and Watson(1984) found that
the musicians' thresholds are in the range

0.001<Af/f<0.0045. Fastl and Hesse(1984) reported that
the difference limen existed in the range

0.001<Af/f<0.004, which was obtained by an adjustment

procedure (0.001<Af/f<0.006 for Yes/No procedure). In
the light of previous work, three relative frequency dif-
ferences(Af/f) of 0.008, 0.007 and 0.006 were chosen for
different frequencies(500, 1K, 4 kHz), which are con-
sidered to give a reasonable coverage of the sounds in a
concert hall.

An experiment was carried out to find the effects of the
acoustical conditions of a room on duration and fre-
quency perception. Four different reverberant fields
were prepared within the reverberation chamber of the
University of Sydney. In this experiment, duration and
frequency discrimination tests were carried out. The
method of constant stimuli and two alternative forced
choice was used for this purpose. The main concern of
this work was placed on the differences in correct re-
sponses between different sound fields, not on the dif-
ference limen. Simpson(1988) reported that for 100 tri-
als or less, the method of constant stimuli is the better
trial placement rule, after his Monte Carlo simulation of
various psychoacoustic methods. The constant stimuli is
known to have other virtues besides low bias and vari-
ability of thresholds resulting from its use:
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Table 1. Measured reverberation times(1 octave) in each reverberation condition(unoccupied)

Frequency( Hz) Condition 1 Condition 2 Condition 3 Condition 4
125 1.7 24 3.5 4.5
250 1.6 2.2 3.3 4.2
500 1.5 2.0 3.2 4.0
1000 1.3 2.0 3.0 4.0
2000 1.0 1.7 2.6 3.2
4000 0.5 1.4 1.7 2.5

1)

2)

3)

The extreme simplicity in implementing the trial .
. . Subjects
placement rule is the most obvious advantage. : . ’
To avoid fluctuation in their performance and extract the

The independence of the stimulus level presented on
a given trial from that presented on previous trials.

effect of the acoustic condition of a room, subjects who
have musical experience were considered. Fine &
Moore(1993) reported that musicians have sharper

It requires no prior assumptions about the shape of : .. .
i ; auditory filters than non-musicians. Two female music
the psychometric function before proceeding. After ; ; s
students from the Australian Music Institute served as
the data have been collected, any of a number of . e . . .
subjects. They didn’t have any previous experience in

functions can be fitted.

psychoacoustics experiments. Each subject participated
for two weeks and was paid an hourly rate.

Experiment: The Effect Of Reverberation Time
On Duration And Frequency Discrimination

Table 2. Pairs of stimuli used in both duration and frequency discrimination test.

S/C Ratio Used Pairs

Duration Discrimination

26:34 msec, 34:42 msec, 42:50 msec,

short duration pairs
50:58 msec, 58:66 msec, 66:74 msec

(50ms centred)

AT/T =0.16

295:330 msec, 330:365 msec,
365:400 msec, 400:435 msec,
(400ms centred) 435:470 msec, 470:505 msec

long duration pairs

AT/T = 0.0875

Frequency Discrimination

500 Hz-centred frequency pairs 492:496 Hz, 496:500 Hz,

(Af/f = 0.008)
500:504 Hz, 504:508 Hz

1 kHz-centred frequency pairs 986:993 Hz, 993:1000 Hz,

(Af/f =0.007)
1000:1007 Hz, 1007:1014 Hz

4 kHz-centred frequency pairs 3952:3976 Hz, 3976:4000 Hz,

(Af/f = 0.006)

4000:4024 Hz, 4024:4048 Hz

38

Australian Acoustical Society 1995 Conference



70 verberation chamber, sound absorb-

2 i ing fibreglass panel units(910 o

_ 1200 mm) were installed. These ab-

60 - B sorbing panels were evenly distrib-

i uted along the wall and the floor.

55 | B The reverberation times for each

] L room condition used in this experi-

50 . » ment are given in Table 1. The re-

- verberation times at 0.5 and 1 kHz

45 - = were varied from 1.3 to 4.0 seconds

I (unoccupied). The reverberation

40 A —o- Subject JE t2ins1es at ikHz ranged from 0.5 to

] : i .5 seconds. The subject was seated

35 | —i Subject 8T i in the middle of reverberation cham-

L, RIS S ————— ber and asked to respond by pressing
15 2 2.5 3 3.5 4 the keyboard buttons.

Reverberation Time(sec) Stimuli

(a) short duration(26-74 msec) In the duration discrimination test,

pure tones of 1 kHz were used. The

30 L " ! 1 L L duration of standard tone (S) was

varied from 26 msec to 66 msec for

short durations and from 295 msec to

70 - = 470ms for long durations. The values

of AT/T were 0.016 for the short du-

ration signals and 0.0875 for the

60 1 B long duration signals (AT is the time

difference between the standard tone,

'/-\.-—————. S, and the comparison tone, C). For

50 1 = the frequency discrimination test,

stimulus pairs of pure tones were

prepared for 3 frequency ranges

40 - O~ Subject JE | (492-505 Hz, 986-1014 Hz, 3952-

-~ Subject SJ 4048 Hz). The detailed information

% on stimuli are given in Table 2. The

1.5 2 25 3 35

Reverberation Time(sec)

(b) long duration(295-505 msec)

Fig.1. Percentage of correct response for the duration discrimination test

under four different reverberation conditions

Experimental arrangement

Macintosh Power PC controlled the experiments. The
MacRecorder sound system with its application,
SoundEdit™, was used for recording, editing, playing
and storing of sounds. Stimuli were presented by Mac-
roMind Director. The processed stimuli were filtered by
a bandpass filter KRON-HITE 3700 and amplified by
JVC Integrated Stereo Amplifier. In each acoustic con-
dition, the stimuli were presented through a
speaker(INTERDYN 3WAY Speaker) located in front
of a subject. Subjects were asked to face directly for-
wards, but no physical restriction was placed on head
movement. To control the reverberation time in the re-
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reproduction level of each auditory
stimuli was controlled to have an
equal intensity of 80 dB, when
measured at the listener's position
with a single 1/2 inch free-field mi-
crophone (B&K Type 4190). To
minimise switching transients at the
onset and offset of the signals,
rise/decay times of 5 msec were used
in all presentations. All pure tones
used in this experiment were made as 16 bit sounds(at a
sampling rate of 44.1 kHz).

g

Procedure

The test was performed in the reverberation chamber of
the University of Sydney. The reverberation time was
controlled by adding or removing sound absorbing pan-
els. Daily sessions were composed of two different re-
verberant conditions. Four hours of training period was
provided for each subject. During this period, it was ob-
served that subjects adapted to the sequence of the ex-
periment. For example, when the reverberant condition
of 3.0 seconds was followed by 4.0 seconds, the results
of second condition were sometimes slightly higher than
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Percentage correct response(%)

Results And Discussion

90
80 | .\/\. _ A. The influence of reverberant
- field on duration discrimination
o\e/o/o b The observed variations in the P(C) of
70 4 - duration discrimination, under differ-
N . A A [ ent reverberant conditions, are related
60 = =  to the reverberation time of the room
[ (Fig.1). The results obtained in both
r the short and long duration discrimi-
50 1 - nation test show clear trend in accor-
] —o— 0.5KHz i dance with the varying reverberation
40 - 1KHz [ time. In particular the P(C) of JE
—— 4KHz [ steadily decreased as the reverbera-
. C tion time increased while that of SJ
Conftion]1 Condiion? Condition3 Conditiona S-Sy dimumished. It appeas. that
there is a maxima in the P(C) vs re-
Room Condition verberation time relationship at about
1.5 to 2 seconds but test at lower re-
(a) Subject JE verberation times are necessary to
confirm this.
90
- It was found that for the correlation
20 | i between P(C) for short duration sig-
- nals and the reverberation time is
] [ rg = -.976 for subject JE with p =.027.
70 1 = Also for long duration, the result of
X JE showed high correlation with the
60 1 o reverberation time(rg = -.718 with p
] [ =.0342). Both results are significant
5 at the p < 0.05 level. Although the
50 7 —o- 05KHz [ P(C) of SJ also showed high correla-
= IKHz - tion with the reverberation time(rg = -
40 1 —& 4KHgz i 718 with p =367 for short duration,
r rg = -.681 with p =406 for long du-
30 [ ration), it was found to be statistically
Condition I ~ Condition2 ~ Condition3  Condition 4 insignificant.

Room Condition

(b) Subject SJ

Fig 2. Percentage of Correct responses for the frequency discrimination

test under four different reverberation condition.

those of previous condition. To avoid this kind of adap-
tation, the reverberation condition was randomly organ-
ised Under each reverberant condition, the listener was
presented with a pair of stimuli composed of different
durations for 15 minutes, followed by a 20 minute fre-
quency discrimination test. Subjects were asked to select
the sound they believed to be longer or higher. In a pair
each stimulus was separated by 500 msec inter-stimulus
interval and 2000 msec was given as response interval.
All the stimuli pairs were presented 100 times and the
order of the longer/shorter duration stimuli and
higher/lower frequency stimuli were equally distributed.

40

Notable differences were found in the
P(C) of both short duration and long
duration discrimination between the
two subjects. JE showed a higher per-
centage of correct responses in most
reverberant conditions than did sub-
ject SJ. Also it was observed that
subject JE discriminated more easily the differences in
long duration pairs than short duration pairs while sub-
ject SJ didn’t show any prominent differences. The re-
sults indicate that it would probably be better to develop
an assessment procedure based on the shorter duration
time as the difference between subjects is less, but this is
not the only consideration.

B. The influence of reverberant field on fre-

quency discrimination

The variations in the P(C) of frequency discrimination
did not show any simple relationship with the reverbera-
tion time of the room(Fig.2). Both subjects performed
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poorly with the 4 kHz centred tones while a high per-
centage of correct responses was recorded for the 0.5
and 1 kHz centred tones. Also JE showed higher per-
formance for the 0.5 and 1 kHz tones than SJ while any
prominent differences were not observed between the
subjects for the 4 kHz tones.

The results are encouraging as they indicate that there
may well be an optimum room condition for frequency
discrimination.

Conclusions

The influence of reverberant field on duration and fre-
quency discrimination was observed and analysed. Clear
trends in accordance with the varying reverberation
times were found in the results of a duration discrimina-
tion test (See Fig. 1). The P(C) of frequency discrimina-
tion didn’t have any simple dependence on the rever-
beration time of a room but it appeared that there was an
optimum reverberation time for frequency discrimina-
tion. It is concluded that frequency and duration percep-
tion may be good indicators of the acoustics of rooms.

Each subject has a different degree of musical experi-
ence, background and interests. This may be a clue to
the observed discrepancies between the results of the
subjects. As Hantz et. al.(1992) reported this may be
caused by the correlation of the degree of musical expe-
rience and/or the presence of absolute pitch ability with
a differential neurophysiological responsiveness of the
memory or information-processing systems. The fact
that subject JE showed better performances in both du-
ration and frequency discrimination test supports this
possibility to some degree. Another possibility is that
there are differences in individual preferences for the
acoustical condition of a room. However this possibility
can’t be discussed at this stage as no information on
preferences for different acoustical conditions has been
obtained. This will be done in the near future.

In this work, listener’s perception of duration and fre-
quency was investigated to find a useful indicator of the
acoustics of a room. The obtained results in duration and
frequency discrimination tests, using pure tones, are ob-
viously promising. Future work will involve the listening
test using musical tones in different room conditions.
The perception of harmonic structure, including timbre,
will be explored to find a useful indicator of the acous-
tics of a room. Further testing also needs to be carried
out , on the situations described in this paper, using extra
subjects, to determine the variability between individuals
and hence determine the number of subjects required for
tests based on discrimination of tones. Similar tests need
to be carried out in many different rooms and the opin-
ion of subjects sought on the quality of the acoustics of
those rooms for playing and listening to music.

Acoustics Applied
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A Method For Assessment Of The Environmental
Noise Impact Of New Traffic Bypasses

Cornelius (Neil) Huybregts
Carr Marshall Day Associates
1E Marine Parade
Abbotsford Vic 3067

Abstract

Noise impact assessments based solely on an analysis of expected noise levels do not reflect the
impact on community annoyance. Community annoyance depends on other factors such as the
noise history of the communities affected, the way in which the character of the noise will change,
and the time period over which the expected changes in noise environment will take place. A noise
impact assessment method has been developed which incorporates the results of recent research

into sleep disturbance and community response to changes in traffic exposure. Significant impact
is defined in terms of the likely change in community annoyance.

Introduction

In November 1992 Carr Marshall Day Associates was
commissioned by VicRoads to provide a noise impact
assessment of the proposed Western and Southern By-
passes. Now known as the City Link Project, this will be
Australia's largest privately owned infrastructure project,
and will link together three of Melbourne's radial free-
ways.

It was predicted that both bypasses would carry large
volumes of traffic, and would be major road freight
routes. The Southern Bypass was to be entirely under-
ground, and its only noise impact would be due to
changes in traffic volumes on existing roads. The West-
ern Bypass was mostly elevated, and passed near two
residential areas. Of the 11 areas assessed, 8 were af-
fected only by changes in traffic volumes on existing
roads.

Listening to the public

Early public meetings and meetings with community
representatives made it clear that an impact analysis
based on changes in noise levels was not going to be a
popular one. The majority of the predicted changes in
noise level were less than 3dBA. In one of their infor-
mation leaflets, VicRoads went on to suggest that since
3dBA is only just perceptible, none of the noise impacts
of the proposal were significant.

The next public meeting was like a re-enactment of the
bombing of Sarajevo. One resident summed up the gen-
eral feeling at the meeting by saying, "If you think we're
not going to notice an increase in traffic volume of 50%
[on opening] then you're either crazy or lying."

Through strongly worded, the gathering of such feed-

back was the genuine purpose of the public meetings,
and it was important that the noise impact assessment
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approach was, to some degree at least, acceptable to the
community representatives. I tried to imagine myself in a
situation where traffic on Bell Street (a four-lane ring
road near where I live) increased by 50% over a period
of a few months and I could see that they had a point.

However, we couldn't just take their word for it. We
would have to find studies which supported such claims,
and which gave an indication of how to factor such con-
siderations into an assessment of impact. What's more,
the effects on the community of short-term changes to
the noise environment would have to be measurable and
long-lived. It might be quite true that people would no-
tice the 50% increase when it happens, but a year later
things might be back to normal.

In surveys of community attitudes toward traffic noise,
noise from trucks at night is frequently cited as the main
source of annoyance. This was also the main source of
annoyance for most of the people who came to the pub-
lic meetings. In fact, the choice of the Laiosw as a noise
descriptor was seen by some people as a way of avoid-
ing actually measuring truck noise at night. It was ex-
plained that any noise barrier put in place to reduce the
Laoaswe would also reduce truck noise, but it was clear
that our assessment had to address truck noise and sleep
disturbance directly.

What is significant?

In Victoria, environmental effects assessments must con-
sist of a comparison of the consequences of doing noth-
ing (the no-build scenario) with the consequences of the
proposed development (the build scenario). It was clear
early on in the process that without noise control meas-
ures such as higher noise barriers on feeder roads and
noise insulation for the noisiest locations, the build sce-
nario lead to noise levels that were higher, but only by
3dBA or less (except at one small row of houses where it
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was about 5-10dBA). The build scenario
would result in higher noise levels, but

Relationship between noise level and community annoyance

(after Schultz)

the noise levels could not be said to be
significantly higher.

The community representatives wanted a

definition of what constituted a signifi-
cant noise impact. The convenor of the
community consultative meetings sug-

>
o
2

gested that the definition be either in
terms of change in noise level, or change

[N)
o
N

in traffic volume. In the end, we gave
him neither.

Percent highly annoyed
s
N

=
N

The story so far
We had to find an assessment approach

0%

that: 50

e acknowledged that short-term
changes in traffic volumes may
have a greater impact than grad-
ual changes, provided such an impact was long-
lived

e contained a definition of what constituted a sig-
nificant impact

e directly addressed the problem of truck noise and
sleep disturbance

e was firmly based on current (or well established)
research.

Figure 1

Impact of sudden changes in traffic volumes

In a benchmark review paper published in 1978, Ted
schultz' proposed an approximate relationship (shown in
Figure 1, with Lpy converted to Lao,is, that has now be-
come widely used in prediction of community response
to long-term steady noise

exposure. Relationship between

65
L10 18hr

55 60

found that of those surveyed, 51% were highly annoyed.
The Laio.sr at the residences where the survey was con-
ducted varied from 55-68dB(A), and annoyance scores
did not correlate with noise levels. At these noise levels,
Schultz would predict 5%-20% highly annoyed. This
was two years after the South Eastern Arterial was

opened.

C J Baughan and L Huddart® of the Transport Research
Laboratory in England, in a study of the effect of
changes in traffic noise exposure on levels of community
annoyance, found that community annoyance levels were
more closely related to the change in traffic volumes
than to the change in noise levels. This suggests that the
community perception of noise intrusion is not just de-

annoyance and change in fraffic volume

(after Baughan and Huddarf)

Schultz gave us a back- 20%

ground against which to
examine community re-

sponse to sudden
changes in traffic noise
exposure. Several stud-

ies have shown that 0%

changes in noise expo-
sure which occur over a

short time period can —10%

lead to community an-
noyance levels that do

not correspond with the =R

predictions based on
long-term steady noise

-30% * +

Change in percent highly annoyed

exposure. In a study we
undertook in 1989 of

residents' attitudes to
noise in areas adjacent to
the South Eastern Arte-
rial (47 residences), we

-407%

-100% -607%

-807%

Figure 2
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pendent on the noise level, but somehow includes an
awareness of the traffic volume. Of the 14 sites studied,
9 experienced a decrease in traffic noise as a result of
bypass construction and 5 sites experienced an increase
in traffic noise exposure.

Figure 2 shows the relationship they found between
change in community annoyance and change in traffic
volume, with "mean dissatisfaction" converted to per-
cent highly annoyed.

As to whether the effect persists, Baughan and Huddart
say

The excess change in nuisance ratings appears to
be more than simply a short term effect... other
studies have found little or no evidence of adapta-
tion to traffic changes.

One study by 1.D.Griffiths and G.J.Raw* did show some
regression toward steady-state annoyance levels. They
found that the levels of community annoyance remained
steady for up to two years, and that after 7-9 years only
about 60% of the effect had disappeared, implying that
the time taken to return to steady-state annoyance levels
would be about 20 years.

Truck noise and community annoyance

A direct relationship between truck volumes and com-
munity annoyance has been found by Dr Ragnar Ry-
lander of the Institute of Social and Preventative Medi-
cine at the University of Geneva, Switzerland*. This re-
lationship is shown in Figure 3 for two groups of data,
one with a typical Ln.x of 86dB(A) and the other with a
typical Lmax of 93dB(A).

Rylander has found that above the threshold of approxi-
mately 1,000 trucks per day, there is very little change in
the level of community annoyance. So to achieve a re-
duction in annoyance, the number of trucks per day must

be reduced to somewhat below 1,000.

Sleep disturbance

Research by Rylander* supports a medical approach to
the analysis of the relationship between noise exposure
and sleep disturbance. He relates sleep disturbance to
the number of noisy events in a night, and the maximum
noise levels of those events. In the Western Bypass
Health Impact Study’, Rylander provides us with the
following useful rule of thumb:

Sleep is likely to be disturbed with a rather low
number of passes of 10-15 heavy vehicles at about
55dB(A) [measured indoors, per night].

This approach is supported by work by Dr Barbara Grie-
fahn® of the Institute for Occupational Health of the Uni-
versity of Dortmund, Germany, which shows that at this
noise level, actual awakenings begin to occur, not just
sleep disturbance. She has found that if there are more
than 10-20 noisy events in a night, awakenings will oc-
cur in up to 10% of the population if the maximum noise
level exceeds 54dB(A). Sleep disturbance occurs if
maximum noise levels exceed 47dB(A).

Michael Vallet of the National Institute for Transport
Research in France’ recommends the following internal
noise level criteria. For traffic noise, the recommended
internal noise levels in a bedroom are:

Leg 35dB(A)
Lo SOdB(A)

Defining significant impact

Our current understanding of the way in which the envi-
ronmental, social and health effects of traffic noise arise
is through interference with behaviour (rather than any
direct physiological effect). The interference with be-
haviour is annoying and so we can determine the mag-
nitude of the effect of the noise by assessing how an-

noying the noise is to the community.

Relationship between truck volume and community annoyance

(after Rylander)

Using the research results described above,

we were able to predict the likely change in

community annoyance due to the construc-

tion of the Western & Southern Bypasses.
This meant we could assess the impact more

directly than if we were to merely assess

changes in noise levels.

It was important that the difference
between the noise impacts of the build

and no-build scenarios be assessed as

significant or not. We chose to define
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significant impact in the following way:

A significant noise impact is a change
in the noise environment that leads to
a change of 5% or more in the pro-
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portion of the community who are highly annoyed.

Impact assessment methodology

Comparison of traffic volumes for the build and no-build
scenarios was straight-forward. Doing nothing would
lead to steady increases in traffic volumes on most roads
in the study area. This steady increase would also occur
for the build option, until the bypasses were opened to
traffic. The difference between the build and no-build
scenarios would occur on opening.

If the Western and Southern Bypasses were built, there
would be two types of change occurring. The first of
these is a change in noise environment due to exposure
to noise from new roads. This would apply to residences
near the proposed route of the Western Bypass.

The other type of change which would occur if the by-
passes were built would be a change in noise exposure
due to a change in traffic volumes on existing roads in
the areas affected. This change would occur quite sud-
denly over a matter of 4-6 months after the Bypasses
opened. This effect is shown in Figures 4 and 5, which
illustrate the traffic volume increases predicted for Too-
rak Road and Burnley Street.
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Five aspects of the change in noise environment if
the bypasses were built were considered. These

were:

Change in traffic volumes on existing roads

Based on the work of Baughan & Huddart2, it would
appear that an increase or decrease in traffic volume of
13% would be significant.

Change in daily truck numbers

The work of Rylander* would indicate that if the number
of trucks per day before and after the opening of the by-
passes is greater than 1,000, then there would not be a
change in the level of community annoyance. If the
number of trucks per day before or after the opening is
less than 1,000, then it would appear that a change in the
number of trucks per day of 17% would be significant.

Change in the number of noisy events at night
Based on the work of Griefahn® and the recommenda-
tions of Vallet’, it would appear that sleep disturbance
can be related to the number of times 50dB(A) is ex-
ceeded internally during the night. If there is no change
to the maximum noise levels, then there would be no
improvement unless the number of noisy events drops
below Griefahn's break-point of 10-20 events per night.

Changes in the Layosen due to new roads

The work of Baughan & Huddart?> would indicate that
any increase in the Lao, s due to a new road would be
significant. They found changes of 10% in the percent
highly annoyed even when the increase in the Lasn
was less than a decibel.

Exceedances of 68dB(A) La1o,18n

Noise levels higher than this criterion are defined as
"unacceptable" by the OECD®. This was included as a
criterion for determining a significant negative impact in
order to avoid the problem of accumulated small im-
pacts. Several locations in the study area had been sub-
ject to increasing levels of traffic noise in the last decade
or so, and it was felt that a line had to be drawn some-

where.

Exposure to New Roads
For areas exposed to new roads, three aspects of the
change in noise environment if the bypasses were built
were considered. These were:

o changes in the Lao, s

e changes in the number of noisy events at night

e exceedances of the OECD criterion of 68dB(A)

LAIO,Ith-

Noise levels were predicted using a computer traffic
noise prediction model developed by Carr Marshall Day
Associates which is based on the CoORTN method.
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Changes to Existing Roads
For areas exposed to changes in traffic volumes on ex-
isting roads, four aspects of the change in noise envi-

ronment if the bypasses were built were considered.
These were:

¢ change in traffic volumes

e change in daily truck numbers

e change in the number of noisy events at night
o exceedances of 68dB(A) Laio,isn-

Noise impact assessment results

The study area was broken down into 11 areas which
varied greatly in size. The largest was about 1-2 square
kilometres and the smallest was one little street of about
10 residences. For each area, the impact was assessed
according to the approach outlined above. Table 1
shows a summary of our conclusions. The areas that
have the most affected residences are marked with an
asterisk (*). Options A, B and C refer to options for lo-
cating the tunnel portals for the Southern Bypass.

When considered together with the construction of new
noise barriers, and the provision of noise insulation at
Debney Park Estate, the overall noise impact of the
Western and Southern Bypasses was considered to be
positive.

Having chosen an assessment approach - and a defini-
tion of significant impact - based in terms of community
annoyance rather than noise levels, we arrived at a con-
clusion that made sense intuitively. Areas that were
clearly going to be worse off were shown to be so, and
areas that were going to experience 50% decreases in
traffic (and even more in truck traffic) were shown to
have significant positive impacts in a way that was much
more realistic than "3-5dBA decrease in noise level,
hardly noticeable".
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Table 1 Summary of Conclusions
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Impact
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. sulation is provided.

Bent St

Negative.

Hardiman St

Negative.

Flemington & Ascot Vale

Minimal, but distant noise
exposure may be a prob-
lem.

North Melbourne*

Positive, but distant noise
exposure may be a prob-
lem.

Railway Place

Minimal.
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Positive, depending on
residential development.

Richmond*

Positive, if new noise bar-
riers are provided, espe-
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Abstract

A study is being carried out with the object of developing sensitivity criteria for traffic noise from
roads in residential areas and evaluating which individuals, if any, adapt to a change on the noise
environment. This proposes an individual model of the response (individual noise tolerance) and
goes on to discuss the problems of undertaking a survey to establish an individual’s sensitivity as

well as determine the extent of adaptation to noise.

Introduction

There are three aspects of studies of the response of
people to traffic noise. They are: (1) the study of subjec-
tive annoyance to traffic noise as a function of traffic
noise measures as well as other non-noise parameters,
(2) the study of interference with various activities and
possible forms of health impairement, and (3) an
evaluation of the merits of various noise measures as
predictors of adverse responses (Bradley and Jonah,
1979). These aspects can be termed annoyance, distur-
bances, and noise measures. A large number of noise
surveys have been reported in the areas. As Fields and
Hall (1987) mentioned in the literature, low-investment
research programmes may not provide any more useful
information about the dose-response relationship than is
available in existing research publications and so the
initial part of the present study has been to evaluate pre-
vious studies.

A number of studies of traffic noise have been under-
taken in which measurements of sound pressure level
have been related to residents’ annoyance with the ob-
ject of establishing tolerable noise levels or community
reactions (i.e. the percentage of respondents adversely
affected by noise of a given level). The development of
noise control criteria depends upon specifying what is
tolerable to the majority of the population. However,
noise criteria, derived from such procedures, have not
been well established. A particular difficulty which has
arisen in connection with the development of noise and
annoyance criteria has been that of subjective scaling.
The scales used have failed to predict individual re-
sponses with sufficient accuracy.

Noise level is known to correlate with annoyance. How-
ever, reactions to changes in noise environments have
been different. Langdon and Griffiths (1982) found that
reductions in noise results in changes in annoyance,
whereas Fidell and Jones (1975) reported no change in
residents’ reactions after a severe reduction in night-time
aircraft noise levels. In most studies of the effects of
noise on communities, measures of noise exposure in-
corporate corrections for certain time operations.
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Individual dissatisfaction scores correlate poorly with
physical measures (Griffiths and Langdon, 1968), be-
cause of wide individual differences in susceptibility and
experience of noise, as well as in patterns of living likely
to be disturbed by noise. There are many factors in ad-
dition to the noise measures which affect subjective an-
noyance to traffic noise, and attitude surveys have shown
that the correlation between individual annoyance and
noise level is relatively insensitive to noise measures
(Ollerhead, 1973). Edwards (1975) also indicated that it
is not noise measurements and noise indices that cause
the poor correlation, but measures of human response. It
has been found that there are considerable differences
between people in how they react to the same level of
noise (Moreira and Bryan, 1972). Therefore, it is neces-
sary to pay special attention to individual differences
when selecting noise criteria for residential areas. The
study reported here yields an assessment of an individ-
ual’s tolerance of noise investigated by a self-
administered questionnaire. The results were analyzed to
evaluate a number of subjectivity scales, in terms of
subjects’ responses about their disturbances over the
road traffic noise.

Background

The acoustical factors affecting annoyance are; numbers
of individual noise events (Fields, 1984), day/night-time
noise levels (Fidell and Jones, 1975; Yeowart et al.,
1977; Langdon and Buller, 1977; Bradley and Jonah,
1979; Nemecek et al., 1981), residential noise environ-
ments (ambient noise) (Griffiths and Langdon, 1968;
Robinson, 1971; Rice, 1977; Schultz, 1978), and
changes in noise environments (Fidell and Jones, 1975;
Langdon and Griffiths, 1982). The factors causing
variations in individual reactions to noise are: time spent
at home, the differences in noise levels at home, living
style (outdoor/indoor, window opening, etc.), type of
housing, timing and location of indoor activities, other
indoor noises, etc. Other individual factors associated
with variance in annoyance which can not be explained
by the acoustical factors are; personal attitudes and
demographic characteristics:
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Annoyance is generally higher for people who are fear-
ful that some danger to themselves or other people in the
local area may be associated with the transportation ac-
tivities which they can hear. The attitude of ‘fearfulness’
has proved to be important for road traffic noise as well
as aircraft and railway noise. Things disliked about the
area from neighbourhood evaluation and evaluations of
the quality of the public services are related annoyance
(Langdon, 1976). The people who believe that their
health is affected by noise from the particular source are
also likely to be annoyed by the source. Other aspects of
the noise source’s intrusion related to residents’ evalua-
tions of the noise in the area are: dirt, dust, lights,
odours, visual intrusion, loss of privacy and severance
by a right-of-way (Fields and Hall, 1987).

The variables in demographic characteristics have not
been found to be consistently associated with noise an-
noyance. Sensitivity to annoyance by noise (or noise an-
noyance susceptibility) does not appear to depend upon
personal factors such as age, sex, education, job respon-
sibility (Moreira and Bryan, 1972), length of residence
(Nemecek et al., 1981) and type of housing (Bradley and
Jonah, 1979).

‘Adaptation’ is another matter to be reviewed in relation
to any sort of annoyance surveys to road traffic noise.
How the annoyance of an individual changes with time
(adaptation) is also important and is one of the main
objects of the present work.

Outline Of Survey

The main problem of choosing a sample for most sur-
veys is normally one of eliminating as much bias as pos-
sible. As the survey variables are interrelated and it is
difficult to provide strong evidence for the nature of the
causal relationships between variables, cautions have
been made in survey plans and findings about sensitivity

and disturbances:

(1) If the sensitivity is correlated with noise level then
part of the relationship of the sensitivity with noise
annoyance may be caused by the noise level effect.

(2) The sensitivity variable must be investigated with a
question which is clearly distinct from a noise rating
or disturbance question.

(3) Some of the high correlation between annoyance
and these disturbances should be discounted be-
cause both are measured at the same time in a single
questionnaire under similar conditions and thus may
be subjected to such correlated errors in measure-
ment as ‘response set’ (the tendency for people to
give answers that follow the form rather the content
of the question).

(4) Also of concern is that the position of the
‘disturbances’ section may suggest that the medical
symptoms are attributable to road traffic noise.
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(5) In order to predict an individual’s annoyance to a
particular noise it is necessary to know not only the
level of the noise but also his/her personality
(Moreira and Bryan, 1972). Certain personality
traits are responsible for differences in noise annoy-
ance sensitivity.

(6) Models for biases in judging sensory magnitudes
should be eliminated.

The questionnaire dealing with residents’ attitudes and
opinions consists of; (a) various sorts of disturbance
which might be expected to result from noise, (b) a scale
of dissatisfaction with the acoustic environment, © a
study of nuisance caused by noise from motorways
(room usage, sleep disturbance, preferred siting of the
house in relation to the road, and seasonal or meteoro-
logical effects on the perceived noisiness of traffic), (d)
sources of noise nuisance, (e) a scale of susceptibility to
noise nuisance, (f) demographic characteristics.

A field survey

This investigation is to have a repeated measures design;
the same respondents will be interviewed 6 and 12
months after the first interview.

Hypotheses

It seems that there are three reasons for variation in an-
noyance to noise: situations of the environmental stres-
sor (noise source), differences in situation-specific atti-
tudes (non-auditory effects of noise in naturalistic set-
tings) and personality difference (sensitivity).

1) There are individual differences in adaptation to
road traffic noise.

2) People’s sensitivity to noise varies in incidence.

3) Noise sensitivity, noise rating and disturbances are
three major attribution to noise and have a relation-

ship.

Questionnaires

The survey will be presented to the residents as a survey
aimed at discovering the attitude of the population to
housing and housing areas. The questionnaires, which in
relevant respects are identical, commence with questions
concerning the following;

1) Housing conditions:
2) Respondents’ backgrounds:

3) Questions concerning the attitude to noise
(SENSITIVITY TEST): (Indirect questions con-
cerning annoyance by traffic noise) An instrument
of 21 questions using a Likert-style format devel-
oped by Weinstein (1978) is used to assess self-
reported sensitivity to noise. Most items are pre-
sented on a 6-point scale ranging from ‘agree
strongly’ to ‘disagree strongly’.
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4) Direct ratings of the amount of noise (Perception of
noise):

5) Questions concerning disturbances caused by traffic
noise and residents’ various manifestations:

Discussion

Noise level is not the only variable that can be used to
control annoyance levels over long periods of time.
There is enormous individual variability in the measured
reactions at any one noise level due to acoustical, situa-
tional, attitudinal and personal factors including meas-
urement errors. Unless the noise annoyance research
discovers any step that might be taken to consider the
privately felt annoyance with persistent road traffic
noise, policy makers cannot ever hope to reduce public
complaints against noise except that of reducing noise
levels dramatically.
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Abstract

Although the car is primarily a means of transport, it also constitutes a significant sound source in
which each vehicle creates a concert of various individual sound sources. These can be heard both
inside and outside the car. The engines ignite at regular intervals, various gear wheels interact in
the gear transmission, tyres vibrate in contact with the road surface, the airstream flows around the
car body, and a lot of individual aggregates such as dynamo, servo and petrol pump round off the
sound pattern. In an orchestra an optimum interplay and harmonic tuning of the individual instru-
ments are also important for a good sound impression; the same goal whose importance the auto-
mobile industry has become increasingly aware of in recent years. It is not enough to reduce vehi-

cle noise to meet benchmark values, but questions relating to sound comfort, sound design and
pleasant sound are becoming more and more important.

Sound does not only mean acoustic vibration, but transmits information of a more or less pleasant
or unpleasant character, depending on the listener’s expectation. Sounds with high energies impair
human hearing, but create even at low energy totally different impressions (annoying, unpleasant,

pleasant and so forth), depending on the temporal structure and spectral distribution.

Therefore the task of sound design in the automobile industry is multi-dimensional:

e The sound level must not exceed legal values (physical aspect).

¢ The sound should not leave an unpleasant or annoying impression (psychoacoustic aspect).
e The sound has to harmonise with the car type (design aspect).

e The sound must meet the customer’s requirements (cognitive aspect).

Introduction

Regulations for determining noise levels are based on A-
weighted SPL measurements performed with only one
microphone. This method of measurement is usually
specified when determining whether the ear could be
physically damaged. Such a simple measurement proce-
dure is not able to determine annoyance of sound events
or sound quality in general.

A loudness measurement which takes account of the
spectral and temporal structure of a sound event, better
than the A-weighted SPL, has advantages. Nevertheless,
it is not universally accepted because the loudness
measurement does not allow a complete judgment of
complex sound events comparable to human hearing. In
addition to loudness, there are other psychoacoustic pa-
rameters such as sharpness, roughness and fluctuation
strength.

For some years investigations with binaural measure-
ment and analysis techniques have shown new possibili-
ties for the objective determination of sound quality. By
using Artificial Head technology in conjunction with
psychoacoustic evaluation algorithms - and taking into
account binaural signal processing of human hearing -
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considerable progress has been made for determine the
. 2
sound quality of sound events'?.

This technique has been supplemented by a new calcu-
lation method for signals which are complex in terms of
signal theory:

The analysis of a sound like door slamming is relatively
complicated because its time duration is very short and
its frequency spectrum very broad. In strong contrast to
a normal FFT analyser, human hearing has a high reso-
lution in the time and frequency domains. This is why an
objective evaluation of a slamming door, corresponding
to subjective classification values such as loudness,
fluctuation strength and roughness, is insufficient, being
based only on simple, quasi-stationary test signals. An
additional calculation, based on three new types of sig-
nal processing, in addition to the Wavelet transforma-
tion, can be used to improve objective analysis of the
sound of door slamming.

Binaural measurement technology

Human hearing differs in many respects from conven-
tional sound measuring systems. The outer ear is a di-
rectional filter which changes the sound pressure level at
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the ear drum by +15 to -30 dB, depending on frequency
and direction of sound incidence. These filter properties
of the outer ear are due to diffraction, reflections and
resonances caused by the pinna and concha geometry.
Human hearing has two paths - the left and right ears.
This capability permits binaural signal processing and
pattern recognition in conjunction with spatial hearing,
selectivity and noise suppression.

The auditory impression is not only determined by the
sound pressure level, but also by psychoacoustic prop-
erties. Depending on the time sequence of the signals or
spectral distribution, there can be different subjective
impressions due to pre-, post- and simultaneous-masking
properties of the hearing mechanism.

Human hearing involves very complex signal processing
but it has very short memory. By faithfully recording,
digitally storing and reproducing a sound event, the
comparative human ear equivalent judgement of differ-
ent sounds becomes feasible and can be documented.
The psychoacoustical properties of human hearing de-
termine the subjective impression of sound events such
as noise annoyance. Also, both sound pressure level and
loudness are important. Standard methods of measuring
loudness do not consider the binaural signal processing
that occurs in human hearing. This explains the poor
correlation between measured sound levels and the sub-
jective impression of noise. Since the evaluation of
sound quality by large numbers of test subjects usually
produce similar results, the sounds must have physically
measurable properties which can be correlated to sub-
jective impressions. This suggests there are properties
that have not been identified and accounted for by con-
ventional measurement methods. Objective acoustic
measurement methods used up to the present time have
not provided sufficiently useful algorithms for evalua-
tion of individual sources in a complex sound field. An
artificial head measurement system that emulates human
hearing as the “receiver” has been introduced for the
judgement and analysis of sounds. The artificial head
measurement system in binaural measurement method
can be used in all fields where acoustic emissions
(acoustic energy radiated by a source) and immissions
(acoustic energy incident on a receiver) must be deter-
mined or where sound serves as an indicator of comfort,
quality and safety.

Figure 1 illustrates how recorded information from an
artificial head can be evaluated with the help of digital
signal processing to identify and eliminate annoyance.
Binaural digital signal processing within a computer
controlled measuring system allows input, storage and
processing of an event and listening to selected segments
which can be continuously repeated without audible ar-
tefacts. The measuring system displays both right and
left ear signals in the time and frequency domains. The
sound segment sample can then be directly manipulated
with the result being displayed and reproduced by head-
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phones in “real time”. Euphony is evaluated as part of
the analysis; that is calculations of roughness, sharpness,
pitch and timbre as well as loudness, that take into ac-
count the ear’s pre-, post- and simultaneous-masking

properties.

Combined analysis of spectrum and time struc-
ture

As is well-known, human hearing not only performs
spectral analysis, but also the evaluation of the envelope
from the signal. The ability to distinguish between si-
multaneously occurring sounds can be modelled using
band pass division. The frequency resolution obtainable
depends essentially on the bandwidth of the hearing-
related filters. Modulations are primarily recognised
from changes in specific loudness level over time, i.e.
from the non-linear, distorted lowpass filtered envelope
curve of individual bandpass signals.

The discrete Fourier transform is often applied for short-
term spectral analysis of acoustic signals. Since in this
technique, the same window is applied for the investiga-
tion of all relevant spectral components, the modulation
remains constant over the whole frequency domain.
Definition of the analysis window simultaneously de-
fines time and frequency modulation. This kind of spec-
tral analysis allows either high frequency modulation of
low-frequency signals (long window), or high-resolution
analysis of timestructure in the upper frequency range
(short window), and this makes it less suitable for a per-
ception-oriented signal description. Thus, selection of
window length always represents a compromise between
these various demands.

These considerations resulted in the development of the
“variable” Fourier transform. The basis of this aurally-
equivalent spectral analysis in efficient sub-band divi-
sion (using filters with hardly any overlap). The spectral
composition of the bandpass signals is subsequently in-
vestigated by applying analytic procedures of various
length (adapted to human hearing). A combination of an
appropriate filter bank makes it possible to approach the
resolution of human hearing in a series of steps.

Other hearing-oriented methods aim at spectral repre-
sentation as a quasi-continuous function of time (in con-
trast to block-by-block processing) with hearing-related
frequency modulation. These generally more time-
consuming techniques can be represented as bandpass
division of the signal under investigation, where the im-
pulse responses applied are of different length. The basic
differences between these various approaches include
which type of filter and which bandwidth as a function
of the filter center frequency are selected. The Fourier T
transform, as a short-time spectral analysis with an ex-
ponentially decreasing weighting factor of proceeding
values, has been known for some time (e.g. 4, p141 ff,
5,6). The essential advantage of a “filter bank principle”
is that time constants, analogous to frequency selectivity
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in human hearing can be individually selected for indi-
vidual analysis filters.

In the case of continuous Wavelet transform a time sig-
nal is also analysed using bandpass filters of various
width. The Wavelet transform of time-discrete signals
can be interpreted equally well as a special form of sub-
band division. It may also be understood as octave band
filtering with perfectly reconstituting filters. The fact
that various earlier approaches to signal definition with
variable frequency and time resolution can also be repre-
sented in terms of WT opens the way to a uniform defi-
nition and thus adds to the development of new ideas.

Auditory model according to Sottek

Human hearing perceives slight differences in frequency
and rapidly changing time structures simultaneously.
Any mathematical analysis applied exclusively in the
frequency and time domains is therefore unable to pro-
vide aurally-equivalent results. An essential feature of
the auditory model developed by Sottek’ is calculation
of excitation distribution over time. This is obtained as a
function of two variables (frequency and time) from the
curve of the sound pressure function and provides a ba-
sis for calculating psychoacoustic values. The model for
calculating excitation distribution according to Zwicker
and Feldtkeller® is limited to steady signals, since only
spectral data are evaluated. Furthermore, the phase of
individual vibrational components is neglected, which

distribution

temporal
structure

spectral
distribution

results in an inadequate simulation of the excitation due
to several superimposed sound components: The spec-
trum of a sinusoidal, amplitude-modulated tone is com-
posed of three neighbouring spectral lines. Ignoring the
phase angles, the excitation distributions due each of the
three individual components would produce a temporal
constant running of the total excitation, although an am-
plitude modulation has, of course, a characteristically
pronounced time structure.

Modulated tones or noise signals result in an impression
of roughness, depending on their frequency and the
modulation frequency. In determining this psychoacous-
tic value the time structure of the excitation is of par-
ticular significance and must be taken into account.
When various sound components are contained within a
given critical band, their phase has a particularly visible
effect, because in this case separate processing of the
various components in different channels is not possible.
If the phase of the sidebands of an amplitude modulation
is rotated through 90°, this is only perceivable if the
physical spectrum is contained within a single critical
band. The time structure of a (longer) signal segment is
determined by phase data. Any change to the phase rela-
tionship affects the amplitude response of the time sig-
nal. If the amplitude spectrum is determined at suffi-
ciently short time intervals, “phase” becomes less sig-
nificant. This is taken account of in short-time spectrum
analysis, by dividing the signal into weighted blocks of
defined length and then Fourier transforming the seg-

subjective
judgement

Selection of
relevant sound
components

0
@ dB(A) time-dependent
levelcurve dj
subjective . objective 1
impression sound event values

Figure 1: Subjective and objective diagnosis, analysis and clarification of sound.
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Figure 2: Specific loudness analysis (a) Door 1, (b) Door 2, (¢) Door 3, (d) Door 4.

ments. This results in a meaningful representation of the
amplitude distribution and of the time as a function of
frequency. Admittedly, the equidistant frequency modu-
lation resulting from this technique does not take into
account the resolution of the human ear.
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The procedure developed by Sottek does take into ac-
count the time and frequency resolution of human hear-
ing, i.e. enables appropriate processing of non-steady

signals.
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Figure 3: Variable Frequency Resolution (VFR).

Application in door slam noise

It is hard to describe the door slam noise in terms of sig-
nal theory, because this signal is very short and is based
on broad-band excitation. However, if the signal analysis
does not make possible a sound evaluation according to
human signal processing, an objective determination of
the subjectively perceived sound quality of the door
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(a) Door 1, (b) Door 2, (c) Door 3, (d) Door 4.

slam noise becomes more difficult. Investigations of four
different door slam noises will be represented in the
following. The investigations were made in an anechoic
chamber with an Artificial Head Measurement System.
The system was positioned 1.5 m off the left front door
with its face towards the door and recorded the sound
event faithfully to allow both a subjective and objective
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Figure 4: Analysis with Sottek inner ear model. (a) Door 1, (b) Door 2, (c) Door 3, (d) Door 4.

tive listening tests. The four doors (Door 1, Door 2,
Door 3 and Door 4) are represented below in the order
of improved sound quality.

evaluation. Four different vehicles of different classes
producing widely differing door slam noises were evalu-
ated. Due to the great differences in sound quality the
listeners determined a clear priority order in the subjec-
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Previous considerations showed that a simple FFT
analysis is not suitable for this kind of analysis. Figure 2
shows the relationship of specific loudness in depend-
ence on time for the four doors. This representation and
analysis are not suited completely to show the subjective
impression adequately. In case of Door 1 the increased
loudness at higher frequencies becomes evident which is
- among other things - responsible for the negative
judgment of the sound. Further classifications of the in-
dividual door noises are, however, not possible. It does
not become apparent, particularly in the case of Door 3,
that a clear echo by slamming the interior ventilating
flap could be heard. The subjective evaluations showed
that Door 4 was preferred due to strong levels in the
low-frequency spectral range. This does not become ob-
vious in Figure 2. Here, it is disadvantageous that the
curves of the same loudness according to Zwicker® are
based on listening tests with stationary signals. A state-
ment for short-time impulse like wide-band sounds can-
not be made easily.

Figure 3 shows the result for the variable frequency
resolution VFR (comparable to Wavelet). The temporal
structures of the door slam noise are striking: the long
decay in the frequency range of 800 Hz up to 3500 Hz in
case of Door 1, the time structure due to the non-uniform
contact of individual components in case of Door 2 as
well as the discrete echo in case of Door 3. At the same
time a high frequency resolution of up to 20 Hz is guar-
anteed, the strong boominess of Door 4 as compared to
Door 3 becomes obvious. An adequate analysis and rep-
resentation according to human signal processing is
shown in figure 4 and is based on the hearing model for
monaural signal processing developed by Sottek”. At the
left hand-side the length is scaled according to the basi-
lar membrane and at the right-hand side the corre-
sponding frequency ranges.

Figure 4 shows the relationship of excitation distribution
and time. For higher frequencies the representation and
clarity regarding spectral distribution and the respective
temporal structures is similar to the VFR analysis repre-
sented in Figure 3. In the frequency range below 500 Hz
with the same good frequency resolution a significantly
better reproduction of the temporal structures becomes
apparent. Door 4 has the highest energy in the low-
frequency spectral range when the door is slammed. This
energy is produced at the same time as the entire door
slam noise. In case of Door 3 the maximum in the low-
frequency range exhibits a pronounced narrow-band
characteristic and has a temporarily shifted structure.

Summary

In many sound situations it is necessary to make faithful
recordings using artificial head technology in order to
consider selectivity of human hearing on the one hand,
and to take into consideration psychoacoustic parameters
for judging sound quality in case of phase and level dif-
ferences on the other hand. The improved method to
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mathematically describe psychoacoustic parameters ac-
cording to Sottek allows a more accurate objective de-
termination of sound quality. While questions as to the
physical damage of hearing can be answered by the A-
weighted SPL, the evaluation of sound quality is possi-
ble only in conjunction with psychoacoustic parameters.
Using the door slam noise as an example it was possible

to present an optimum analysis comparable to subjective
evaluation.
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6000 Hz - Is It an Early Indicator of
Noise-Induced Hearing Loss?
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Abstract

It is commonly reported that the effects of noise-induced-hearing loss are centred around the audi-
ometric frequency of 4000 Hz.' The typical noise-induced hearing loss is reported as showing a dip
at this frequency with improved thresholds at 8000 Hz. However a significant notch at 6000 Hz
was reported for all mean audiograms in a study of the hearing characteristics of 89,500 otologi-
cally normal, noise-exposed Western Australian workers and it was suggested that this may be the
frequency which is most susceptible to noise damage.” The present study examined this notch fur-
ther to determine if it is due to artefact or noise damage. The audiometric test results of 68 otologi-
cally normal, not noise-exposed students aged 13-18 years were compared to 1,591 otologically
normal, noise-exposed workers aged 16-19 years. The study showed a distinct “noise notch” at
6000 Hz for the noise-exposed subjects which was not present in the not noise-exposed subjects.
There was a statistically significant difference (p<0.001) between the mean threshold levels at 6000
Hz for both groups, in both ears. The results of this study suggest that 6000 Hz may be the fre-
quency most susceptible to noise damage and may therefore be a good early indicator of noise-
induced hearing loss. The implications of this finding are discussed in comparison with other re-

search which suggests that the notch at this frequency may be due to artefact.

Introduction

It is well known that noise in the workplace is a signifi-
cant hazard to the hearing health of workers.>*>¢7 Ex-
amination of the causes of hearing loss in Australia indi-
cate that exposure to loud noise in the workplace may be
a primary cause of hearing impairment among adult
Australians®. Exposure to loud noise was reported to be
the main cause of hearing loss for male subjects in a sur-
vey of the hearing health of South Australian adults’.
The Australian Bureau of Statistics in 1988 reported that
for Australians with a hearing impairment, work was re-
ported to be the second main cause of hearing loss'’ and
in 1993, for persons with a hearing impairment, work
was reported to be the main cause of hearing loss''. Oc-
cupational noise-induced hearing loss is reported to be
the most prevalent compensable disease in Australia'”.
In NSW in the 1992/93 financial year 64.5% of occupa-
tional disease claims were for noise-induced hearing
loss, costing $54,470,000",

Prevention is the best weapon against occupational
noise-induced hearing loss and employing routine audi-
ometric testing, as part of a hearing conservation pro-
gramme, is the best method of identifying if occupa-
tional health and safety practices implemented to control
noise as a workplace hazard have been successful. Iden-
tifying changes on an audiogram is the only widespread
method currently in place which acts as the first indica-
tion that the prevention techniques are not working. If
hearing impairment can be detected as soon as it occurs
action can be taken to prevent further hearing loss.
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It has long been reported that noise-induced hearing loss
is characterised as a having a distinctive dip in the
audiogram at 4000 Hz"'*!>'1%1"18 This 4000 Hz dip has
been classified as the hallmark which links noise as the
aetiology of a sensorineural loss.' With further expo-
sure, the increase in threshold level extends to the adja-
cent frequencies broadening and deepening the 4000 Hz
noise notch!'6%,

Recent studies however suggest that 6000 Hz may be the
frequency most susceptible to noise damage and the
4000 Hz notch an artefact of previous studies not testing
at the 6000 Hz frequency® *'***24%5,

Monley et al’in a survey of the hearing characteristics of
89,500 Western Australian noise-exposed workers found
a distinct notch at 6000 Hz for all mean audiograms for
both percentage loss of hearing (PLH) and age ranges.
This notch was even apparent in the mean audiograms of
workers whose PLH was 0 and for workers in the 15-24
year age group. As all workers were noise-exposed it
was suggested that this dip at 6000 Hz for the workers
with a PLH of 0 may have been indicating that some
workers classified as having 'normal’ hearing may in fact
have had the beginnings of noise damage. Similarly, the
15-24 year olds would apparently have been exposed to
very few years of industrial noise. However, the corre-
sponding mean audiogram also clearly exhibited a dip at
6000 Hz once again suggesting the beginnings of noise
damage.
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Dempsey®' in his examination of the hearing of hospital
workers and Rosler” in his review of 11 investigations
regarding the progression of hearing deterioration
among a wide range of industries suggest that 6000 Hz
is an early indicator of noise-induced hearing loss.
Similar findings were reported by Axelsson et al*® in a
study of 500 18 year old Swedish male conscripts, Bauer
et al** in a study of 47,388 noise-exposed workers, and
Bruhl et al® in a retrospective study of male workers
who had suffered noise damage in an automobile sheet-
metal processing plant.

However Lutman and Davis® suggest that there are
shortcomings in the use of ISO 389, regarding its repre-
sentation of the hearing threshold levels to be expected
in otologically normal young adults, creating artificially
poorer thresholds at 6000 Hz. They recommend a fresh
re-derivation of normal hearing thresholds is required to
overcome this problem.

The common usage of 4000 Hz in hearing conservation
programmes as an indicator of noise damage may be an
artefact of basing this on previous studies which in gen-
eral did not test at 6000 Hz. Thus the dip at this fre-
quency was not revealed. If 6000 Hz is an early indica-
tor of noise-induced hearing loss then its inclusion in all
industrial hearing screening programmes is vital if early
detection and remediation of the problem is the goal. If
it is in fact an artefact of our testing methods, then fur-
ther research examining the basis of our assumptions of
normal hearing thresholds need to be conducted to cor-

rect this discrepancy.

The purpose of the present study is to examine the hy-
pothesis that 6000 Hz is an early indicator of noise-
induced hearing loss by comparing the mean audiograms
of otologically normal, young, noise-exposed workers
with the mean audiograms of otologically normal,
young, not noise-exposed students.

Method

Sample A

consists of 1,591 otologically normal, noise-exposed 16-
19 year old workers who had a baseline hearing test for
the purposes of the Western Australian Workers’ Com-
pensation and Rehabilitation Act 1981. All workers were
exposed to a representative daily noise dose (8hr day) of
90dB(A) (or its equivalent) or greater noise level, or a
peak noise exposure of 140dB(Lin) at any time?’.

Sample B
consists of 190, 13-18 year old students randomly se-

lected from two metropolitan Perth high schools.
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16 hours of quiet

To eliminate the possibility of temporary threshold shift
all subjects were required to have 16 hours of quiet prior
to the test, that is - not being exposed to noise levels
above 80 dB(A).

Testers and equipment

All audiometers and booths/environments used were ap-
proved by WorkCover WA as meeting or exceeding the
standards described in the Approved Procedures.”® The
methods described in the Approved Procedures are
based on Australian Standard 2586-1983 for audiome-
ters, and Australian Standard 1269-1989 for booths and
testing methods. Where the Australian Standards were
found to be lacking more stringent guide-lines were in-
corporated into the Approved Procedures. All audiome-
ters were required to be calibrated every twelve months.

All testers were registered with WorkCover WA as be-
ing competent to perform air conduction audiograms.
The students were tested by Post Graduate Audiology
students under the supervision of a qualified audiologist.

Testing procedure

Testing was conducted according to the Approved Pro-
cedures® at frequencies 500, 1000, 1500, 2000, 3000,
4000, 6000 and 8000 Hz in each ear. All subjects were
otoscopically examined prior to the test to determine
whether any temporary obstruction of the ear canal was
present which would prevent a valid result being ob-
tained. Similarly, subjects suffering from colds or other
temporary ailments that might affect the test results were
not tested until the condition cleared.

Otological screening

All subjects had their hearing test results screened to
determine if they met one or more of Waugh and Mac-
rae’s medical referral criteria®. Subjects who met any of
these criteria were suspected of having a hearing loss
due to injury or disease and were not included in this
study. The students were also asked a comprehensive
history and had impedance measures taken of each ear.
Students who had any history of significant head injury,
use of ototoxic drugs, ear disease or family history of
hearing loss or who did not have normal impedance re-
sults were excluded from the study.

Noise exposure screening

The students were asked several questions relating to
noise exposure. Students were only classified “not noise-
exposed” if they had never been near discharging fire
arms, never been in a significantly noisy factory or
workplace, did not use walkman type radios or listen to
loud recreational music, had not been to discos or rock
concerts and had not worked on farms.
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Fig 1a: Right ear audiograms of not-noise-exposed, otologically normal 13-16 year old students (n=68) and noise-
exposed, otologically normal 16-19 year old workers (n=1,591).
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Fig 1b: Left ear mean audiograms of not-noise-exposed, otologically normal 13-16 year old students
(n=68) and noise-exposed, otologically normal 16-19 year old workers.

Results

Of the 190 students tested 50.5% (N-96) were found to
be otologically normal, a further 27 were excluded be-
cause of their history of noise exposure. The remaining
68 students were classified as otologically normal not
noise-exposed and their mean audiograms were com-
pared to those of the otologically normal, noise-exposed
workers. As can be seen from figures 1a and 1b a dis-
tinct 6000 Hz notch was found in the workers audio-
grams which was not present in the students audiograms.

The notch was also absent in the 27 otologically normal
noise-exposed students who were excluded from the
study. The mean hearing threshold levels for the 27
noise-exposed students were similar to those of the not
noise-exposed students at all frequencies. There was also
no 6000 Hz notch observed in the mean audiograms for
the students who were classified as otologically abnor-
mal.

An independent group t-test was conducted to determine
whether there were any significant differences between
the mean hearing threshold levels at all the test frequen-
cies in each ear for the not noise-exposed otologically
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normal students and the otologically normal noise-
exposed workers (Table 1).

The mean hearing threshold levels for the not noise-
exposed students were significantly higher at 500 and
1000 Hz in the right ear and significantly lower at 1500,
3000 and 4000 Hz in the left. The mean threshold level
at 6000 Hz for the noise-exposed workers was signifi-
cantly greater than for the not noise-exposed students at
the .001 probability level.

No significant differences were obtained between the
mean hearing thresholds for the not noise-exposed stu-
dents and their noise-exposed counterparts at all test fre-
quencies.

Discussion

The purpose of the present study was to examine the hy-
pothesis that 6000 Hz could be used as an early indicator
of noise-induced hearing loss. To examine this hypothe-
sis the mean audiograms of two groups of otologically
normal young subjects were examined. All subjects were
tested in a standardised manner with the only independ-
ent variable being exposure to noise. The mean audio-
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minimal amounts of

Table 1. Difference between the Mean Hearing Treshold Levels (dB) of noise, data was not
Not-Noise Exposed, Otologically Normal 13-18 Year Old Students (N=68); available on the ac-

and Noise Exposed, Otologically Normal 16-19 Year Old Workers (N=1,591) tual noise exposure
Right Ear Left Ear histories of the work-

(Hz) [13-18][16-19] SD| t (Hz) [13-18]16-19] SD t ers. What is known is
500| 7.43| 6.00[5.56] 2.11 500[ 6.84| 6.00/5.92 1.17 that all workers were

1000| 6.40| 4.00|7.72| 2.56 * 1000| 3.60| 3.00[4.95| 1.00 exposed (o a repre-
1500| 5.15| 4.00|5.53] 1.71 1500| 1.69| 4.00|5.30| -3.59 ** Zf)';ft‘zghfa‘z ;‘O‘S‘I;
2000| 2.79| 3.00|5.76| -0.29 2000| 3.09| 3.00{5.47] 0.13 90dB(A) (ory i‘:s
3000| 6.03| 5.00/5.96] 1.42 3000 2.72| 5.00(5.36 -3.51 " | oo or ereater
4000| 2.57| 4.00|6.32| -1.86 4000( 2.35| 4.00/6.72 -2.02* | | oicelevel, or a peak
6000| 5.00(13.00|5.86]-11.26 ** 6000| 4.41(13.00|5.57|-1272** | 1oicc  exposure of
8000| 6.32| 7.00[7.05| -0.79 8000[ 6.03] 7.00|8.04| -1.00 140dB(Lin) at any

* p<0.05 time, thus all workers
** p< 0.001 were exposed to
noise levels which

grams for the not noise-exposed students indicated an
absence of a 6000 Hz notch for both ears. Analysis of
the difference between the mean threshold at 6000 Hz
indicated a significant difference for both ears. Although
the difference between the mean thresholds at some of
the other test frequencies were also significant, the cal-
culated difference at 6000 Hz for each ear was found to
be large compared to the difference at those other fre-
quencies (see Table 1). These results support the hy-
pothesis that 6000 Hz may be an early indicator of
noise-induced hearing loss.

The finding of the present study that a distinct notch at
6000 Hz is present only for the noise-exposed workers is
consistent with the results reported by other researchers
who have reported that 6000 Hz is the frequency which
shows the greatest hearing loss for workers exposed to
occupational noise. »2"***2%2 The results of the present
study also support the suggestion by Dempsey®' and
Monley et al’ that the distinct notch present at 6000 Hz
on the audiograms of the noise-exposed workers may in
fact be a noise notch as opposed to an artefact. Both
Dempsey?! and Monley et al® suggest that 6000 Hz may
be a good early indicator of noise damage as 6000 Hz
may be the frequency which is most susceptible to ex-
cessive noise. However, Bauer et al** while finding that
the hearing threshold of their study population was high-
est at 6000 Hz, still reported that 4000 Hz may be a
more accurate predictor of noise-induced hearing loss if
other related health variables were also considered.

The present study does not delineate between recrea-
tional and occupational noise exposure for the noise-
exposed workers, however it is the position of the
authors that recreational noise exposure is typically
minimal for most workers compared to occupational
noise exposure. This position is supported by Australian
data®, and is also consistent with typical noise expo-
sures reported for recreational noise internationally @V,
While the present study was extremely strict in elimi-
nating students who may have been exposed to only
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may damage their hearing. While all workers had a 0
PLH and at most 3 years of exposure to occupational
noise, the distinct notch at 6000 Hz when compared to
the not noise-exposed students suggests that they were
all showing the early signs of noise-induced hearing loss.

The otological screening criteria employed for the stu-
dents were stricter than those employed for the workers.
Additional information such as medical histories and
tympanometry were obtained for the students, while only
the use of Waugh and Macrae’s criteria were used to
categorise workers as otologically normal. To eliminate
this procedural difference as a possible confounding
variable the mean audiogram of those students who had
failed the otological screening, but were not noise-
exposed, was examined and compared to that of the
workers. No noise notch was found for the students and
the worker’s threshold for both ears at 6000 Hz was sta-
tistically greater than for the students (p<0.001).

The results of the present study support the hypothesis
that 6000 Hz may be an early indicator of noise-induced
hearing loss. The results do not support Lutman and
Davis’@®® hypothesis that the notch at 6000 Hz is due
testing artefact. It is hoped that the results of this study
will stimulate further research to examine the cause of
the 6000 Hz notch and the risk factors for hearing loss at
that frequency. At the present time there is an abundance
of literature on the cause of the 4000 Hz notch but very
little on the 6000 Hz notch. This suggests that further
investigation into the anatomical/physiological basis for
the 6000 Hz notch is required.

The presence of a notch at 6000 Hz will have implica-
tions for compensation based testing programmes as
well as future hearing conservation programmes
throughout industry. The present results strongly suggest
the need to include the inter-octave frequency of 6000
Hz in routine hearing conservation audiograms for early
detection of the effects of noise damage. Early detection
of occupational noise-induced hearing loss should lead
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to effective future prevention of further hearing loss
among noise-exposed workers.
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Extending The High Frequency Response Of Hearing Aids

John Macrae
National Acoustic Laboratories
126 Greville Street, Chatswood NSW Australia

Introduction

Boothroyd and Medwetsky (1992) have pointed out that
there is still a tendency, in the design of hearing aids, to
accept criteria obtained from filtering experiments car-
ried out during the early days of telephone research.
These experiments showed that an upper frequency limit
of around 3000 Hz was adequate for speech under-
standing by adults with normal hearing listening under
conditions of low noise and reverberation.

Boothroyd and Medwetsky have made out a strong case
for extending the upper frequency limit of hearing aids
beyond 3000 Hz. They argue that it is inappropriate to
extend the results of the telephone research to subjects
with sensorineural hearing impairment listening at con-
versational distances to speech in noisy, reverberant sur-
roundings. They point out that sensorineural

damage, low signal levels, noise and rever-

dren. So far, answers have been found to several ques-
tions.

(1) What residual hearing do children who use
hearing aids have at frequencies above 4 kHz?
The hearing thresholds of 193 ears of children fitted
with hearing aids were obtained from children's records
at a Hearing Centre. Results for all children with sen-
sorineural hearing losses who had measurable thresholds
at 8 kHz were included in the study. The data were
sorted on the basis of the type of hearing aid the child
was using and the means and standard deviations of the
thresholds at the various frequencies were computed.
The results are presented in Figure 1. Various types of
hearing aid had been provided. They included ::bernafon
NAL IT312 programmable in-the-ear (ITE) aids (13
ears), Calaid VLK series behind-the-ear (BTE) aids (48

beration all combine to reduce the amount of
information available to the hearing aid user
and that it is not reasonable to reduce this in-
formation still further by removing potentially
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duced with an upper limit of 3000 Hz de- . ] . ]
pends, in part, on the listener's ability to take R e T T
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dundancy of connected discourse. Children
who have acquired hearing impairment before
achieving language competence are not nec- o F e - T T T T Taccoo o s T T
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limit should be high enough for users to hear
the sound /s/. They base their suggestion on
the observation that /s/ is one of the sounds of S
English with the highest frequency content O W% L 312 LOW GAN ITE AD
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the upper frequency limit of hearing aids
should be in the region of 10 kHz. This paper
presents the results of the early stages of a
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project aimed at evaluating the desirability =

and practicability of extending the high fre-
quency bandwidth of hearing aids for chil-
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Figure 1: Group means and standard deviations of the

thresholds at the various frequencies, determined on the ba-
sis of the type of hearing aid used.
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ears), Rexton Piccolo PP-O-GC BTE
aids (41 ears), ::bernafon NAL SB13
programmable BTE aids (36 ears) and
Phonak PPSC series BTE aids (55 ears).
These results show that, for all the
hearing aid groups, representing hearing
losses ranging from mild to severe, the
mean thresholds at 6 and 8 kHz are
about the same as those at 3 and 4 kHz.

(2) What real ear gains are required
at frequencies above 4 kHz by chil-
dren who use hearing aids?

The National Acoustic Laboratories
(NAL) recommended real ear insertion
gains at 0.25 to 6 kHz were computed
from the children's thresholds using the
computer program HASP (Hearing Aid
Selection Program). The data were
sorted on the basis of the type of hearing
aid the child was using and the group
means of the recommended gains at the
various frequencies were computed.
Figure 2 presents the results of the com-
putations. For each type of hearing aid,
the group mean recommended real ear
insertion gain is represented by the solid
line. The recommended real ear inser-
tion gain is about the same at 6 and 8
kHz as it is at 3 and 4 kHz for all types
of hearing aid.
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(3) What real ear gains are currently being achieved
at frequencies above 4 kHz for children who use
hearing aids?

The actual real ear insertion gains of the hearing aids
were available from the records. They had been meas-
ured for all ears by means of real ear gain analysers. For
each type of hearing aid, the group mean actual real ear
gain is represented by the broken line in Figure 2. Even
for the more recent types of hearing aid (the IT312 and
the SB13), the upper limit of the bandwidth is about 4
kHz. It is possible that the actual gain tends to exceed
the recommmended gain in the 1-2 kHz region for most
of the hearing aid types because the audiologists are
trying to obtain the best possible gain at 3-4 kHz and
must exceed the recommended gain at 1-2 kHz in order
to achieve that goal.

(4) What are the spectral levels of everyday sound
at frequencies above 4 kHz?

In this investigation (Macrae, 1995), eight children with
impaired hearing, ranging in age from 11 to 16 years
with a group mean age of 13.0 years, used a Sony DAT
Walkman tape recorder with an electret condenser mi-
crophone attached to the collar of their shirt or blouse
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Figure 2: Group means of the recommended and actual real ear
insertion gains at the various frequencies, determined on the basis

of the type of hearing aid used.
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for a period of about 2 hours during the
course of an ordinary schoolday. Either
morning recess or lunchtime was included in
the measurement period for each child be-
cause they are relatively noisy times. The
tape recordings were analysed by means of a
CEL Sound Analyser Type 593. The analysis
was carried out in one- third octave bands
with centre frequencies ranging from 100 Hz
to 10 kHz. For each one-third octave band,
exceedance levels were calculated for the
99th, 90th, 50th, 10th and Ist percentiles.
Figure 3 gives the group mean values. The
exceedance levels at frequencies above 4
kHz are comparable to those at 4 kHz.

SOUND PRESSURE LEVEL (dB)
IN OCCLUDED — EAR SIMULATOR

(5) What are the prospects of extending
the high frequency response of various
types of hearing aid using presently avail-
able hearing aid receivers?

Extended high frequency response can be
achieved easily in in-the-ear (ITE),
in-the-canal (ITC) and completely-in-
the-canal (CIC) hearing aids and in low gain
behind-the-ear (BTE) hearing aids with cur-
rently available hearing aid receivers, but is
not possible with the receivers currently used
in high gain BTE hearing aids. Figure 4
shows that, with an appropriate acoustic
pathway from a Knowles ED 1912 receiver
to an ear simulator, an upper frequency limit
of 10 kHz or even 16 kHz can be obtained
with an ITE hearing aid (Macrae & Frazer,
1979). Some current models of ITE, ITC and
CIC hearing aids have extended high fre-
quency response. Killion (1981) has shown
that, with an appropriate acoustic pathway
from a Knowles ED series receiver, a band-
width of 16 kHz can also be obtained in an
ear simulator with a BTE hearing aid.

SOUND PRESSURE LEVEL (dB)
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Figure 4: An upper frequency limit of 10 kHz or 16 kHz can

(6) What difficulties are likely to arise
with the various types of hearing aid if the
high frequency response is extended?

Since extended high frequency response is
possible in ITE hearing aids, why is it not
available in most models of ITE hearing aids? The main
difficulty for extended high frequency response is
acoustic feedback. In order to demonstrate this problem,
unpublished data on maximum real ear insertion gain
possible before acoustic feedback that was collected by
H. Dillon and G. Upfold (personal communication) will
be used. Figure 5 compares the recommended real ear
gain with the maximum gain possible before feedback
for an ITE hearing with 1 mm i.d. venting of the ear-
mould, a low gain BTE hearing aid with 2 mm i.d.
venting and a high gain BTE with no venting of the
mould. The error bars are standard deviations. The
closer the two distributions at each frequency are to

Acoustics Applied

be obtained with an ITE hearing aid, using an appropriate
acoustic pathway from a Knowles ED 1912 receiver to an ear
simulator.

overlapping, the higher the percentage of users who will
have trouble with acoustic feedback. If the two distribu-
tions overlap completely, then all users will experience
feedback.

Standard deviations were not available for the ITE aid.
However, the mean values of the two distributions are
the same at 6000 and 8000 Hz, so it is apparent that if
the high frequency bandwidth is extended, the problem
of acoustic feedback will worsen. This holds true even if
no venting is used. However, in the case of the low gain
BTE hearing aid, the feedback problem will not worsen
when the bandwidth is extended and similarly with the
high gain BTE hearing aid. The prospects of obtaining
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Figure 5: Comparison of the recommended real
ear gain with the maximum gain possible before
feedback for an ITE hearing with 1 mm id
venting of the earmould, a low gain BTE hear-
ing aid with 2 mm venting and a high gain BTE
with no venting of the mould.

extended bandwidth in high gain hearing aids are slim at
present but, as shown earlier, the bandwidth of low gain
BTEs can be extended with the use of an appropriate re-
ceiver and acoustic pathway to the ear.

Discussion

The information that has been gathered so far indicates
that it is practicable to provide extended high frequency
bandwidth to children with mild or moderate hearing
loss who use BTE hearing aids. Also, if the problem of
acoustic feedback can be overcome, extended bandwidth
will be provided to a group of children using low gain
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ITE hearing aids. Venting is, at present, necessary in or-
der to reduce the occlusion effect but venting causes the
problem of acoustic feedback to worsen. Among other
things, the possibility of minimising the occlusion effect
without venting will be explored. Digital feedback sup-
pression reduces the problem of acoustic feedback but
appears to be unsuitable, at present, for low gain hearing
aids because the probe signal used is too loud for users
who do not have much hearing loss.

It would also be interesting to provide a group of older
children with mild or moderate hearing losses with CIC
hearing aids. CIC hearing aids can reduce the occlusion
effect by sealing the earcanal to the end of the cartilagi-
nous section and thus reduce the requirement for vent-
ing. They do not have to provide as much gain as ITE
aids at the high frequencies because they take advantage
of the concha resonance. Extended high frequency
bandwidth can be obtained in CIC aids and, because the
microphone is just inside the entrance to the earcanal,
cues to vertical plane localisation generated by the pinna
may be preserved.
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Abstract

It is widely believed that noise-induced sleep disturbance can affect people’s health, not merely in
the World Health Organisation sense, of wellbeing, but also in terms of disease. European research
has indicated that noise events during sleep can affect heart rate, and it has been suggested that
since this does not completely habituate with many years of exposure it may have long-term impli-
cations for health. The present paper considers this and other questions in relation to definitions of
health and describes some research carried out by NAL in collaboration with the Royal North
Shore Hospital, Sydney, on traffic noise and cardiac arrhythmia, and with the University of New-
castle on noise, sleep, and functioning of the immune system.

Introduction

Social survey data indicate that people moderately or se-
riously affected by aircraft noise frequently believe that
the noise affects their health (Hede and Bullen, 1982).
Submissions to the Senate Inquiry into Aircraft Noise in
Sydney by the medical staff of the Royal Prince Alfred
Hospital, Sydney, and the Faculty of Medicine at Sydney
University, indicated that they believed that aircraft
noise during sleep had deleterious effects on health and
the healing process.

It is an unfortunate fact that each of the terms ‘noise’
‘sleep’ and ‘health’ subsumes a number of meanings.
This implies that there may be a number of answers to
the question: “Does noise-induced sleep disturbance af-
fect health?”, depending on the interpretation or defini-
tion of “noise, “sleep” and “health”.

Definitions

Noise

As acousticians we are used to a definition of noise as
“unwanted sound”. This is a relative term and as such
presents difficulties by confounding physical measure-
ments with human response. In practice we deal with
noise as a by-product (‘sound’) of energy release pro-
duced mainly by machines. Then we go on to look at
ways of characterising and quantifying aspects of these
sounds, qualitatively in terms of ‘intermittent-
continuous’, ‘steady state-impulsive’, and quantitatively
with measurements of Laeq, Lamax, SEL, Ldn, ANEF,
and so on. A variation of signal to noise ratio may also
be devised in which, for example, the Lamax of an indi-
vidual noise event is related to background noise level
(say, Lagp) from a number of sources.

Having separated noise measures from human responses,
we try to relate them by empirical investigations. We are
aware however that the relations between noise and re-
sponse are frequently modified by human characteristics.

Acoustics Applied

These include demographic (age, sex, soci-economic
status etc.) and psychological factors (attitude to the
noise source, noise sensitivity, perceptions of predict-
ability, and possibilities for coping and control).

Sleep

‘Sleep’ is also complex. It is a state of diminished arous-
ability within which several distinct states or ‘Stages’
can be distinguished. These are separated on the basis of
physiological measures into Stages 1, 2, 3, 4, and REM
sleep. Stages 3 and 4 are called slow wave sleep (SWS)
because of the preponderance of very slow waves (<3.5
Hz) in the vertex electroencephalograph (EEG). REM
sleep is so called because of the occurrence of rapid eye
movements, associated with dreaming. REM sleep also
includes diminished muscular tone, and an EEG pattern
which resembles waking but may include characteristic
‘saw tooth’ waves.

Arousals and awakenings are also distinguished. Arous-
als may be limited to the appearance of alpha frequency
waves (8-12 Hz) in the EEG, or may be combined with
movement and/or sleep stage change. Awakenings entail
the appearance of a full ‘awake’ EEG (mixed fast fre-
quency, low amplitude waves) or overt behaviour such
as pressing a button.

Noise-disturbed sleep may therefore be defined by re-
duced time overnight in the various sleep stages, in-
creased time to fall asleep (sleep onset latency), or sleep
fragmentation (e.g. time awake after first falling asleep,
number of arousals/awakenings). It can also be measured
by the number of sleep stage changes, arousals and/or
awakenings, induced by individual noise events such as
truck passbys and aircraft overflights.
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Health
There are three commonly accepted definitions of

health®:
a) The World Health Organisation (WHO) definition
(‘Wellbeing’);
b) Health as ‘Successful adaptation’;

c) Health as absence of disease, impairment or dam-
age.

The World Health Organisation has consistently main-
tained that health is not equated with absence of disease
or infirmity but “.. is a positive state of physical,
mental and social well-being” (WHO, 1994). The no-
tion of well-being is difficult to pin down, and it may be
said that its inclusion in a definition of health is circu-
lar. Nevertheless the WHO definition has appeal, and
would admit disturbances of sleep architecture, and
certain apparently temporary effects of noise-disturbed
sleep, such as mood changes, increased reaction time
and sleepiness the next day, to the category of health
effects.

Environments are not static, and considering health as
‘successful adaptation’ would also appear to have merit.
Under this definition, impaired performance and
sleepiness the next day would qualify as health effects.
Increased heart rate and reduced finger pulse amplitude
responses to noise events during sleep would also be
health effects, since they appear not to habituate, even
after years of nightly exposure. On the other hand the
effects are small, they appear to be ‘normal’ physiologi-
cal responses, and the possibility of that habituation it-
self may entail some physiological cost is not enter-
tained. In fact, of course, researchers who regard these
responses as evidence of deleterious effects on health
have implicitly adopted the ‘disease’ definition of
health because they assume that the responses are in-
trinsically unhealthy, and, since they do not habituate,
may lead to permanent effects on the cardiovasular

system in the long term.

The view of health as absence of disease, impairment or
damage is perhaps the definition which has the most
popular currency. It does not necessarily imply perma-
nent damage, can refer to functional deficits, and may
not be associated with organic dysfunction. Thus re-
versible states of reactive depression as consequences of
chronic environmental noise during sleep could be in-
stances of a health deficit under this, as well as the pre-
vious definition of health.

! The author is indebted to S. Morell and Associate
Professor R. Taylor, both of The Department of Public
Health, Sydney University, for this clarification.
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Such effects could be associated with interference with
particular stages of sleep. For example Agnew et al.
(1967) found that SWS deficit was associated with de-
pression, while loss of REM sleep led to increased irri-
tability the next day. At least 12 studies have suggested
that intermittent traffic and aircraft noise during sleep
are associated with SWS deficits. Significantly, Ohr-
strom (1991) found that depression was greater in peo-
ple living in flats adjacent to traffic than in people liv-
ing in the same apartment block but in flats shielded
from traffic noise.

Although the possibility is not often considered, physi-
cal damage or impairment due to noise-induced sleep
disturbance may also be possible. Horne (1990) sug-
gested that ‘core’ sleep, which consists predominantly
of SWS in the early hours of the night, was related to
brain ‘restitution’ (maintenance and repair of brain tis-
sue). Could brain development or ageing also be af-
fected by core sleep deficit? The author is not aware of
any research on this, although recent work suggests that
REM sleep may be related to brain development in in-
fants (Mirmiran and Van Someren, 1993).

It has been reported that children up to school grade 6
who live near to airports are smaller and lighter than
their counterparts who live away from airports (Schell
and Ando, 1991; Chen and Chen,1993). If this is so,
factors such as socioeconomic status, maternal smoking
etc may be regarded as more likely causes than noise. It
is not clear that these and other confounding factors
were always taken into account in the studies cited.
Nevertheless SWS deprivation in infants due to aircraft
noise, reported by Ando and Hattori (1977) could pro-
vide a plausible link between aircraft noise and child
development, because of the association between secre-
tion of human growth hormone (hGH) and SWS
(Sassin et al., 1969).

NAL Research on Noise, Sleep and Health
Three studies of possible health effects of noise-induced
sleep disturbance have been carried out at NAL?. These
were a field study of the relation between traffic noise
and cardiac arrhythmia, and a laboratory study of ef-
fects of aircraft and truck noise events on arousal, car-
diac arrhythmia and urinary catecholamines, both car-
ried out in collaboration with the Cardiology Depart-
ment of the Royal North Shore Hospital, Sydney; and a
laboratory study of the relations between traffic noise,
sleep and the immune system in shiftworkers, carried
out with the Departments of Psychology and Pathology,
University of Newcastle.

2 Funding assistance for these studies was provided by
the New South Wales Roads and Traffic Authority, and
the Australian Roads Research Board.
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Noise, Sleep and Cardiac Arrhythmia

Cardiac arrhythmia is due to abnormal initiation of de-
polarisation, or abnormal conduction of electrical im-
pulses, in heart tissue. It qualifies as a health effect be-
cause it represents an inefficiency in heart function, but
it also has prognostic significance in people with heart
disease or who are high on cardiac risk factors. It is not
known whether repeatedly inducing arrhythmia can ul-
timately increase the seriousness of the arrhythmia. The
rationale for the studies of noise during sleep and car-
diac arrhythmia was as follows.

a) Common cognitive stresses (mental arithmetic,
driving in traffic, a stress interview) has been found
to increase heart rate and cardiac arrhythmia in peo-
ple already subject to this disorder. The arrhythmic
response appeared to be more marked than the in-
crease in heart rate.

b) Traffic noise during sleep increases heart rate. The
response recurs during sleep, even though it had ap-
parently habituated during wakefulness.

c) Several studies indicated that cardiac arrhythmia
was associated with certain sleep stages, and sleep
stage change.

d) Noise during sleep induces sleep stage change.

The field study, carried out with volunteers living adja-
cent to Pennant Hills Road, Sydney, indicated that in
two subjects truck noises during Stage 4 sleep may have
been associated with increased likelihood of arrhythmic
events 20 to 40 sec later (Carter et al., 1994a). It was de-
cided to repeat the study with volunteer outpatients of
the Cardiology Department at Royal North Shore Hos-
pital, who had presented with frequent cardiac arrhyth-
mia. These subjects slept in a laboratory and were pre-
sented with recorded aircraft and truck noise events (65-
72 LAmax) during sleep (Carter et al., 1994b).

The findings of this study were statistically reliable, but
unexpected. It was found that cardiac arrhythmia, in the
form of ventricular premature contractions (VPCs), was
associated with Stage 4 sleep, but not noise. Indeed there
was a distinct, but not statistically significant, trend for
fewer VPCs to occur after an arousal response to noise
than when the noise failed to induce an arousal response.
There was also a trend toward fewer VPCs to occur, the
more sleep stage changes occurred immediately after a
noise event. Stage 4 sleep is associated with very slow
heart rate. VPCs during Stage 4 sleep are likely to be
due to some cells depolarising before the normal pace-
maker cells. An increase in heart rate due to noise or a
noise-induced change to a ‘lighter’ sleep stage might
have forestalled these ‘escape’ beats.

Do these results mean that noise during sleep has no ef-
fect, and may even benefit people with cardiac arrhyth-
mia? Probably not, for several reasons. One is that the
subjects in this study all had low grade (less serious)
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VPCs. Subjects with very frequent and rapid trains of
VPCs were not tested. Another is that the noise was fa-
miliar, and of low frequency, moderate level and gradual
onset. Wellens et al. (1972) found that the noise of an
alarm clock (high frequency, high level, sudden onset)
regularly induced ventricular fibrillation (very, fast,
weak and uncoordinated ventricular beats) in a subject
with heart disease. Again, Michalak et al., (1990) found
that the noise of a low flying military aircraft caused
very large increases in blood pressure in elderly people.
These inceases in BP were probably associated with
rapid increases in heart rate and therefore cardiac ar-
rhythmia, but these were not studied. Second, Otsuka et
al. (1982) showed that in addition to VPCs during SWS,
tachyarrhythmias (rapid successive VPCs) were common
in REM sleep, suggesting that noise during REM sleep
may well increase the frequency, and possibly grade, of
tachyarrhythmias, in susceptible people.

Final answers on whether environmental noise can in-
crease the frequency or grade of cardiac arrhythmias will
therefore depend on investigations into the effects of
noise from e.g. low flying military aircraft and very fast
trains, and studies of people with forms of arrhythmia
other than isolated (Grade 2) VPCs.

Noise, Sleep and the Immune System

Sleep and the Inmune System

Evidence is increasing that sleep, specifically SWS, and
the immune system are linked. This evidence comes
primarily from research into immune parameters during
sleep and insomnia, experimental studies of sleep depri-
vation, and experimental infection in animals.

Thus the plasma cytokines Interleukin-1 and Interleukin-
2, which facilitate immune response, increase during
SWS (Moldofsky et al., 1986). Secretion of Human
Growth Hormone (hGH), which is associated with gen-
eration of cytotoxic T lymphocytes, increases at onset of
SWS, and is inhibited by sleep deprivation (Sassin et al.,
1969). Non-REM sleep (NREMS), total sleep time, and
sleep efficiency are correlated with natural killer (NK)
cell activity in humans (Irwin et al., 1992).

Rabbits infected with Staphylococcus aureus infection
recover quicker, the more time they spend in SWS dur-
ing the period of infection (Toth and Krueger, 1988).
Brown et al. (1992a) guessed that the effect of sleep
deprivation depended on its occurring simultaneously
with infection. They carried out three studies and
showed that under these conditions sleep deprivation re-
duced antibody response to sheep red blood cells in rats
(Brown et al., 1989a), while in mice it cancelled the ef-
fect of prior immunisation against influenza virus
(Brown et al., 1989b). However in humans 24-hour
sleep deprivation appeared to increase immune response
to a typhoid vaccine.
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(Brown et al., 1989b). However in humans 24-hour
sleep deprivation appeared to increase immune re-
sponse to a typhoid vaccine.

Recently, Everson (1993) found that prolonged (3-
weeks) sleep deprivation led to decline and death in
initially healthy rats, apparently without any physio-
logical changes other than massive systemic infection
in the last few days of the ordeal. She speculated that
this was due to collapse of the immune system, a find-
ing which she believed had immediate clinical implica-
tions, particularly for “... the critically and terminally ill
who may suffer profound sleep disruption because of
pain, grief, discomfort, and therapeutic interventions.”
(Everson, 1993, R1153).

The above studies totally deprived subjects of sleep. It
may be drawing a long bow to suggest that environ-
mental noise could have comparable effects. However,
environmental noise affects millions of people around
the world. In view of this and the above findings it must
be asked whether such noise could interfere with sleep
sufficiently to reduce the effectiveness of the immune
system. It must also be asked whether, because of
greater exposure to noise during sleep, illness, or other
reasons, some people are particularly vulnerable to this

effect.

Research by NAL and the University of New-
castle '

There are reports of at least 12 studies, including stud-
ies of people sleeping in their own homes with, and
without, sound insulation, which suggest that environ-
mental noise can reduce total time in SWS in young
adults, even after some years of nightly exposure. One
of these studies, which showed 30% reduction in SWS
due to traffic noise, was carried out with shiftworkers
sleeping during the day (Ehrenstein and Miiller-
Limmroth, 1975). When taken together with data link-
ing SWS with immune response, these results suggested
that traffic noise during sleep could impair immune re-
sponse in humans, and a study was carried out at NAL

to test this possibility.

In this study 2 groups of nurses on permanent night
shift slept in the NAL sleep laboratory for 4 days. Each
subject took an oral typhoid vaccine (Typah Vax) before
sleeping on Days 1, 3 and 4. Group 1 were exposed to
traffic noise during the sleep period, consisting of noise
from 8 truck passbys per hour at 64+2dB L ,x, mixed
with 45 dB L, continuous traffic noise. Group 2 slept
in 30 Lp¢q continuous traffic noise. Saliva samples were
taken before sleeping on Days 1, 4, 9, 14, and 21 and
assayed for IgA and IgM antibodies. It was found that
total SWS and total Stage 4 sleep was significantly less
in the Noise than the Quiet group (p<0.05), and that
there was a strong correlation (r=0.65; p<0.05) between
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total Stage 4 sleep and IgA antibody response at Day 21
over all subjects.

A somewhat puzzling finding was that although total
SWS and total Stage 4 sleep differed between Noise and
Quiet groups there was no significant difference be-
tween them in Day 21 IgA. A likely explanation is that,
as well as noise, there were other determinants of SWS
in these subjects which obscured the relation between
noise, Stage 4 and the immune response. An alternative
explanation, which is not, however in accord with sleep
deprivation studies, is that the immune responses
caused the increases in Stage 4 sleep. Again, the Noise
group did show greater IgM response at Day 9. This re-
sult is in accord with Brown et al.’s previous findings
in humans following 24-hour sleep deprivation, and
represents an as yet unexplained perturbation of im-
mune response which may be related to the Day 21 IgA

assay.

Clarification of these results requires testing many more
subjects under field conditions, such as for example,
shift workers sleeping in their own homes under air-
craft flight paths at a busy airport. Proposals to carry
out such a study have not so far attracted the required

funding.
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Prediction And Amelioration Of Environmental Noise
From Large-Scale Industry

Peter F. Teague
Vipac Engineers & Scientists Ltd
21 King William Street
Kent Town SA 5067

Abstract

We present a description of the procedures and techniques used at Vipac for undertaking noise as-
sessments for large industrial contracts. Project objectives are typically to characterise and quan-
tify the various components of noise generated and to assess the impact of different operational
scenarios on the existing and projected environment. We focus on two major industrial projects:
an EIS for a proposed waste landfill at a disused quarry site, and reducing noise (in an adjacent
community) from a large industrial plant with over 120 critical sources. The advanced Sound-
PLAN software package is used for predicting (and validating) the extent and levels of noise gen-
erated for different scenarios and conditions. In addition, the software can simulate the effect of

various noise control measures and aid in the design and placement of noise barriers.

FUTURE LANDFILL NOISE LEVELS

A noise assessment study was performed for a putre-
scible waste landfill proposed for an exhausted sand-
pit in a large quarry. This involved conducting a sur-
vey of the current background noise levels at key
boundary locations of the proposed site, and predict-
ing the potential noise levels associated with landfill
operations.

The site lies completely within an Extractive Indus-
trial (EI) Zone and immediately adjacent to a Resi-
dential One (R1) Zone and the Hills Face (HF) Zone.
The narrow strip of domestic premises lying along
the boundary between the R1 and EI Zones will be
classified as "Urban Residential with some Manu-
facturing Industry”; it needs to be determined
whether, as a result of landfill operations, this region
experiences noise levels greater than the maximum
permissible levels cited in the statutory legislation,
"The Environmental Protection (Industrial Noise)
Policy 1994".

The proposed landfill site is bordered to the south by
current extractive and other quarry operations. To
the north, west and east the site is bordered by steep,
bare hillsides. The leading edge of two small resi-
dential areas starts about 20m back from the north
and west boundary of the site. The western boundary
is also bordered by a gravel road currently carrying
minimal traffic.

The proposed landfill will be developed in a number
of cells (50m wide) progressing from north to south;
this will be performed in two major stages, where
Stage 1 is projected to take 10-12 years. Digital Ter-
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rain Models (DTMs) show a total available volume
of airspace of almost 2 million cubic metres.

Existing noise environment

The steady background noise level was measured in
continuous remote monitoring mode over the period
of one contiguous week, at two locations on the pe-
rimeter of the landfill site. Periods of manual meas-
urement acquisition were performed at various loca-
tions within and around the site for effective event
discrimination. This also allowed for the determina-
tion of individual noise source levels and spectra.

The measurements were performed using Type 2
Precision Sound Level Meters (Larson Davis Model
700; nominal accuracy to within £ 0.5 dB) with A-
weighting and slow response. A sampling time of 15
minutes was used for the determination of the L
and L, levels. The equipment was calibrated before
and after each set of measurements using a Precision
Acoustic Calibrator source.

The highest L level measured was 55 dBA (below
the criterion level of 58 dBA); typical day (7 a.m. to
10 p.m.) L, and Ly, levels were 45 dBA and 38 dBA
respectively. The noise level is dominated by wind
and traffic noise generated outside the subject site
and not by existing operations from within the
quarry.

The measured data exhibited no significant tonality,
intermittency or impulsive characteristics. Directivity
was primarily governed by prevailing wind direction
and immediate site topography.
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The sound power level and spectral data (in octave
bands from 31.5 Hz to 8 kHz) were generated for
existing quarry sources (plants, trucks etc.) from
LD2900 data obtained on site, providing vital input
data for the predictive simulations.

Predicted noise environment

We simulate the potential new sources of noise gen-
erated by the proposed landfill operations (along with
the major current quarry noise sources). The result-
ing noise levels are then calculated at six con-
trol/receiver points around the site for a range of
different operational scenarios, future planning hori-
zons and conditions.

Model description

The model was generated using the SoundPLAN
(version 3.72) software package. The SoundPLAN
environment allows the propagation of noise from
mulitple source types (incorporating reflection, dif-
fraction, and absorption/attenuation processes) to be
calculated, interactively analysed, and graphically
illustrated and dimensioned.

The topography of the site was entered as continuous
contour lines. The residential houses bordering the
site were entered as oblong obstacle (diffractive bar-
rier) walls of height 4m. The bordering access road is
treated as a dual carriageway supporting projected
average hourly levels of traffic noise (from trucks
and cars) and implemented as a linear source with
truck spectral characteristics.

Current quarry sources incorporated into the model
include a Crushing Plant and Batching Plant. Cur-
rent truck noise is ignored as it is predominantly
confined to other sections of the quarry.

New sources (due to proposed landfill operations)
added to the model include: a Compactor Plant at a
transfer station (about halfway along the western
boundary), trucks and cars running and unloading at
the transfer station, a bulldozer operating and mov-
ing earth/waste in landfill cells, trucks operating and
dumping near end of cells, forecast traffic noise
along the access road, decelerating/accelerating traf-
fic noise in the vicinity of the transfer station.

Six monitoring receivers (2m height above ground)
were established in the model at two background
measurement locations, two source control points
near the Crushing Plant, and two house monitor
points located just in front of the leading edge of the
two residential areas. The model was validated
against measured existing background levels; accu-
racy of the model was within £ 1 dBA.
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We implemented realistic scenarios with full opera-
tional conditions. One truck and one bulldozer will
be operating continuously at full power at the cen-
troid of the currently active fill cell. The compactor
and trucks will be operating continuously at the
transfer station. Throughout all scenarios the
Crushing and Batching Plants in the main part of the
quarry are operating continuously.

Results

For all scenarios the bulk of the residential areas will
experience noise levels less than the 58 dBA crite-
rion. However, for the worst case scenarios (filling at
top of two nearest cells) the edge of the residential
areas experience levels up to 6 dBA above the crite-
rion level. Traffic along the access road introduces
insignificant noise levels (typically less than 50
dBA).

A model run with a 3m high barrier wall placed
along the north and west boundary showed that the
levels in the boundary region of the residential areas
will remain below 58 dBA.

Suggested ameliorative measures for client

To reduce the noise levels in the boundary region
below that which is permissible, it is recommended
that a 3 to 4m high earth barrier wall be constructed
along the north and northwest perimeter. Passive
noise control on machinery sources (eg. retrofitted
silencers for the filling bulldozer and truck exhausts)
will be necessary to reduce levels. In addition, to a
much lesser extent, dense plantings (at least 50m
wide and 4m high) will help to further reduce the

impact.

MAJOR INDUSTRIAL PLANT NOISE IMPACT
Following complaints regarding residential noise
levels due to a major industrial plant, and associated
assessments relative to EPA regulations, Vipac have
developed a practical noise control package.

The initial task was to measure the sound power and
spectra of 120 key sources and four extensive plant
buildings at the factory. Predictions of residential
sound levels were made using SoundPlan including
derivation of individual source contributions. A clear
noise reduction strategy was subsequently developed.

Existing noise environment

The total sound power of the principal plant noise
sources was measured and calculated to be 114 dBA,
with the Co-Generation Unit and filter fan exhausts
being measured as the strongest sources.

Complete removal of these strongest sources will

lead to only a 5 to 7 dBA reduction in plant sound
power level. Secondary sources will most likely need
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treatment, in particular those located closer to the
residential area.

Ranking of existing sources in terms of their contri-
butions to residential sound levels showed that the
Co-Generation Unit, the Cooling Tower, Boiler
House and roof/wall-mounted filter exhausts are the
most important sources.

Noise levels at residential locations exceeded regula-
tion criteria by 5to 14 dBA.

Predicted noise environment

A detailed existing noise model and noise control
model were developed for various operating modes of
the plant.

To construct the noise model, measured sound power
data were imported to SoundPlan and combined with
coordinate geometry data obtained from plant layout
drawings and council area maps. Soundplan was
then used to predict the residential noise levels adja-
cent to the plant for different scenarios/conditions.

It is clear that many sub-sources contribute to the
community sound levels at sev<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>