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The Modelling Of Radiation From An Expanded-Metal 
Press Using Dimensional Analysis 

D.M. Eager and ].C.S. Lai 
Acoustics and Vibration Centre, University College 

The University of New South Wales 
Australian Defence Force Academy 

Canberra, ACT, 2600, Australia 

Abstract 

As part of a study in quantifying the noise radiated during the operation of an expanded-metal 
press, it has been found that the radiated noise level is dependent on the sheet material properties 
(bending stiffness and density), the sheet thickness, the sheet surface area and the press operating 
speed. For a given press, it will be convenient to be able to predict the radiated noise level based on 
limited measurements. In this paper, it will be shown that all the six critical variables of an ex­
panded-metal press can be organised into three non-dimensional groups using dimenional analysis. 
Extensive field measurements of the radiated noise from the expanded-metal press indicate that 
these results when expressed in terms of these three dimensional groups, collapse onto a single 
curve, within the limits of experimental accuracy. Based on these results, it can be shown that the 
radiated noise level of an expanded-metal press can be predicted once the operating conditions of 
the press are known. 

Introduction 
This paper reports some aspects of the continued col­
laborative research undertaken by the Acoustics and Vi­
bration Centre (AVC) and BHP Building Products 
(BHPBP). The overall aim of this research is to reduce 
noise on a 120 tonne Emil Bender press which has been 
modified to manufacture expanded-metal mesh from flat 
metal plate feedstock [ 1-8]. A schematic of the press and 
measurement location is shown in Figure 1. The par­
ticular research reported herein presents, using dimen­
sional analysis, the three non-dimensional groups for the 
radiated noise from this press. 

The explicit aim of this paper is to document how enor­
mous amounts of experimental data can be condensed 
into a meaningful single curve. Eager et al. [ 4] had pre­
viously acquired acoustical radiation data at five differ­
ent press operating speeds and three different feedstock 
thicknesses, giving a total of 15 data sets. Dimensional 
analysis is herein employed to reduce this somewhat 
complex and voluminous data into a simpler form. This 
in turn allows the predictions of radiated noise levels 
based on limited measurements. 

Dimensional analysis is a useful data reduction tech­
nique. It is particularly helpful in problems where a rig­
orous theoretical analysis is difficult or impossible. The 
basis of this method is the so-called principle of dimen­
sional homogeneity, which states that in any equation 

1 0. Position and method of feedstock constraint; and 

11 . Feedstock material. 
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representing a physical relationship the dimensions of 
the left-hand side of the equation must be the same as 
the right-hand side. Two different methods of dimen­
sional analysis were used to find the dimensionless 
groups for the expanded-metal (XPM) press. The first 
method was developed by Lord Rayleigh and uses the 
principle that any relationship can be written as a power 
series. The · second method is more systematic and uses 
the so-called Pi (1t) theorem, first attributed to Bucking­
ham. Only the latter is presented herein. 

Selection of primary control variables 
The following process variables were identified during 
the initial inspection of the XPM press as parameters 
that may affect the overall sound pressure level Lp dur­
ing normal production: 

1. Feedstock thickness; 

2. Feedstock length; 

3. Feedstock width; 

4. Press speed; 

5. Cutting blade clearance; 

6. Cutting blade profile; 

7. Strand width (feedstock feed rate); 

8. Condition of cutting blades; 

9. Use and type of cutting lubricant; 

Clearly, the number and diversity of the identified vari­
ables precluded the testing of all the possible combina-



Operator 

D 

Material Travel ___. 

formed it would involve the manufacture 
of scrap product. To reduce the amount 
of scrap product and hence the cost of 
the testing it was desirable to produce, 
wherever possible, standard product 
which could be sold. We therefore chose 
a series of tests that limited the amount 
of scrap by using 5 mm feedstock and 
the 'Gridmesh' x0075 product configu­
ration as the reference (where x is the 
feedstock thickness). Further, the raw 
material was identified as the major 
manufacturing cost, this cost being pro­
portional to the weight of the material. 
By manufacturing scrap from the thin­
ner, or lighter gauge, feedstock the cost 
of the trials was further reduced; 

Product 

Cutting Blade 

Blade Clamping Bar 

Feed Carriage 

I< Feedstock Length ( ~ 200 to 2400 ) )o I 

SLM X 

Blade Clamping Springs -....._!I Cutting Blade 

Blade C lamping 

Bols ter 

Electro-Mag nets 

Fccdtahle Rail s 

2. 'Gridmesh' 50075 was a high volume 
product. This was important as it meant 
that any product produced would not be 
held in stock for extended periods of 
time and hence would not increase the 
inventory stock levels. The testing could 
thus be scheduled more readily into a 
very tight and complex production 
schedule; 

3. The machine downtime would be lim­

Figure I: Expanded-metal press and measurement configuration ited as using 'Gridmesh' 50075 pro­
duced the greatest quantity of saleable 

tions and permutations. The complexity of this task was 
reduced after a preliminary noise survey of the press re­
vealed that the sound pressure level Lp on the feed-side 
of the press was some 10 dB(A) higher than the product­
side. This allowed the variables associated with the cut­
ting noise to be ignored until noise reduction techniques 
had been successfully applied to the feed-side of the 
press. This was possible as the feedstock radiation was 
masking the noise from both the cutting process and ma­
chine operation. 

and 

product. The time spent doing the trials 
was equivalent to running normal production. This 
allowed the tests to be programmed within the nor­
mal production schedule. This also meant that it was 
not necessary to retool the press before and after 
each series of tests, giving a potential production 
time saving of approximately 8 hours per test run; 
and 

4. 'Gridmesh' 50075 had previously been identified as 
the nosiest standard product. Since a major aim of 
the project was to reduce the noise exposure to com­
ply with present and future legislation, it was logical 

--~--

The next obstacle to overcome was the selection, 
agreement between BHPBP and the AVC, of a 
product to which all tests could be referenced. It 
was essential that these tests be easily repeatable 
so that comparisons could be made as noise re­
duction techniques were applied or when produc­
tion modifications were made to the press. The 
product that was finally selected was the 
'Gridmesh' 50075 manufactured from mild steel, 
see Figure 2. This product was chosen for the fol­
lowing reasons: 

I. Economically, 'Gridmesh' 50075 was consid­
ered the most cost effective option. It was 
noted that there was no standard product that 
all owed the tes ting of the proposed test vari­
ables and the manufacture of 100% saleable 
product. No matter how the testing was per-

---::: ~ 

'-+---~!-- --- ......... _ j 

Figure 2: 'Gridmesh' 50075 product 
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to conduct the majority of the tests using the product 
that had the greatest potential to affect the operator's 
daily noise dose. 

Selection of variables for dimensional analysis 
We identified the following issues which suggested that 
dimensional analysis would be of benefit in the study of 
the XPM press: 

1 . The number of tests conducted would be reduced by 
using dimensional analysis to select the most appro­
priate variables. These could be used as control vari­
ables during the experime-ntation phase of this inves­
tigation; 

2. Establish the dimensionless parameters for the XPM 
press which would reduce the measured data into a 
more compact and meaningful form. Through such 
incisive and uncluttered presentations of information, 
researchers are able to discover new features and 
missing areas of knowledge; 

3. Produce a generic dimensionless graph that could be 
applied widely throughout the XPM industry for 
predicting Lr at various standard operating condi­
tions for specific parameters. Dimensional analysis 
would make it possible to generalise the limited ex­
perimental results to situations involving different 
feedstock material properties, feedstock material di­
mensions, and press variables. The consequence of 
this generalisation is manifold, since one is now able 
to describe the phenomenon in its entirety and not be 
restricted to the actual experiment that was per­
formed. Thus it was possible to conduct fewer highly 
selective experiments to achieve the same result and 
thereby achieve savings in both time and cost; and 

4. Dimensional analysis allows management to predict 
the Lr of the press for various production situations. 
For example, a machine speed for a particular prod­
uct can be chosen which minimises the noise expo­
sure of the press operator. 

In selecting the variables to be used in the dimensional 
analysis of the XPM press we considered the following 
issues: 

I. Since the measured sound pressure level Lr is in dB 
which is dimensionless, it has to be converted into 
rms sound pressure (p) in Pausing Equation 1: 

p=2xl0- s * 10L1,120 ( I ) 

This relationship was applied to all the measured 
data to obtain a dimensional value of the rms sound 
pressure (p). This was then used as the primary inde­
pendent variable in the dimensional analysis. 

2. Feedstock radi ation had previously been identi fied a 
a major noise source. It is well documented that Lr is 
proportional to the surface area of the radiating body. 
It was also noted during the preliminary mea ure­
ments that Lr dropped with decrea ing feed tock 
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length. It was therefore postulated that the rms sound 
pressure (p) was a function of the feedstock length 
(a) ; 

3. It is also well documented that the stiffness of a vi­
brating plate affects the sound radiation. Of all the 
types of waves that can travel in plates bending 
waves are by far the most important for sound radia­
tion. It was postulated that the feedstock radiation 
would depend on the bending stiffness or flexural ri­
gidity (D) of the feedstock material. Recalling [9] the 
bending stiffness (D) for a rectangular plate is: 

Eh 3 

D (2) 

where E is the Young's Modulus of the feedstock 
material, h is the thickness of the feedstock and v is 
the Poisson's ratio of the material. It was therefore 
postulated that the rms sound pressure (p) would be a 
function of the bending stiffness (D) of the feed­
stock; 

4. During the preliminary measurements it was also 
noted that Lp increased with both increasing feed­
stock thickness (h) and machine operating speed 
(spm). The feedstock adjacent to the cutting-blade 
was visually observed during the cutting phase to 
bend and lift both itself and the blade-clamp. The 
force from the cutting-blade impacting upon the 
feedstock was greater than the force constraining the 
feedstock. As the cutting-blade retracted, the gravi­
tational and strain energies stored in the deformed 
feedstock were subsequently released and the feed­
stock slapped the feedtable. It was this slapping that 
produced the difference in Lr between the feed and 
product sides of the press. To keep the units consis­
tent for dimensional analysis the machine operating 
speed data was converted to sps as follows: 

spm 
sps=--

60 
(3) 

It was therefore postulated that the rms sound pres­
sure (p) would be a function of the feed stock thick­
ness (h ) and the press operating speed (sps). 

5. It was noted by inspecti on that the feedstock thick­
ness (h) and feedstock length (a) combination would 
yield a dimensionless shape factor. 

To derive a third 1t group it would be necessary to 
introduce another variable. Feedstock density (p) 
was cho en as it is a material dependent variable and 
introduced the rna s dimension that would help to 
account for the gravitational forces acting on the 
trained feed tock. It was further postulated that the 

rm ound pres ure (p) would be a functi on of the 
feedstock density (p ). 

In ummary it was postulated that the rms sound pres­
sure (p) woul d be a function of the feedstock thickness, 

3 
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Variable Symbol Units 

Sound pressure p Pa 

Feedstock thickness h mm 

Feedstock length a m 

Press speed sps s -1 

Bending stiffness D N.m 

Density p kg/m3 

feedstock length, press speed, feedstock bending stiff­
ness and the feedstock density, as given in Equation 4: 

p= f (h ,a,sps, D,p) (4) 

The density was held constant throughout the investiga­
tion by conducting a ll the tests using mild steel feed­
stock. Also, the effects of the feedstock boundary condi­
tions were eliminated by conducting batches of tests 
with the feedstock constrained in exactly the same man­
ner. The feedstock was constrained by pinch-grip clamps 
symmetrically located on the trailing edge of the feed­
stock at 450 mm separation (Figure]). The feedstock 
width was held constant at 1200 mm so that the feed­
stock area was proportional to the feedstock length. The 
machine speed was varied in increments from the mini­
mum press speed, 65 spm, up to the maximum machine 
speed, 140 spm. The feedstock thickness was varied in 
three equal increments from 3 mm up to 5 mm. Table I 
lists a summary of the quantities used for the dimen­
sional analysis derivati on. 

Buckingham's method 
The Buckingham Pi (n) theorem was used here to de­
termine the dimensionless groups for the XPM press . 
This theorem states that any homogeneous equation ex­
pressing a functional relati onship 1/J between n vari­
ablesA J, A z, AJ, ... A., of the form 

¢[AI , Az, A3, ... An ]= 0 (5) 

has a solution of the form 

(6) 

where each n is a d imensionless group and vis the num­
ber of fundamental dimensions required to represent the 
n variab les. Since the fundamenta l dimensions are mass 
(M) , length (L) and time (T) , v=3. As the number (n) of 
the vari ables as listed in Tab le I is 6, we expect n - v = 3 
dimensionless groups fo r the XPM press. From Table I 
and Equation 6 we have: 

(7) 

4 

Dimensions Comments 
(MLT) 

ML-1T 2 Measured variable 

L 3, 4 and 5 mm 

L ""0.3 'tO 2.4 m 

r' 65, 80, 100, 120 & 140 spm 

Mer2 D- f(E, h3
, v) 

ML-3 7,860 kg/m3 

Ideally it would be desirable to obtain a solution con­
taining p, h and sps in each n group. T herefore we wi ll 
solve for p, hand sps. 

Arranging the dimensional information in tabular form, 
where the indices of the fundamental units appear in 
rows. Each column is numbered from the left-hand side 
(K, Kz K1 K4 K5 and K6) ' ' ' ' 

K, Kz KJ K4 K5 K6 
p h sps a D p 

M 1 0 0 0 1 I 

L -1 1 0 1 2 -3 

T -2 0 -1 0 -2 0 

We can now write the dimensional equation in terms of 
the Ks for each fundamental unit as follows forM, Land 
T respectively . 

That is forM 

and for L 

- K 1 + K z +K4 +2K ,~ -3K 6 =0 

and forT 

-2K I - K 3 - 2K 5 = 0 

(8) 

(9) 

(10) 

As three n groups are expected and it would be prefer­
able for sound pressure (p), feedstock thickness (h ) and 
the press operating speed (sps) to appear independentl y, 
we wil l solve for K1, K2 and K3 in terms of K4, Ks and 
K6; that is the K's associated with the vari ables a, D and 

p. 

( I I ) 

(12) 

( 13) 
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Letting K4 = 1, Ks = 0 and K6 = 0, we ob­
tain 

K1=0 
K2 =-I 
K3 = 0 

(14) 

Now letting K4 = 0, Ks = 0 and K6 =-I , we 
obtain 

K1 =I 
K2 = -2 
K; = -2 

(15) 

Also letting K4 = 0, Ks = -1 and K6 = 0, we 
obtain 

(16) 

We can now write the dimensionless groups 
in matrix form using the values of the K, 
derived in Equations 14, 15 and 16 above. 

K{ K2 K; K4 Ks 
p h sps a D 

n{ 0 -1 0 I 0 

n2 I -2 -2 0 0 

'lr; 1 3 0 0 -1 

} 

0 

_____, 4mm x 65spm 

-- 4mm x 80spm 
+----+ 4mm x IOOspm 
><----->< 4mm x 120spm 
----. 4mm x !40s m 

500 1000 1500 
feedstock length (mm) 

2000 2500 

Figure 3 LAcq.2s verses feedstock length for 4mm thick feedstock for the 
Emil Bender expanded-metal press. 

K6 
p 

0 

-I 

0 

Collecting the terms from the matrix we obtain 

information within each individual data set was obtained 
by taking a continuous 2 second duration LAcq.2s for the 
entire 2400 mm sheet of feedstock . Figures 3 and 4 are 
plots of this raw data. In Figure 3 the feedstock thickness 
is held constant at 4 mm and Acq.2s is plotted against the 
feedstock length for various press operating speeds. In 
Figure 4 the press operating speed is held constant at 
120 spm while the LAeq.2s is plotted against feedstock 
length for various feedstock thicknesses. It is worth 
noting that Figure 3 is one in a fami ly of three possible 
graphs while Figure 4 is one graph in a fami ly of five 
possible graphs. When the 15 data sets are plotted in 
terms of the non-dimensional n, and 1t2 groups as shown 
in Figure 5, they can be seen to collapse into three very 
distinct feedstock thickness families. It is evident that 
these curves obey a power law of the form : (17) 

p 
( 18) n2 = 2 2 

h .sps .p 

( 19) 

(20) 

(21) 

These dimensionless groups were similar to 
those derived using Rayleigh's method. 

Results and discussion 
Experimental data had previously been ac­
quired at five different press operating 
speeds and three different feedstock thick­
nesses, giving a total of 15 data sets. The 
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(22) 

500 1000 1500 2000 2500 

feedstock length (mm) 

Figure 4: LAcq.2s verses feedstock length for 120spm operating speed for 
the Emil Bender expanded-metal press. 
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0.0015 
• 3mm x 65spm 
• 3mm x80spm 
• 3mm x 100spm 
.. 3mm x 120spm 
.. 3mm x 140spm 
• 4mm x 65spm 

0.0010 ... 4mm x 80spm 
+ 4mm x 100spm 
x 4mm x 120spm 
• 4mm x 140spm 
o 5mm x 65spm 
o 5mm x 80spm 
<> 5mm x 1 OOspm 

0.0005 
6 5mm x 120spm 
.., 5mm x 140s m 

ess it is a simple matter to use the non-dimensional rc 
groups to predict the sound pressure level for this press 
at any operating speed, feedstock length and/or feed­
stock thickness. Thus it is now possible through the use 
of these simple relationships to predict the relative noise 
levels based on limited measurements. The third dimen­
sionless group 1C3 = ph3/D was not used in the data re­
duction as we were unable to conduct experimental tests 
using different feedstock materials to test our predic­
tions. 

Conclusions 
Dimensional analysis was used to establish three non­
dimensional rc groups for the acoustic radiation from an 

o.ooogoLoo____. __ =-o-.o1-os--~--o . ..J_o1-o-~--o-.o1-15--~---'o.o2o expanded-metal press, name I y: 
feedstock thickness/feedstock length (h/a) 

Figure 5: Non-dimensionalrc groups for the Emil Bender 
expanded-metal press. 

If we assume that n is a function of the feedstock thick­
ness h, then: 

(23) 

or 

(24) 

The data sets for the five press operating speeds for each 
feedstock thickness were then grouped and a non-linear 
curve fit applied to determine the functional relationship 
for n.f(rcJ) . Three values of n were thus obtained. These 
values of n were in turn plotted against h and a linear re­
gression performed to obtain the slope and n-intercept 
values. 

The results were then normalised to a refer­
ence feedstock thickness hreJ to convert them 
into a non-dimensional form. The following 
relationship was thus obtained: 

1C, = ( t r1.36+0.012(h/ h,~f)) 

where; a = feedstock length, h 
th ickness, h ref = 5 mm feedstock. 

feedstock 

The 15 data sets are then plotted using 

(a) ( 1.36+0.0 12(h/ href )) 
rc1 = ~ · and 

2 2 
n 2 =PI h . sps . p As shown in Figure 6, 

(25) 

a p ph3 

h' h 2 .sps2 .p '[) 

The experimental results were presented graphically in 
their dimensionless form. Within the experimental accu­
racy the complex experimental results have been suc­
cessfully reduced into a single curve in terms of the first 
two dimensionless parameters. Further testing and analy­
sis will be directed towards confirming the third n group 
if other feedstock materials are used by BHPBH under 
production conditions. 
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• o. l02(Ml,o~ll 
the measured data are now reduced to a sin­
gle and elegant relationship for the L Acq.zs at 
varying operating speed , feedstock thickness 
and feedstock length . By reversing the proc- Figure 6: Amended non-dimensional n groups for the Emil 

Bender expanded-metal press (log-log). 
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Abstract 

Unwanted acoustic noise can . have adverse psychological effects on people exposed to noise envi­
ronments. It can create an inefficient working place due to increased fatigue and loss of concentra­
tion and many workers suffer from temporary or permanent noi se-induced hearing loss. In order to 
reduce the level of noise reaching the ear, passive protection devices are commonly used. However 
passive means is only limited to the higher frequencies. In the low frequency range such devices 
have poor sound attenuation characteristics. Since practical sound absorption materials have poor 
absorption characteristics at low frequencies, the use passive means becomes bulky and impracti­
cal. In order to improve the low frequency attenuation of passive earmuffs active control can be 
employed . In this paper the design and implementation of two analog feedback ear defenders will 
be presented to show their effectiveness compared to passive systems in low frequency attenuation. 
Moreover the feasibility of a tailor-made ear defender to suit a specific noise environment will be 
discussed . Finally the general performance-of the prototypes will be presented and important con­
siderations towards manufacturing outlined. 

Introduction 
Active Noise Control(ANC) was first proposed by Paul 
Leug in 1936 in his patent " Process of Silencing Sound 
Oscillations"[!]. It was the first time that the idea of ac­
tive control was described and the principle of measur­
ing the sound field with a microphone, manipulating the 
resulting signal electronically and then feeding it to an 
electroacoustic secondary source used. The next major 
work in the field occurred in the 1950's when Olson et 
al. explored the feasibility of active noise attenuation in 
a partial space around a man's head. In 1953 Olson and 
May[2] described an active noise control system which 
they called an "electronic sound absorber". While the 
work of Leug is characterised as feedforward control, 
that of Olson used the feedback principle to achieve 
control at the microphone location . Because of the limi­
tations of electronics at the time no further work of 
practical importance was carried out until the 
1970's[3,4]. Since then the application of active attenua­
tion techniques to hearing protection has attracted a lot 
of attention and researchers have investigated both feed­
forward and feedback control strategies. Carme[S] pro­
posed a filter to compensate the open loop of the elec­
troacoustic system in a feedback strategy. Sha et al.[6) 
used feedforward control in an active ear defender. Both 
methods make use of the principle of superpos ition of 
waves to achieve cancellation at the ear. 

The compensated feedback principle 
Figure I shows a dynamic circumaural headset fitted 
with a microphone M . Suppose that such a device is 
worn in a random noise environment of pressure P,,. 
Let the uncontroll ed pressure sensed by the ear with the 
control c ircuit off be P,, and the pressure after con trol 
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From a practical point of view the process of attenuating 
sound consists of detection of the unwanted signal, in­
verting it and superposition of the primary and secon­
dary control signals. The detector used, such as a micro­
phone is required to have a flat response and linear 
phase characteristics. The controller carries out the in­
version and adjusts the amplitude of each signal. After 
the signal is detected and processed by the controller the 
output is used to drive a secondary source, such as a 
loudspeaker. The various arrangements of the detector, 
controller and secondary source determines whether the 
control is feedforward or feedback. In the former the 
sensor outside the ear defender detects the unwanted 
noise and the signal fed through a controller and finally 
output to the ear by the secondary loudspeaker. Whereas 
in the latter the sensor is fitted inside the electroacoustic 
cavi ty itself and the detected signal is fed back to the 
secondary source via the controll er. The main limitation 
of feedback is the compromise between good attenuation 
and good stability of the closed loop system. In feedfor­
ward contro l the main drawback is the variation of the 
primary transfer function which is the complex ratio of 
the uncontroll ed signal at the ear to the primary signal 
ou ti de the ear defender. The feedforward controll er has 
to continuall y change to adapt to the changing condi ­
ti ons. In this paper the design and implementation of an 
analog feedback compen ator will be described. 
be Pc. In feedback control the signal picked up by the 

microphone is sent to the compensator C which in turn 
drives the loudspeaker L. The resulting elec troacoustic 
sytem is assumed to be linear and can be represented by 
the block diagram of Figure 2(a) where H

111
, H, and 

He are the transfer functions of the microphone, loud­

speaker and compensator respectively. H
0 

is the acous-
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MICROPHONE 
PASSIVE ADSORPTION 

ELECTRONIC CIRCUIT 

ACTIVE CONTROL OF CIRCUMAURAL HEADSET 

Fig. 1. Feedback ear defender arrangement. 

tic cavity and absorption transfer function. For analytical 
purposes the block diagram of Figure 2(a) can be simpli­
fied into that of Figure 2(b) in which Hs is the secon­

dary transfer function .of the electroacoustic system 
which comprises of the cavity, loudspeaker and micro­
phone. That is Hs = Hm H1 Ha. The open loop transfer 

function can be defined as ~~ = Hs He . 

The closed loop transfer function can therefore be writ­
ten as 

(1) 

Eq. (1) also represents the attenuation at the microphone 
location. An absolute value much less than unity is de­
sirable and represents a reduction of sound level whereas 

40 
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<: ::r: -
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FREQUENCY (HZ) 

Fig. 3(a). Lightly damped compensator response. 

10 

p 
u 

Fig. 2(a). Block diagram representation. 

Fig. 2(b ). Simplified block diagram. 

a value greater than unity indicates an increase in level. 
The overall performance of the feedback system de­
pends on the open loop response of the electroacoustic 
system and the purpose of He is to electronically alter 

the uncompensated open loop characteristics of the sys­
tem. The main limitation to the feedback structure is the 
inherent stability problem which occurs when the de­
nominator term of Eq. (1) vanishes, that is when 

1-H =0 
0 (2) 

If for some critical frequency the open loop magnitude is 

unity and the phase shift is 0°, ±360°, then the system 
becomes unstable in closed loop. In physical terms the 
pressure at the ear at the critical frequency becomes very 
large. For the system to stay stable in closed ·loop the 
magnitude of the total open loop response must be less 
than unity at the phase crossovers. It should be noted 
that just outside the band of attenuation there is always 
some increase of level instead of reduction because of 
the phase shift in the system. This can be explained if the 
magnitude of Eq. (1), say r, is set to unity. For a phase 
shift @ in the total open loop response it is necessary 
that 
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Fig. 4(a). Uncompensated open loop response of 
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r = 2cos0 
for -90°L 0 .{ 90° - .......... 

(3a) 

r=O 
for 0 otherwise (3b) 

If for a given phase shift 0 in the compensated open 
loop system the magnitude r is less than that given by 
Eqs. (3) there will be an enhancement of sound level at 
the ear under stable operation. 

Compensator design 
The feedback compensator used in order to modify the 
open loop response is based on the placement of poles 
and zeroes. The transfer function of a biquadratic filter 
can be written as 

(4) 
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Where m_, m are the zero and pole locations respec-
'· p 

tively and ~z, ~ P are the associated damping coeffi-

cients. The experimental frequency response of such a 
filter with a lightly damped pole at 20 hz and zero at 70 
hz is shown in figure 3(a). If the damping coefficients 
are increased the frequency response of figure 3(b) is 
obtained. The resulting filter is of minimum phase char­
acteristics and suitable for feedback compensation[5]. 

Experimental results and discussion 
Two headsets have been implemented with feedback 
control based on the biquadratic compensator of Eq. 
(4 ). In each case only two cascaded second order com­
pensators have been used in order to keep the electron­
ics simple. The syst~m performance in terms of maxi­
mum attenuation, wide control bandwidth and good sta­
bility has been optimised numerically to achieve the de­
sired end results. In the first instance a circumaural high 
impedance headset is employed to actively attenuate a 
band of low frequency noise. In the second instance a 
passive ear defender fitted with transducers is used to 
attenuate a narrow band. The peak attenuation obtained 
for such a system depends on the desired bandwidth of 
attenuation and vice versa. The wider the band in which 
control is desired the lesser will be the peak attenuation, 
and the narrower the control band the higher the peak 
reduction at the ear. For the circumaural headset of Fig­
ure 1, the uncompensated open loop frequency response 
is as shown in Figure 4(a) below. When two cascaded 
biquadratic filters of Figure 4(b) are added into the loop 
the total response becomes that of Figure 4( c). The gain 
of the open loop of this active ear defender is limited by 
the phase cross over in the low frequencies. For good 
system stability a gain margin of 6 dB and phase margin 

of 45° has been allowed for. 

The attenuation of the headset was obtained by measur­
ing the power spectrum at the microphone without and 
with control from an octave band generator of center 
frequency 125 Hz. The results are as shown in Figure 5. 
The band of attenuation is from 30Hz to above 1500Hz 
with a peak of above 20 dB at 180 Hz. A slight increase 
in level below 30Hz is a direct result of Eq. (3) and can 
be minimised by ensuring that the magnitude of the open 
loop response is much less than unity in this region. 

Passive ear defenders are widely used in industries but 
are deficient in the attenuation of low frequency noise. 
The problem can be reduced by using a combination of 
active and passive control as described previously. If 
however the need arises for the attenuation of a specific 
narrow band noise then broad band attenuation is not 
necessary and efforts can be concentrated in a narrow 
band compensator design. Consider the physical ar­
rangement shown in Figure 6. Suppose that it is desired 
to obtain a narrow-band control centered around 315 Hz. 
For this system the measured uncompensated response is 
hown is Figure 7(a) . If the proposed compensator of 

Figure 7(b) i added into the loop the modified open 
loop re pon e is a in Figure 7(c). The desirable high 
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after control( dotted curve). 
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PASSIVE ABSORPTION L. 

ELECTRONIC CIRCUIT 

ACTIVE CONTROL OF PASSIVE EARMUFF 

FIG. 6. Physical arrangement of passive earmuff fitted 
with active control. 

gain at 315 Hz is clear while the magnitude drops off 
very rapidly on either side. The power spectrum of a 
random noise measured without and with control are 
given in Figure 8. The narrow-band attenuation of the 
system is as expected with a peak of about 27 dB at 315 
Hz. The pure tone attenuation achieved at 300,315 and 
330Hz are 10, 27 and 14 dB respectively. 

Development of a prototype printed circuit 
board 
Once the prototype compensator has been designed and 
tested the miniaturisation of the control circuit can be 
envisaged. There are several key factors that have to be 
taken into account. The main consideration is cost. This 
in turn determines the selection of amplifiers and other 
components which are critical to the overa11 system per­
formance. The second most important criterion is the de­
sign of the power supply. If the system is battery oper­
ated then a choice of powering the unit directly from 
batteries or via a de to de converter exists. This again is 
linked with cost as well as portability and performance 
and a compromise has to be made by the designer. The 
prototype developed at the University of Western Aus­
tralia makes use of two sandwiched 60 x 100 mrn printed 
circuit boards using surface mount components and is 
powered by 4 x 1.5 V AA batterie via a de to de con­
verter. 
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Conclusion 
Feedback control has successfully been used to improve 
the low frequency attenuation of passive systems. The 
design method outlined also allows a particular narrow 
band controller design which leads to the possibility of 
tailor-made ear defenders for a specific noise spectrum. 
In this way a larger attenuation of the offending narrow 
band frequencies can be achieved compared to existing 
products. These selective ear defenders would find suit­
able application in the minerals and energy resource in­
dustries. Finally an end product for manufacturing will 
have to take into account cost, performance and port­
ability. 
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Abstract 

Four-pole parameters are used to provide a full characterisation of isolator performance which is 
independent of the foundation system upon which the isolator is located. To date the standard test 
developed to measure the four-pole parameters of a pre-loaded isolator has involved the use of in­
direct force measurements on the isolator's input and output. The limitations of using this approach 
are analysed, and an improved technique using direct force measurements is proposed. Experi­
mental results for isolator properties are presented. 

Four-pole parameters 
Knowledge of the dynamic properties of vibration iso­
lators, machine mounting locations and foundations are 
needed to be able to estimate the vibration power trans­
mitted through the isolators and to predict the effect of 
mounting a vibrating source on flexible vibration isola­
tors. 

In the design and selection of vibration isolation mounts 
it is important to have a description of the mount be­
haviour which is independent of the test arrangement 
and the foundation system upon which they are to be in­
stalled. The dynamic behaviour of anti-vibration mounts 
may be characterised by their four-pole parameters, 
(Molloy 1957, Snowdon 1976, Snowdon 1979, Verheij 
1982 and Dickens et al 1993), which provide one such 
independent description. 

The four-pole parameters relate the force F 1 and velocity 
V1 at the isolator input to the force F2 and velocity V2 on 
the isolator output: 

( 1) 

where A, B, C, and D are the four-pole parameters, and 
are complex, time invariant functions of m 

Applying Maxwell 's law of reciprocal deflections to the 
isolator means that the transfer impedance or mobility 
between the input and the output is independent of 
which end is treated as the input or output. This lead to 
the relati onship: 
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AD- BC= 1 (2) 

For the case of symmetric isolators i.e. those that behave 
the same if the input and output ports are interchanged, 
then the additional relation is applicable: 

A=D (3) 

Equations (2) and (3) mean that only two independent 
four-pole parameters need to be measured for a symmet­
ric isolator in order to completely characterise it. At 
lower frequencies an isolator may be assumed to be a 
massless spring of stiffness k, in which case A = D = 1 , 

B = 0 and C = 1/ jwk , where j = ~ and co is the cir­

cular frequency. 

The common measure of isolator performance in an in­
stalled situation is the effectiveness, E, which is defined 
as the ratio between the fo undation velocity (or force) 
obtained when the source and foundation are directly 
connected and the fo undation velocity (or force) ob­
tained when the source and foundation are connected via 
the isolator. In term of the four-pole parameter and the 
ource and foundation mobilitie : 

(4) 
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where H.1· and H1 are the mobilities of the source mount­
ing point and the foundation mounting point respec­
tively. 

Alternatively the insertion loss, L, is defined as the mag­
nitude of E expressed in dB: 

AH5 +BH5 H1 +C+DH1 L = 20 log 10 1--------'-------'--1 

Hs +HI 

Experimental measurements 

(5) 

In general the dynamic properties of a vibration isolator 
are dependent upon its pre-load, and so measurements 
should be made with a pre-load similar to that experi­
enced in service. 

One possibility of determining two independent four­
pole parameters is given by considering the special case 
in which the output side is blocked, i.e. v2 = 0 ' which 

in equation (1) yields: 

and (6a, b) 

This allows a pre-load to be applied to the input side of 
the isolator and the isolator's output reacted against the 
blocked support. Measurements would then need to be 
made of the input force and ve locity and the output force 
required to hold the isolator blocked. 

Verheij (1982) describes a method for making meas­
urements of the blocked transfer function of a resilient 
isolator, defined as the force out divided by the input ac­
celeration. Dickens et al. (1993) used a similar method 
at the Aeronautical and Maritime Research Laboratory 
to measure the pre-loaded, 
blocked four-pole pa-
rameters . The assumption Fa 
of the blocked mass intro-
duces a small , but in some 
cases still significant error, 
and limits measurements 
to symmetric isolators. 

Excitation 
mass, m1 

of unsymmetrical isolators to be made by using two 
floating masses. Both measurement methods use inferred 
forces at both the input and output sides of the isolator. 
A schematic of the measurement set-ups is shown in 
Figure 1. 

As defined above, F 1 is the force applied to the input of 
the isolator, and F2 is the force exerted by the output of 
the isolator on the blocking mass m2. Let Fa and Fb be 
the sinusoidal forces .exerted on the excitation mass m1 

by the two vibrators at a circular frequency of co. A 1 and 
V1 are the acceleration and velocity at the excitation 
mass I test isolator interface, and A2 and V2 are the ac­
celeration and velocity at the test isolator I blocking 
mass interface. Denoting the inferred forces at the input 
and output as F 11 and F21 respectively, then 

Fi1 =Fin - m1 A 1 and 

F21 = m2A2 (7a, b) 

While the use of the inferred forces is experimentally 
attractive because of its relative simplicity and ease of 
application, there are errors introduced. This paper 
analyses these errors and proposes the use of direct force 
measurements as a means of eliminating them. For the 
purposes of these analyses the masses are considered to 
be rigid bodies and the lower mass is treated as a block­
ing mass. 

Analysis of equivalent mass spring system 
The test arrangement may be modelled by the equivalent 
spring mass system shown in Fig 2, where m 1 represents 
the excitation mass, m2 the blocking mass, k1 the airbag 
through which the pre-load is applied, k2 the isolator, 
and k3 the supporting airbags. The displacements of the 

Rigid support Fb 

Test 
isolator Dickens and Norwood 

(1 994 ), proposed an alter­
nate measurement scheme 
whi ch uses a floating 
mass . This scheme cor­
rec ts the fo ur-pole pa­
rameters fo r the small but 
fi nite output ve locity of 
the blocking rna s. It also 
allow the measurement of 
the fo ur-po le parameters 

~--------------~---.--~~---------------. 

F, ~ v; 

~ ~ 
Lower 
mass, m2 

F igure 1: Schemati c test arrangement for u ual method 
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Figure 2: Model of test arrangement 

excitation and blocking masses are X1 and X2 respec­
tively. 

The equations of motion for the two masses are: 

(8b) 

Let the harmonic forcing function be represented in 

complex form as Fin ( t) = F0 e}wt . 

Substituting equations (8a) and (8b) into (7a) and (7b) 
gives: 

F11 =k1Xt+k2(X1 -X2) and 

F21 =k2 (X1 -X2 )-k3 X2 

(9a, b) 

By assuming the particular solution X1(t) = X10 eJwt and 

X2 (t) = X20 e.iwt , we obtain from equations (8a) and 

(8b): 

and 
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Denoting the direct forces at the input and output of the 
isolator as Fw and F2v respectively, then from Figure 2 
we obtain: 

The error £ 1 is defined as: 

E _ Fiv- Fll 
1-

FiD 

Substituting for Fw and Fl! gives: 

( 11) 

(12) 

(13a) 

and substituting for X1 and X2 from equations (9a) and 
(9b): 

Similarly, at the output side of the isolator: 

giving: 

E 
_ F2D- F21 

2-
F2D 

Equations (13b) and (1 5b) may be written as : 

and 

(13b) 

(14) 

(1 6a, b) 

17 



Frequency, Hz 

Figure 3: Four pole parameter B. 

The various expressions for the error £ 1 show that it is 
dependent upon the stiffness of the isolator under test, 
the stiffness of the spring element above the excitation 
mass, which is used to provide the pre-load, the mass of 
the blocking mass and the frequency. If XI >> x2 i.e. 

m >> m1 then £ 1 = -k1 jk2 and will be constant for the 

elements k1 and k2 having a constant ratio of stiffnesses. 
The magnitude of £ 1 asymptotes towards the value of 
-k1 / k2 as m increases above ffil. 

The various expressions for the error £ 2 show that it is 
dependent upon the stiffness of the supporting spring 

~ 
'"d 

~ -G) ....... 
G) 

s 
~ - 0 ~ 

~ 

20 50 

element below the blocking mass, the mass of the 
blocking mass and the frequency. If XI >> x2 i.e. 

m >> ro 2 then £ 2 = 0. As o:> increases above ffi2 the er­

ror £ 2 asymptotes towards zero. 

Experimental results and discussion 
An experiment was conducted to measure both the direct 
and indirect force inputs and outputs for an isolator and 
to compare the four-pole parameters calculated from 
these forces and the measured error to that predicted by 
equations (16). The isolator used had a nominal dynamic 
stiffness of 5.3 x 105 N/m, and was mounted on a 576 kg 
blocking mass which was in turn mounted on four air­
bags with a total nominal stiffness of 3.2 x 105 N/m. A 

100 200 500 

Frequency, Hz 

Figure 4: Four pole parameter A. 
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Figure 5: Four pole parameter C. 

54.6 kg excitation mass was used and the pre-load was 
provided by an airbag of nominal stiffness 8.9 x 104 

N/m. The isolator was pre-loaded to its rated service 
load and the dynamic excitation was provided by a pair 
of Gearing and Watson shakers for which each shaker 
had a rated output of 150 N. 

The direct force inputs from the excitation mass to the 
isolator, and from the isolator to the blocking mass were 
measured using three matched Bruel and Kjaer 8200 
force transducers mounted between two ground plates at 
each location. The charge outputs from the three trans­
ducers in each set were summed before signal condi­
tioning. The total input force from the shakers was 
measured by summing the charge outputs from two 
matched Bruel and Kjaer 8200 force transducers. These 
force transducers were mounted between the driving 
stingers of the shakers and the excitation mass. The ac­
celeration of the excitation and blocking masses were 
measured using a pair of Bruel and Kjaer 4379 acceler­
ometers mounted on each. Bruel and Kjaer 2635 charge 
amplifiers were used to condition each of the signals and 
the data was collected using a sixteen channel Hewlett 
Packard 3566A spectrum/network analyser. The input 
force to the excitation mass from the shakers was ap­
proximately constant, which resulted in the input dis­
placement to the isolator, Xt. being approximately pro­
portional to llol. 

The four-pole parameters were calculated from both the 
direct and the indirect force measurements using the 
blocked output assumption, Figures 3 to 5. In calculating 
the indirect forces , the mass contributions of the masses, 
transducers, attachments, cables, ground plates, and air 
bags were included. The mass contribution from each ai r 
bag was considered to be one half of its total mass. In 
calculating the direct forces, the inertial fo rce contribu-
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tions of the ground plates, transducers and cables were 
subtracted to give the actual forces at the isolator's input 
and output. The error in the inferred output force is 
much less than for the inferred input force. 

The parameter C shows little variation for the two sets of 
results, while parameters A and B show significant dif­
ferences. This is because of the inputs used to determine 
the parameters. From equation ( 1) the four-pole pa­
rameter equation involving C does not contain the input 
force, and if the output force is blocked, then C is given 
by equation (6b). Parameter A is given by equation (6a) 
for the blocked assumption, and will be very dependent 
on the accuracy of the input force determination, as will 
B, which is derived from C and A. 

Equation ( 16a) predicts that the error £ 1 between the two 
input force measurements will be constant, provided that 
the stiffness ratio of the pre-loading spring above the ex­
citation mass and the isolator is constant, and based 
upon the assumption that the airbag and isolator are 
massless. The dynamic stiffnesses of the pre-loading air­
bag and the isolator were determined, so that the predic­
tions from Equation (16a) could be compared to the ac­
tual error calculated fro m the direct and indirect force 
measurements. The direct fo rce measuring assembly 
used to measure the input force wa placed between the 
air bag and the excitation rna and the experiment was 
repeated using the same pre-load . The di placement 
across the air bag was calculated fro m a pair of Bruel 
and Kjaer 4379 accelerometer mounted at each end of 
the air bag. The tiffne of the air bag was then calcu­
lated by dividi ng the applied force, after correcting fo r 
the added rna e , by the di placement. The stiffne s of 
the isolator wa determined in a im il ar fa hion. 
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Error E 1 calculated from the indirect and direct force measurements, 
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Error E

2 
calculated from the indirect and direct force measurements. 

Figure 6 shows a comparison of the error £ 1 calculated 
from the indirect and direct force measurements, with 
the error calculated from equation (16a). These two 
curves show good agreement below 50 Hz, but above 
this frequency the two curves differ substantially. The 
curve for parameter A shows that it is approximately 
equal to unity up to about 50 Hz, indicating that the iso­
lator behaves as a massless spring up to this frequency. 
However, above 50 Hz the mass effects within the iso-

lator become significant, so that the simplified model 
used to give the error prediction in equation (16a) is 
only valid up to this frequency. Additionally below 50 
Hz the error is not constant, indicating that the ratio of 
the two stiffnesses varies. 

The error £ 2 was calculated from the indirect and direct 
output force measurements using equation (14) and is 
shown in Figure 7. This curve is in good agreement with 
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the predicted behaviour given by equation (16b ), with £ 2 

approaching zero as the frequency increases. The 
agreement also indicates that any mass effects from the 
airbags are much less significant than those of the isola­
tor, since the airbag mass is much smaller than the mass 
of the blocking mass. 

Verheij (1982) was primarily concerned with measuring 
the blocked transfer function of the isolator which is de­
fined as the output force/input acceleration, and is re­
lated to the C parameter. The results derived in this way 
are not significantly affected by the error in the input 
force, and are mainly effected by the errors in the 
blocked mass assumption, Dickens and Norwood 
(1994). At lower frequencies it is sufficient to use this to 
describe the isolator performance, but as the frequency 
increases the other four-pole parameters become impor­
tant in the determination of the isolator effectiveness. 

The simplified system shown in Figure 2 has two natural 
frequencies. In the first mode the excitation mass and the 
blocking mass move in phase, while in the second mode 
the two masses move out of phase. The lower frequency 
limit of previous measurements made with the inferred 
force method was controlled by the second, out of phase, 
mode. An important aspect of the direct force method is 
that the lower frequency limit of the measurements is 
given by the frequency ffi2, which is less than the out of 
phase modal frequency. Thus the lower frequency range 
of the measurements can be extended by using the direct 
force measurement. 

Conclusions 
The errors involved with the use of the inferred input 
and output forces to determine the four-pole parameters 
of an isolator have been investigated and the limitations 
of the method are discussed. An alternate measurement 
procedure, using direct force measurements is proposed, 
in order to overcome the problems associated with the 
inferred forces technique. The results show that there are 
significant errors in the inferred input force method, 
particularly at lower frequencies, but which may extend 
to all frequencies, and which result in large errors in the 
determination of the four-pole parameters. While the use 
of direct force measurement poses some experimental 
difficulties, it provides a far more accurate determination 
of the input force to the isolator and hence the four-pole 
parameters. The use of direct force measurements per­
mits the determination of the four-pole parameters over 
a wider frequency range. 
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Abstract 

This paper takes a brief look at the history of acoustics, with emphasis on spaces used for speech. It 
briefly traces the science of sound from ancient Greece and Pythagoras through to current practice, 
with the major emphasis in the period 1895 to present day. The paper also looks at sound decay 
measurement and presents some indices used for the rating of spaces where speech is the predomi­
nate use. 

History 
The scientific study of acoustics, particularly theatre 
acoustics, can be traced back to the ancient Greek am­
phitheatres such as Epidauros, Hunt (1978 p9) places the 
origins of the study of sound to Pythagoras (ca. 570-497 
BC). Later in history Roman architects were shown to 
have developed an understanding of theatre acoustics 
(open air amphitheatres) as illustrated by the Roman ar­
chitect Vitruvius in his De Architectura books (Liber V, 
chapter VII: De locis consonantibus ad theatra eli­
gendis): 

"We must chose a site in which the voice may fall 
smoothly, and not be returned by reflection so as to con­
vey an indistinct meaning to the ear. For there are some 
places which naturally hinder the passage of the voice, oo· 

those (dissonant) places in which the voice, when first it 
rises upwards, strikes against solid bodies above, and is 
reflected, interfering as it settles down with the rise of 
the utterance 000 those (circumsonant) in which the voice 
moves around, is then collected in the middle where it 
dissolves without the case-endings being heard, and ides 
away I sounds of indistinct meaning . oo those (resonant) 
in which the words, striking against a solid body, give 
rise to echoes and make the case-endings sound double 
000 those (consonant) in which the voice reinforced from 
below rises with greater fullness, and reaches the ear 
with clear and eloquent accents. Thus if careful obser­
vation is exercised in the choice of sites, such skill will 
be rewarded by the improved effect of the actors voices. 
... Whoever uses these rules, will be successful in build­
ing theatres ." (Hunt 1978, p34) 

Note: the modern equivalent for the terms of 
"dissonant" is interference; "circumsonance" is rever­
beration; "resonance" is echo and "consonance" is the 
process where a sound is strengthened by reflection. 
(Sabine !964, pp 163, 187) 
From these early beginnings, the Greek and later Roman 
amphitheatres were concerned with projecting the voice 
of the actors to the audience (Jordan 1980, pp22-23) . 
The actors used masks to both enhance facial express ion 
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and to amplify their voices (Jordan 1980, p28; Sabine 
1964, pp190-192). Seating was raked and tiered; the 
audience kept as close as possible to the stage area. Not 
all of these early theatres exhibited good acoustics. Vi­
truvius proposed the use of resonant vases placed in 
strategic positions in the audience. This is reported by 
Sabine ( 1964, p 192) as evidence of the lack of conso­
nance in the contemporary Greek theatres . 

As the overall noise levels in the markets grew, the need 
arose to provide some protection to the theatre (Parkin 
and Humphreys 1958, p 10), though this was not the only 
reason to position walls and buildings behind the stage 
for the actors. Undoubtedly they did provide some im­
provement in the distribution of the sound, as the walls 
of the building added reflections from the back to the di­
rect sound projected from the actors. These buildings 
positioned behind the stage grew to incorporate various 
rooms and features. They became part of the theatre 
providing alternative views, for example the Roman am­
phitheatre of Orange in France (Jordan 1980, pp24-25). 

The transi tion from open air theatres to totally enclosed 
theatres is seen in the Renaissance Teatro Olympico 
theatre in Vicenza, Italy (Jordan 1980, pp25-26). The 
plan of the theatre is typical Roman amphitheatre with 
the major exception being, it is totall y enclosed. Another 
theatre built not long after was the Teatro Farnese in 
Parma. Here the stage became an elongated shape with 
what was to develop in a proscenium linking a more tra­
ditional stage area and the audience area (Jordan 1980, 
pp26-28). 

History shows that as the music form developed, so did 
the shape and style of the auditoria. With the develop­
ment of the operatic music form, came the need to re­
duce the reverberation in these auditoria for better un­
derstanding of the words. A noteworthy example is 
Wagners Festspielhaus in Bayreuth . This operatic thea­
tre deviated from the accepted theatre design of the time. 
The audience is seated in a fan shaped auditorium, with 
very large diffusion walls consisting of pi llars and 
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niches. The seating is predominantly at floor level which 
has a steep rake (Jordan 1980, pp32-33). 

The development of the music form has out stripped the 
development of the theatre. There are differing needs for 
classical music, opera and symphony. None of these re­
quirements, such as reverberation, articulation, spatial 
effect, come close to the requirements of the late twenti­
eth century amplified music forms. 

To cater for the huge patronage of some pop groups, we 
now have almost come the complete circle with the out­
door concerts of recent times. Modern groups would be 
well suited to playing in the ancient Greek amphitheatres 
with their raked seating. The amphitheatre environment 
is well suited to this form of music, as it allows for large 
audiences, situated at considerable distances from the 
stage, with the visual images projected onto giant video 
screens, gross amplification can deliver the sound to all 
patrons for kilometres around. Background noise levels 
are rarely a problem. The major problem in this envi­
ronment is how can the sound be restricted to the site! 

Auditoriums 
Considerable research has been carried out in the field of 
auditorium acoustics during the past decades. It would 
seem that the results of this effort have resulted in audi­
toriums many feel were only moderately successful. The 
good acoustics is rather a matter of empirical experi­
ence and also of good luck than systematic and sci­
ence-based design. (Kuttruff 1994, p27) 

A major turning point in the understanding of room 
acoustics came with Sabine's research in 1898. In 1895, 
Sabine was instructed, by the Corporation of Harvard 
University: 

" ... to propose changes for remedying the acoustical 
difficulties in the lecture-room of the Fogg Art Mu­
seum, a building that had just been completed." 
(Sabine 1964, p3) 

It is interesting to consider, that this research was 
prompted by the lack of intelligibility in the Fogg theatre 
- speech intelligibility problem, not a music appreciation 
problem. Three years of research led Sabine to the for­
mulate the Reverberation Time Equation, which links 
room volume, frequency and absorption. (Beranek 1994, 
p4) 

The reverberation time equation is: 

v 
T60 = 0.163A sec 

f 
(1) 

where T6o the time in seconds it takes a sound to decay 
by 1 millionth (60 dB) of its level 

V the volume in cubic metres 
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At the total sound absorption at a given frequency 
in m2 sabins 

This formula has a number of limitations to its applica­
bility and neglects room modes, the influence of the 
shape of the enclosure and placement of acoustic ab­
sorption within the enclosure. It is based on the theoreti­
cal assumption that the sound waves hit each of the 
boundary surfaces in succession (Beranek 1992, p3); 
that the sound in the enclosure is reasonable reverberant; 
the acoustic absorption is uniformly distributed; the 
sound field is diffuse1; and that the sound can be propa­
gated in any direction with equal probably (Ginn, 1978 
p38; Northwood, 1977 pl16). This is not the case in 
speech auditoria. In fact the unaided voice is very direc­
tional and the major source is located in only one area of 
the auditorium. Generally the stage or source area of the 
auditorium is reflective (acoustically), the rear wall is 
acoustically absorbent, seating/audience is absorbent and 
the ceiling is reflective. Additionally when reflectors are 
utilised to increase the overall signal level present to the 
listener the sound has significant directionality thus re­
ducing the diffuseness of the sound field. 

With the aid of formulas such as Sabine ( 1964) and oth­
ers1, acousticians are able to predict, with increasing ac­
curacy, the expected reverberation time for spaces. Re­
verberation is important in the acoustic performance of 
spaces as Beranek outlines: 

"During continuously flowing music, listeners hear 
the first 10 or so decibels of the sound decay. If this 
early reverberation time is long enough, each note 
is prolonged and the music takes on a singing tone. 
When the music stops abruptly, the listeners hear 
35 or more decibels of the decay in the quiet inter­
val. This longer reverberation adds both fullness of 
tone and loudness and gives the listener a sense of 
being envefoped by the sound." (Beranek 1994, p4) 

Reverberation also has significant effect on the intelligi­
bility of speech. As the reverberation increases the intel­
ligibility decreases. This is readily experienced when 
two conversations are conducted in spaces at the oppo­
site ends of the reverberation spectrum, eg. An anechoic 
and reverberation chamber. In the anechoic chamber, the 
lack of reverberation is evidenced by the reduced appar­
ent power of the voice. (Loudness is reduced in the face 
to face mode). In the reverberation chamber, with the 
abundance of reflections, reverberation , has a dramatic 
and obvious impact on the intelligibility of the speech. 

There was considerable research and development ac­
tivity, to established optimum reverberation times in the 
period from 1900 to 1950, for various facilities of dif­
fering size and purpose. This research wa centred on 
spaces used for music and concert halls. At mid frequen­
cies (500-1 000 Hz) the reverberati on time, according to 
Beranek (1994, p5), for Baroque music is approximately 
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Figure 1 : Typical chart of optimum reverberation 
times for spaces with differing uses. (AS2107- 1987, 
p8) 

1.6 seconds; for Classical music is approximately 1.8 
seconds; for Romantic music is approximately 2 sec­
onds. 

As can be seen in Figure 0 (AS2107 - 1987, p8), the op­
timum reverberation times for speech auditoriums differs 
greatly from those of churches, opera houses and concert 
halls, etc. The lower reverberation times for the speech 
auditoriums demonstrate the influence of reverberation 
on speech intelligibility. 

NB: Speech studios are a specialised space, in which the 
overall requirements for recording have more to do with 
the electronic requirements than simple speech intelligi­
bility. In these situations, the requirement is for an 
acoustically dry or very short reverberation times. Addi­
tional reverberation can be added at a later stage elec­
tronically. 

The importance of the Sabine reverberation time rela­
tionships can be seen in the almost predominance of re­
verberation in the acoustical design of spaces used for 
music and speech in period following the 1900. In 1958, 
Parkin and Humphreys (1958, p82) wrote: 

"The present state of knowledge about the acous­
tics of rooms for music is such that major faults 
(such as echoes) can be avoided in design ... nearly 
all the advice that can be given is qualitative only; 
at this stage of knowledge. The one important ex­
ception is the reverberation time which can be 
specified and ... measured objectively" 

Research investigations, such as those reported in Ber­
anek (1992), Jordan (1980), Schroeder, Gottlieb and 
Siebrasse (1974), with halls predominantly based on the 
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reverberation time design revealed that other factors 
were important in the way people distinguish acoustic 
events (Beranek 1994, pp6-9; Jordan 1980, p58). Re­
search into the transient effects of very short duration 
sound events led to a number of criteria being estab­
lished, such as Early Decay Time, Articulation Index, 
Speech Transmission Index (and RASTI) , Deutlichkeit 
and Centre Time. 

Much of speech intelligibility development can be traced 
back to the telephone industry. For example, Bell Tele­
phone Laboratories have been responsible for much of 
the research (French and Steinberg, 1947; Knudsen 
1929; Cavanaugh, Farrell, Hirtle, Watters 1962, p480). 
It is largely this research that underpins our understand­
ing of speech intelligibility and speech reinforcement 
systems. 

"The most feasible scheme for such a rating [speech in­
telligibility testing] is probably the one used by tele­
phone engineers for testing speech-transmission over 
telephone equipment, which goes by the name of articu­
lation tests .... The writer has used this same scheme for 
investigating the effects of reverberation and noise upon 
speech reception in auditoriums." (Knudsen 1929, p56) 

In the period between 1922 to 1950, researchers, driven 
by the telephone industry, developed methodologies to 
test speech intelligibility. As these methodologies be­
coming available, development of optimum reverbera­
tion times for assembly halls were considerably easier 
(Jordan 1980, p58). 

"It is not a simple matter to give a quantitative rat­
ing to a room whish is used for music, since so 
much depends upon the musical tastes and disposi­
tion of the listeners. It is, however, a relatively 
simple matter to give a quantitative rating to a 
room which is to be used for speaking, since our 
primary concern is how well we hear spoken words 
of the speaker." (Knudsen 1929, p56) 

In 1947, French and Steinberg published a procedure 
and methodology for computing the Articulation Index. 
This was based on work carried out some 25 years pre­
viously by H. Fletcher (French and Steinberg 1947, 
p91). Their paper examine factor which govern the 
intelligibility of speech by examining quantitatively the 
ability of the ear to distingui h sound . The paper pro­
vides a platform to examine the influence of reverbera­
tion and masking noi eon peech intelligibility. 

The development of Articulation te ting and the Articu­
lation Index procedure in particular, as a quantitative 
mea ure of the intelligibility of peech in a clo ed y -
tern was important to the development f the optimum 
reverberation time as een in Figure . 
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Figure 2 Typical reverberation decay trace. 

Measurement Of Reverberation Time 
The origins of the physical measurement of reverbera­
tion can be laid at the feet of Sabine, as it was he who 
coined the phrase (Sabine 1964, pp9-11) in his article 
titled "Reverberation" in the American Architect and the 
Engineering Record of 1900. The equipment of the time, 
used by Sabine in his historic investigations to measure 
the rate of decay of the sound, or more precisely the du­
ration of audibility consisted of an organ pipe, for a con­
stant sound source and a chronograph to record the du­
ration of audibility after the sound had ceased. 

It is of interest to note that various approaches to deter­
mine the rate of decay were tested by Sabine. Methods 
included using a sensitive manometric gas flame and 
measured used a micrometer telescope. Photography of 
the flame was trialed. Both methods were abandoned 
due to the fluctuating decay rate. Figure 0 illustrates a 
trace of a fluctuating decay. Ultimately, Sabine returned 
to using the ear aided with the chronograph to record the 
duration of the audible sound. 

At the present time there are various methods used to 
determine enclosure decay rates. The traditional meth­
ods use a sound source to produce a steady state signal 
or an impulse source such as a pistol or gun shot. The 
decay is measured with a sensitive microphone and re­
corded via a level recorder (paper trace) or digitally us­
ing a computer. Normally the dynamic response of the 
sound signal above the background noise necessary to 
measure a 60 dB decay is rarely achieved. Therefore the 
reverberation time is measured in the -5 to -35 dB region 
of the decay (AS 1045-1988, pp 1 0) and interpolated out 
to the 60 dB limit. Typically, many decays are averaged 
together. Schroeder (1965, p409) offers the following as 
an explanation of the rational behind the need to average 
many decays: 

"The accuracy with which reverberation time can be de­
termined from decay curves is limited by random fluc­
tuations in the decay curves. These random fluctuations 
result from the mutual beating of normal modes of dif­
ferent natural frequencies . The exact form of the random 
fluctuation depend on, among other factors, the initial 
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amplitudes and phase angles of the normal modes at the 
moment that the excitation signal is turned off. If the ex­
citation signal is a bandpass-filtered noise, the initial 
amplitudes and phase angles are different from trail to 
trial. Thus, for the same enclosure, and identical trans­
mitting and receiving positions within the enclosure, dif­
ferent decay curves are obtained - the differences being 
a result of the randomness of the excitation signal, not of 
any changes in the characteristics of the enclosure." 

A new technique, the Integrating Impulse Method de­
veloped by Schroeder (1965) is currently being incorpo­
rated into many new devices. This technique is said to 
equal, in one single impulse measurement, the ensemble 
average of indefinitely many decays curves (1965, 
p409). 

For this measurement procedure, a tone burst or filtered 
pistol shot is used. The decay is measured, squared and 
integrated producing a smooth curve. Figure 0 illustrates 
the comparison of the two decay curves. The second 
curve gives a far more accurate interpolation equation 
for the determination of the reverberation time over 
60dB. 

A major problem in the measurement of reverberation 
times is having a sufficiently powerful sound source with 
a flat spectrum. This is particularly problematic in con­
junction with the impulse measurement procedures. 
Common impulse sources such as electrical sparks, pop­
ping balloons, pistols, rifles and cannon shots do not al­
ways have a flat spectrum, while loud speakers often 
have insufficient power to achieve an adequate signal to 
noise ratio for the 20 or even 30dB decays, above the 
ambient noise levels. 

There has been published an experimental procedure 
using a low power pseudorandom noise which is re­
ported to be successful in noisy environment , such as 
during a lecture (Schroeder, 1979). To date, this proce­
dure seems to be of academic intere t only, a there has 
been no in trumentation commercially produced based 
on this procedure. 
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Early Decay Time 
The Early Decay Time (EDT) is the reverberation time 
based on the first 1 OdB of the decay curve and extrapo­
lated to 60dB (Beranek 1992, p3). Its importance can be 
seen in the words of Kuttruff (1994, p38): 

" ... The full decay process in a room is audible only 
after an abrupt and complete stop of sound excita­
tion, but not during running speech or music sig­
nals. Nevertheless, reverberation affects the tempo­
ral and also the spectral structure of any sound by 
smoothing it and by mixing its constituents - oth­
erwise there would be no reason to give so much 
weight to it. However it is rather the initial part of a 
decay curve which determines to which extent the 
signal is smoothed or blurred, or generally: how we 
hear the signal." 

Beranek ( 1994, p20) also confirms that it is the first 10 
decibels of the decay curve that is the most important for 
understanding: 

"In continuous music, approximately 10 decibels of 
the sound decay can be heard after each note. If the 
early decay time is short, the sound is clear; if long, 
but not too long, the music is said to take on the 
desirable attribute of fullness or singing tone. A 
very long reverberation time will muddle all but 
liturgical music." 

Jordan (1980, p52) also outlines a criteria by which de­
ficiencies in the acoustical performance of an enclosure 
maybe detected: 

"Values of EDT which are considerable lower than 
values of RT are regarded, generally, as signifying 
acoustical deficiencies." 

Early Decay Time as a measurement is an important in­
dices in the design of speech performance enclosures. 

De uti ich keit 
Deutlichkeit (D) (Meyer and Thiele 1956, p442), also 
known as Definition, was proposed by Thiele as a meas­
ure of clarity. Bradley (1983, p2051) defines Deut­
lichkeit as the: 

"ratio of the early sound energy in the first 50ms 
after the arrival of the direct sound to the total 
sound energy" 

r50ms p l (t)dt 
D=-Jo:...._ ___ _ 

J: p 2 
(t)dt 

(2) 

The lower limit of time to is the arrival of the direct 
sound (Kuttruff 1991 , p 190). This indices is based on a 
impulse or short duration pulse sound source (Jordan 
1980, p5 8). 
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Research by Bore, has shown that there is a good corre­
lation between Deutlichkeit and speech intelligibility 
(Kuttruff 1991, pp190-191) . 

Centre Time 
Centre Time (seconds), also known as Centre of Gravity 
Time, Point of Gravity and Schwerpunktzeit (Bradley 
1986, p199), is a: 

" ... measure of the balance between clarity and re­
verberance that was proposed to avoid the abrupt 
division between early and late arriving reflec­
tions" . (Bradley and Halliwell1989, p17) 

i oo fp l(t)dt 
TS = --'0'------

fo~ p l (t)dt 
(3) 

The Centre Time index is very similar to the echo crite­
rion proposed by Dietsch and Kraak (Kuttruff 1994, 
p38): 

ir tlp(t )In dt 
TS=-0

----

I:.Ip(t)ln dt 
(4) 

where n = 1 for music and n = 2/3 for speech. When n = 
2 and 'l = oo this equation agrees with the equation 3 

Both Deutlichkeit and Center Time are closely related to 
speech intelligibility. The smaller the value of the Center 
Time (or higher the Deutlichkeit value) the higher is the 
expected speech intelligibility at the receiver position 
(Kuttruff 1994, p36). 

Conclusion 
This paper briefly looks at the history of acoustics in re­
lation to the speech intelligibility and public spaces used 
for speech. Some speech performance indices are pre­
sented and sound decay measurement such as Rever­
beration Time and Early Decay Time are dicussed. 
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The Responses Of Buildings And Occupants 
To Impulse Noise 

Robert Cook 
National Acoustic Laboratories 

Chatswood, Australia 

Introduction 
The development of a criterion that predicts community 
reaction to noise is difficult, because of the variability in 
the reaction of individual persons in the community. 
However, when viewed as a community, and given a 
statistically large enough population, the reactions of a 
group can be quantified with respect to the number of 
persons that will react adversely to noise above a par­
ticular level. 

The results presented in this paper are derived from a 
study into the relationship between community reaction 
and the Sound Pressure Levels (SPLs) that occur in 
residences adjacent to Defence facilities where noise of 
an impulsive nature exists. 

The study specifically concerned the reaction of resi­
dents to noise generated by explosions and the firing of 
large calibre weapons. Reference 1 describes the devel­
opment of an earlier criterion by these Laboratories in 
1984 for predicting community annoyance, termed the 
Accumulated Peak Level (APL) Criterion. 

The Community Annoyance Level Study 
Due to some recognised shortcomings of the APL crite­
rion, it was decided to conduct further research using a 
slightly different approach to that used during the origi­
nal APL survey. For this study, the response from each 
resident is matched with sound level measurements 
taken at the time of the exposure. Thus, the resident's 
response to individual explosions can be gauged, as well 
as the response to the overall presentation of explosions 
at that particular residence. By this method the determi­
nation of threshold levels for audibility and annoyance 
can be determined. Three locations were selected to 
participate in the study: Puckapunyal, Victoria; Port 
Wakefield, South Australia; and Woomera, South Aus­
tralia. 

The study was conducted in five phases: source selec­
tion, three phases of measurements and a final phase of 
data analysis and reporting. 

Selection of the explosive source 
Phase one of the study was conducted at Holsworthy 
Army Range to evaluate four types of commercial ex­
plosives. The aim of the trial was to find a noise source 
which was a cheaper alternative to using actual fi eld 
pieces and various ammunition types. The explos ives 
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evaluated during this phase were Dynagex, TNT, PE4 
andANFO. 

The data obtained from this series of measurements 
were compared to the data collected at the Singleton 
Field Firing Range from M198 155 mm and Hamel 105 
mm howitzers2

, with a view to finding explosives that 
would mimic as closely as possible the noise signatures 
of these weapons. 

The results of some of the Singleton measurements 
show that at distances of 1.6 km to 6.4 km from the 
noise source, residences may be exposed to linear peak 
SPLs of »90 dB to » 130 dB. 

Close correlation was obtained between the M198 muz­
zle waveform (using charge 5 Green) measured at 3.2 
km and 4 Kg of TNT measured at 3.2 km. 

Based on the peak levels, frequency content, cost and 
ease of handling, it was decided to use Flaked TNT in 
three charge sizes; 4 kg, 1.25 kg and 400 grams. In ad­
dition to the above sizes, a fourth charge consisting of a 
110 gram primer and detonator was added to approxi­
mate a 125 gram charge. 

Acoustic measurements 
A microphone, with windscreen installed, was mounted 
on a tripod 1.2m above ground on the outside of the 
residence towards the explosive source. Inside the resi­
dence, another microphone was mounted on a tripod 
!.2m above the fl oor. The electrical outputs of both mi­
crophones were connected via cables to the inputs of 
two Precision Sound Level Meters (SLMs). Each sys­
tem consisted of Bri.iel & Kj:er equipment of type 4155 
Microphone, 2639 Microphone Preamplifier and 2231 
SLM. 

The outside microphone was placed in a position where 
(as much as was possible) a clear path ex isted towards 
the explosive source location. In general, the location 
selected tended to be either on the front lawn of the 
residence or in the backyard. The inside microphone 
was placed either in the kitchen or the lounge, family or 
dining room of the residence. The selection of a locati on 
for the inside microphone did not fo llow any set pattern. 
Often the resident would be very close to the micro­
phone, sometimes the resident would be in another part 
of the residence. In general, the kitchen was not a pre-
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ferred location due to the noisy activities that occur 
there. The measurement location was also selected for 
ease of cabling access and minimising the intrusion of 
the NAL operator. 

Four residences were surveyed during each series of 12 
explosions and four series of explosions were conducted 
each day. Each series of explosions consisted of 12 
shots in the following sequence; 1.25 kg, 400 g, 4 kg, 
125 g, 4 kg, 1.25 kg, 125 g, 400 g, 1.25 kg, 400 g, 4 kg, 
and 125 g. 

During the explosion sequence the resident was asked to 
go about his/her normal activities so as to try to obtain 
the best "representative" response from the resident to 
the noise levels presented. 

After each shot, the NAL operator would ascertain if the 
resident heard the impulse and would ensure that the 
Resident's Questionnaire was completed. Thus, a ques­
tionnaire was completed for each shot regardless of 
whether it was heard by the resident. 

Radio contact was maintained with the controller at the 
source to ensure that each NAL operator was ready for 
the next shot, had recorded the correct explosion size 
for each shot detonated and that the equipment full scale 
deflection was correctly set. As part of the detonation 
routine for each shot, a countdown from 10 was given 
over the radio to each NAL operator. This countdown 
(not audible to the resident due to the headphones being 
used for radio monitoring) enabled the NAL operator to 
reset each SLM just prior to the audible impulse arriv­
ing at the residence. 

Resident's questionnaire 
Questionnaires were developed to obtain the resident's 
response to the noise levels presented. The question­
naire developed for the Puckapunyal phase of the study 
was examined after the Puckapunyal data had been 
partly analysed, and modifications and additions were 
made for its use at Port Wakefield and Woomera. 

When the N AL operator arrived at the residence to con­
duct the tests , the resident was guided through the ques­
tionnaires and asked to continue with his/her normal ac­
tivities. The NAL operator set up and calibrated the 
eq uipment and then advised the controller at the source 
that he was ready for the first shot to be detonated. 
When all four locations were ready the first explosion 
would be detonated. The NAL operator would then en­
sure that the resident had completed a questionnaire for 
that shot. The NAL operator would record his acoustic 
data, answer his questionnaire, and then the process 
would repeat for each of the 12 shots presented. 

For each explo ion the re ident and NAL operator re­
corded on their que tionnaire : 
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• A rating of the loudness of the explosion 

• An annoyance rating of the explosion 

• An acceptance rating of the explosion 

• Their observance of house vibrations, window 
rattles or objects on shelves moving 

• Their reaction at the time of the explosion, i.e. 
did the explosion....... startle you? frighten 
you? cause you to feel irritable or edgy? make 
you feel tense or nervous? or disturb others in 
the house? 

• Their location at the time of the explosion i.e. 
inside the house with the doors or windows 
open, inside the house with the door or win­
dows closed, or outside the house. 

• Their activity at the time of the explosion, i.e. 
listening to TV, radio, music, talking etc., con­
centrating e.g. reading, an activity e.g. house­
work. 

Results of the analyses 
Data were collected from the three commumties, in­
volving a total of 159 residences. Altogether 1883 indi­
vidual explosions were detonated and nearly 70,000 
data items were available for analysis. 

During the analysis process, wherever possible, the data 
from Puckapunyal, Port Wakefield and Woomera have 
been combined to increase the sample size and improve 
the reliability of the results. 

Statistical analysis of the data3
·
4 was performed using 

the Statistical Package for Social Sciences. Using this 
software the data were examined using factor analysis, 
correlation techniques and regression analysis. 

Analysis of the relationship between the actual noise 
levels presented to residents and their respective re­
sponses has been conducted using the software package 
Lotus 1-2-3 Version 3.1. All 70,000 data items were 
entered in a spreadsheet format and various graphs were 
produced using filtering techniques to sort the data. 

Analysis of the data from all three locations was con­
ducted to determine the noise measure that best corre­
lated with the residents' reaction. A composite rating of 
reaction (termed General Reaction or GR) was formed 
by adding the results of the questions about loudness, 
annoyance and acceptability. Factor analysis of this 
composite rating of GR indicated that only one factor 
was significant in the results, i.e. the re idents ' reaction 
to the noise. 

When GR was compared to each noise mea ure the re­
sulting correlations indicated that at each of the three 
locations the out ide peak level of the impul e was the 
be t predictor of there ident ' reaction. 
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This is fortunate for a number of reasons: 

• it is one of the easiest acoustic measurements 
possible, 

• building vibrations and window rattles are 
caused by the outside noise environment, 

• the prediction of peak levels at a distance from 
a source is possible, thus enabling predictions 
of community response to be made, and 

• if an inside measure was used then allowances 
for the building structure would need to be 
made. 

Having singled out the outside peak level as the best 
predictor of the residents' response, various analyses 
were conducted to derive the relationship between the 
residents' responses and the measured peak levels. 

Analysis of the data showing the location of the resident 
at the time of the explosion shows that the resident was 
outside the residence on only 5% of all occasions. Con­
sequently, the following analysis of the data is on the 
basis of the resident being inside the residence. 

Figure 1 shows the distribution of measured outside 
peak levels for all sites. 

With reference to Figure 1, several things are worthy of 
comment: 

• for Puckapunyal 95% of the data was between 
approximately 75 and 116 dB, 

• for Port Wakefield 95% of the data was be­
tween approximately 88 and 123 dB, 

• for Woomera 95 % of the data was between 
approximately 81 and 120 dB. 

The lack of sufficient data outside the ranges mentioned 
above is a cause of sometimes spurious results in the 
analysis of relationships reported later. 
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Figure 1. Distribution of out­
side peak levels for all sites 

Examination of the results recorded from the micro­
phones outside and inside the residence reveal an aver­
age building peak attenuation of only 4 dB. 

This surprising result can be better appreciated when it 
is realised that for all measurements conducted, the 
residence had at least one door or window open on 84% 
of occasions. This poor attenuation is also a result of the 
inability of building structures to effectively attenuate 
the low frequency dominated impulses of this type. 

Figure 2 shows the loudness rating reported by the resi­
dent (when the resident was inside the residence) versus 
the measured outside peak level. Some explanation of 
the graph is required: 

• Shown at each loudness rating level from 0 to 
5 is a frequency distribution of the data at the 
rating level versus outside peak level. The am­
plitudes of the frequency distributions have 
been adjusted by a factor so that the amplitude 
shown at each 1 dB increment of peak level 
represents the percentage of the overall data at 
that level. 

• The interval between each loudness rating rep­
resents a scale ofO- 100%. 

• For example, at 100 dB peak level, it can be 
seen that approximately 36% of residents re­
ported a loudnes rating of 0 (didn't hear), 
48% reported a rating of 1 (just heard) and 
16% reported a rating of 2 (ea ily heard). Fur­
ther, at 80 dB peak level, 65 % of the data were 
repre ented by a 0 rating (didn't hear) and 35% 
by a 1 rating (ju t heard). Similarly at I 29 dB 
peak 100% of the data were repre en ted by a 5 
rating (very loud). 
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All graphs presented in this paper that have been con­
structed using this method are characterised by a 100% 
scale marking on the graph as shown in Figure 2. 

It should be remembered that at the extremes of the 
peak level data range there are few data points available 
and thus 100% of the data may represent a total of only 
a few measured values (see Figure 1). 

The graph for the Puckapunyal data is similar to that 
shown in Figure 2 for the Port Wakefield and W oomera 
data, but with a loudness scale 0 to 6. 

It can be seen in Figure 2 that, as would be expected, 
the loudness rating by the resident increases as the out­
side peak level increases. Also, for all intents and pur­
poses, the rating of loudness 0 (didn't hear) ceases at 
approximately 100 to 105 dB peak level. In other 
words, outside peak levels above 100 dB are almost 
guaranteed to be heard inside the residence by the resi­
dent. 

Annoyance Response 
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Figure 2. Loudness rating by 
the resident when inside 
residence versus outside 
peak level for Port Wake­
field and Woomera data. 
Loudness rating: 0 = Didn't 
hear, 1 = Just heard, 2 = 
Easily heard, 3 = Slightly 
loud, 4 = Loud, 5 = Very 
loud. 

In addition, at 95 dB peak level 74% of residents re­
ported a loudness rating of either 0 or 1 and 26% re­
ported a rating of 2. There were no reported ratings of 3 
or higher at this level. At about 94 dB outside peak level 
residents reported a loudness rating of either 0 or 1, that 
is, there were no ratings of 2 or higher. This points to a 
threshold value that should represent a level at which 
(and below) a substantial number of impulses per day 
should be permitted. This level of about 95 dB peak for 
a substantial number of impulses per day is supported 
by the graph of annoyance versus outside peak level 
shown in Figure 3. 

Figure 3 shows the frequency distribution of annoyance 
ratings versus outside peak level. It can be seen that at 
the 95 dB peak level 82% of respondents reported the 
explosion as "Not at all" annoying with the remaining 
18% of respondents reporting it as "Slightly annoying". 

The level of 95 dB peak (or less) for a substantial num-

115 120 125 

Figure 3. Annoyance rating 
by re ident (when in ide) 
ver u out ide peak level 
for Port Wak field and 
Woomera data. Ann yance 
rating: 1 = N t at all , 2 = 

lightly 3 = M d rately, 4 
C n idera ly 5 = 

Highly. 
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ber of impulses per day is further supported by the resi­
dents' rating of acceptance as shown in Figure 4. 

The data shown in Figure 4 indicates that at the 95 dB 
peak level, 86% of respondents reported it being 
"completely acceptable", 11% reported "acceptable", 
0% reported "fairly acceptable" and 3% reported it be­
ing "fairly unacceptable" . 

In the questionnaires completed by residents after each 
explosion the resident was asked if the impulse startled 
or frightened him/her, caused him/her to feel irritable or 
edgy, tense or nervous or disturbed others in the house. 
Of these responses, only the startle or frighten response 
was reported often enough to be of significance. 

Figure 5 shows the percentage of data items, for each 1 
dB band of peak levels measured outside, where the 
resident reported being "startled". Data is from all loca­
tions. It is noticeable that there is a discernible rise in 
reported instances of being startled starting at approxi­
mately 100 dB peak level. At 115 dB peak it can be 
seen that approximately 20% of residents reported being 
"startled". 
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Figure 4. Acceptance rating by 
the residents versus outside peak 
levels for all data. Acceptance 
rating: 1 = Completely accept., 
2 = Acceptable, 3 = Fairly ac­
cept. , 4 =Fairly unacceptable., 5 
=Unacceptable, 6 =Completely 
unacceptable. 

Figure 6 shows a graph of the reported instances of be­
ing "frightened" versus outside peak levels. Fewer resi­
dents reported being "frightened" by the explosion when 
compared to being "startled". 

Analysis of the data concerned with window rattles and 
building vibrations revealed that the NAL operator re­
ported these effects more frequently than the resident. 
This result is not unexpected as the NAL operator had 
forewarning of the event and was able to pay attention 
to determining if the effect was present, whilst the resi­
dent may not have been able to differentiate at the time 
between a loud noise with and without building effects. 

The following figures show only the results obtained 
from the NAL operator. 

Figure 7 reports the percentage of data items where the 
NAL operator recorded that the building vibrated during 
the explosion. It is noted that at the 115 dB peak level, 
building vibrations were reported on greater than 50% 
of all occasions. 

11 5 120 125 

igure 5. Percentage f data 
item where re ident report d 
being ' tartled ' y explo ion 

u ide peak level, for 
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Similarly, from Figure 8 it can be seen that window rat­
tles were reported in approximately 50% of all cases at 
115 dB peak level. 

Schomer5 reports the results of others, confirming that 
additional annoyance is generated beyond that generated 
by audibility of the impulse, by house "rattles" and 
"startle" effects on residents. He also reports6 that the 
subjective response of a resident changes by 6 to 13 dB, 
when the outside peak level is between 112 and 122 dB, 
due to the presence of "rattles", in the building struc­
ture. Examination of the Port Wakefield and W oomera 
data shows general agreement with these figures. In ad­
dition, in another stud/, he reports that house "rattles" 
and "startle" were the two most reported characteristics 
of artillery noise by respondents expressing high annoy­
ance. 

Conclusion 
In this paper, some of the results of a study into the re­
lationship between community reaction and impulse 
noise are presented. These results shall be used to de­
velop a criterion for predicting community annoyance 
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Figure 6. Percentage of data 
where residents reported being 
"frightened" by explosion ver­
sus outside peak level for Port 
Wakefield and W oomera data. 

which will be the subject of a further paper. 

The results from the study show that the linear peak 
SPL measured outside the residence is the best predictor 
of community reaction. 

The results also show that for practical purposes a lower 
limit exists, below which, a substantial number of im­
pulses per day should be permitted. This limit was de­
termined from responses to questions about the loud­
ness, annoyability and acceptance of the impulse. The 
limit was found to be at approximately 95 dB linear 
peak SPL. 

Above 11 0 dB linear peak SPL, residents reported being 
"startled" by the impulse although very few reported 
being "frightened". 

Building and window vibrations were noticed with in­
creasing occurrence when linear peak SPLs of greater 
than 1 00 dB were measured. 
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Figure 7. Percentage of data 
where the NAL operator re­
corded that the building vi­
brated as a result of the explo­
sion versus outside peak level. 
Data from all locations. 
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Figure 8. Percentage of data 
where the NAL operator re­
ported that the windows rattled 
as a result of the explosion 
versus outside peak level. Data 
from all locations. 
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Abstract 

The present work is aimed at producing a test, similar to a speech intelligibility test, which can be 
used to rate the quality of rooms for music. Listeners' perceptions of duration and frequency of 
sounds were investigated to find a useful indicator of the acoustics of a room. The duration and 
frequency research design was based on a discrimination task and a 2AFC experimental procedure. 
Clear trends in accordance with the varying reverberation times were found in results of duration 
discrimination test. It was found that both frequency and duration discrimination were influenced 
by the room conditions and that these discrimination procedures may form the basis for room 
acoustics assessments. 

Introduction 
The concert hall provides the acoustic link between the 
musical performer and the listener. Although there are 
many views on the acoustical characteristics which are 
important for good concert halls there have been very 
few attempts to make comparative subjective assess­
ments of the acoustics of halls (Fricke & Haan, 1995). If 
auditorium acoustics is to develop as a science then a 
reliable procedure for rating halls needs to be developed 
which is independent of the music, performers and other 
confounding variables. 

The skilled performer must produce subtle changes in 
tone quality as a component of musical expression. A 
successful room for music is one in which the listener is 
able to hear such subtleties of musical expression(Keefe 
& Goad, 1992). The assumption in this study is that lis­
tener's perception of duration and frequency effectively 
reflect the acoustical conditions of a room. Therefore, 
we have adopted a duration and frequency research de­
sign based on a discrimination task. Jeon and 
Fricke( 1994a, b) have examined the possibility of music 
perception test for room acoustics. In their first trial , to 
find useful indicator of the acoustics of a room, human 
discrimination ability in duration perception was investi­
gated as one measure. A simulated room sound field , 
provided by a digital signal processor, was used. They 
found that the variation of the percentage correct re­
sponse(P(C)) of subjects with room type was affected by 
the room conditions. 

Abel's work(l972), in which musicians served as sub­
jects, shows that the difference limen of duration less 
than 50 msec is nearly proportional to the square root of 
the duration. Also for the tones whose durations are 
greater than 50 msec the DL is approxi mately I 0% of 
the duration. Jeon and Fricke( 1995) found there exist 
two break points at I 00 msec and 2 seconds in duration 
di scrimination. For short duration tones ranging from 25 
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to 100 msec, the percentage correct response was found 
to linearly improve with increasing duration of signals . 
However, the JND was constant for durations between 
100 msec and 2 seconds while for extended stimulus du­
rations(2 to 8 seconds) the JND was again linearly im­
proved. In the present work the value of t.T was deter­
mined on the basis of the JNDs obtained in the previous 

studies (~Tff=0.16 for short duration, 0.0875 for long 
duration). Also Spiel gel and Watson( 1984) found that 
the musicians' thresholds are in the range 

0.00 l<~f/f<0 .0045 . Fast! and Hesse( 1984) reported that 
the difference limen existed m the range 

0.00 I <~f/f<0.004, which was obtained by an adjustment 

procedure (0.001<~f/f<0.006 for Yes/No procedure) . In 
the light of previous work, three relative frequency dif­
ferences(M/f) of 0.008, 0.007 and 0.006 were chosen for 
different frequencies(500, I K, 4 kHz), which are con­
sidered to give a reasonable coverage of the sounds in a 
concert hall. 

An experiment was carried out to find the effects of the 
acoustical conditions of a room on duration and fre­
quency perception. Four different reverberant fields 
were prepared within the reverberati on chamber of the 
University of Sydney. In this experiment, duration and 
frequency discrimination tests were carried out. The 
method of constant stimuli and two alternative forced 
choice was used for this purpose. The main concern of 
thi s work was placed on the differences in correct re­
sponses between different sound fields, not on the dif­
ference limen. Simpson(l988) reported that for 100 tri­
als or less, the method of constan t stimuli is the better 
trial placement rule, after his Monte Carlo si mulation of 
various psychoacoustic methods. The constant stimuli is 
known to have other virtues beside low bias and vari­
ability of thresholds resulting from its use: 
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Table I. Measured reverberation times( I octave) in each reverberation condition(unoccu ied) 

Fre Condition 1 Condition 2 Condition 3 Condition 4 

125 1.7 2.4 3.5 4.5 

250 1.6 2.2 3.3 4.2 

500 1.5 2.0 3.2 4.0 

1000 1.3 2.0 3.0 4.0 

2000 1.0 1.7 2.6 3.2 

4000 0.5 1.4 1.7 2.5 

I) The extreme simplicity in implementing the trial 
placement rule is the most obvious advantage. 

Subjects 
To avoid fl uctuation in their performance and extract the 
effect of the acoustic condition of a room, subjects who 
have musical experience were considered. Fine & 
Moore(l993) reported that musicians have sharper 
auditory filters than non-musicians. Two female music 
students from the Australian Music Institute served as 
subjects. They didn't have any previous experience in 
psychoacoustics experiments. Each subject participated 
for two weeks and was paid an hourly rate. 

2) The independence of the stimulus level presented on 
a given trial from that presented on previous trials. 

3) It req uires no prior assumptions about the shape of 
the psychometric function before proceeding. After 
the data have been collected, any of a number of 
functions can be fitted . 

Experiment: The Effect Of Reverberation Time 
On Duration And Frequency Discrimination 

a e atrs o st1mu 1 use T bl 2 P . f . 1· In ot d. b h d uratwn an df requency Jscnmmatwn test. 

SIC Ratio Used Pairs 

Duration Discrimination short duration pairs 26:34 msec, 34:42 msec, 42:50 msec, 
50:58 msec, 58:66 msec, 66:74 msec 

(50ms centred) 

,::\,TIT= 0.16 

long duration pairs 295:330 msec, 330:365 msec, 
365 :400 msec, 400:435 msec, 

( 400ms centred) 435:470 msec, 470:505 msec 

,::\,TIT= 0.0875 

Frequency Discrimination 500 Hz-centred frequency pairs 492:496 Hz, 496:500 Hz, 
(M/f = 0.008) 

500:504 Hz, 504:508 Hz 

I kHz-centred frequency pairs 986:993 Hz, 993 : I 000 Hz, 
(M/f = 0.007) 

I 000: I 007 Hz, I 007 : I 0 14 Hz 

4 kHz-centred frequency pairs 3952:3976 Hz, 3976:4000 Hz, 
(M/f = 0.006) 

4000:4024 Hz, 4024:4048 Hz 
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verberation chamber, sound absorb­
ing fibreglass panel units(910 oo 

1200 mm) were installed. These ab­
sorbing panels were evenly distrib­
uted along the wall and the floor. 
The reverberation times for each 
room condition used in this experi­
ment are given in Table I. The re­
verberation times at 0.5 and 1 kHz 
were varied from 1.3 to 4.0 seconds 
(unoccupied). The reverberation 
times at 4 kHz ranged from 0.5 to 
2.5 seconds. The subject was seated 
in the middle of reverberation cham­
ber and asked to respond by pressing 
the keyboard buttons. 

35 -.- Subject SJ 

1.5 

80 

70 

60 

50 

2 2.5 3 3.5 
Reverberation Time(sec) 

(a) short duration(26-74 msec) 

4 

Stimuli 
In the duration discrimination test, 
pure tones of I kHz were used. The 
duration of standard tone (S) was 
varied from 26 msec to 66 msec for 
short durations and from 295 msec to 
470ms for long durations. The values 
of LlTfT were 0.016 for the short du­
ration signals and 0.0875 for the 
long duration signals (LlT is the time 
difference between the standard tone, 
S, and the comparison tone, C). For 
the frequency discrimination test, 
stimulus pairs of pure tones were 

40 -o- Subject JE 
...- Subject SJ 

prepared for 3 frequency ranges 
( 492-505 Hz, 986-1014 Hz, 3952-
4048 Hz) . The detailed information 
on stimuli are given in Table 2. The 
reproduction level of each auditory 
stimuli was controlled to have an 

30+----.----.----.----~--~----~--~ 
1.5 2 2.5 3 3.5 

Reverberation Time(sec) 

(b) long duration(295-505 msec) 

4 

equal intensity of 80 dB , when 
measured at the listener's position 
wi th a single 1/2 inch free-field mi-

Fig.l . Percentage of correct response for the duration discrimination test 
under four different reverberation conditions 

crophone (B&K Type 4190). To 
minimise switching transients at the 
onset and offset of the signals, 

Experimental arrangement 
Macintosh Power PC controlled the experiments. The 
MacRecorder sound system with its application, 
SoundEdit™, was used for recording, editing, playing 
and storing of sounds. Stimuli were presented by Mac­
roMind Director. The processed stimuli were filtered by 
a bandpass filter KRON-HITE 3700 and ampli fied by 
JVC Integrated Stereo Amplifier. In each acoustic con­
dition , the stimuli were presented through a 
speaker(INTERDYN 3W A Y Speaker) located in front 
of a subject. Subjects were asked to face directly for­
wards, but no physical restriction was placed on head 
movement. To control the reverberation time in the re-
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ri se/decay times of 5 msec were used 
in all presentations. All pure tones 

used in this experiment were made as 16 bit ounds(at a 
sampling rate of 44.1 kHz). 

Procedure 
The test wa perfo rmed in the reverberation chamber of 
the Univer ity of Sydney. The reverberation time was 
controlled by adding or removi ng sound ab orbing pan­
els. Daily sessions were compo ed of two different re­
verberant conditions. Four hour of training period was 
provided for each subject. During thi period, it was ob­
served that subjects adapted to the sequence of the ex­
periment. For example, when the reverberant condition 
of 3.0 seconds was followed by 4.0 seconds, the re ults 
of second cond iti on were sometime slightly higher than 
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Results And Discussion 

A. The influence of reverberant 
field on duration discrimination 
The observed variations in the P(C) of 
duration discrimination, under differ­
ent reverberant conditions, are related 
to the reverberation time of the room 
(Fig. I). The results obtained in both 
the short and long duration discrimi­
nation test show clear trend in accor­
dance with the varying reverberation 
time. In particular the P(C) of JE 
steadily decreased as the reverbera­
tion time increased while that of SJ 
slightly diminished. It appears that 
there is a maxima in the P(C) vs re­
verberation time relationship at about 
1.5 to 2 seconds but test at lower re­
verberation times are necessary to 
confirm this. 

-e- 0.5KHz 

It was found that for the correlation 
between P(C) for short duration sig­
nals and the reverberation time is 
rs = -.976 for subject JE with p =.027. 
Also for long duration, the result of 
JE showed high correlation with the 
reverberation time(rs = -.718 with p 
=.0342). Both results are significant 
at the p < 0.05 level. Although the 
P(C) of SJ also showed high correla­
tion with the reverberation time(rs =­
.718 with p =.367 for short duration, 
rs = -.681 with p =.406 for long du­
ration), it was found to be statistically 
insignificant. 

40 --- 1KHz 
~ 4KHz 

30 
Condition 1 Condition 2 Condition 3 

Room Condition 

(b) Subject SJ 

Condition 4 

Notable differences were fou nd in the 
P(C) of both short duration and long 
duration discrimination between the 

Fig 2. Percentage of Correct responses for the frequency discrimination 
test under four different reverberation condition. 

two subjects. JE showed a higher per­
centage of correct responses in most 
reverberant conditions than did sub­
ject SJ. Also it was observed that 

those of previous condition. To avoid this kind of adap­
tation, the reverberation condition was randomly organ­
ised Under each reverberant condition, the listener was 
presented with a pair of stimuli composed of different 
durations for 15 minutes, followed by a 20 minute fre­
quency discrimination test. Subjects were asked to select 
the sound they believed to be longer or higher. In a pair 
each stimulus was separated by 500 msec inter-stimulus 
interval and 2000 msec was given as response interval. 
All the stimuli pairs were presented 100 times and the 
order of the longer/shorter duration stimuli and 
higher/lower frequency stimuli were equally distributed . 

subject JE discriminated more easily the differences in 
long duration pairs than short duration pairs while sub­
ject SJ didn't show any prominent differences. The re­
sults indicate that it would probably be better to develop 
an assessment procedure based on the shorter duration 
time as the difference between subjects is less, but this is 
not the only consideration. 

B. The influence of reverberant field on fre­
quency discrimination 
The variations in the P(C) of freq uency discrimination 
did not show any simple relationship with the reverbera­
tion time of the room(Fig.2). Both ubject performed 
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poorly with the 4kHz centred tones while a high per­
centage of correct responses was recorded for the 0.5 
and 1 kHz centred tones. Also JE showed higher per­
formance for the 0.5 and 1 kHz tones than SJ while any 
prominent differences were not observed between the 
subjects for the 4 kHz tones. 

The results are encouraging as they indicate that there 
may well be an optimum room condition for frequency 
discrimination. 

Conclusions 
The influence of reverberant field on duration and fre­
quency discrimination was observed and analysed. Clear 
trends in accordance with the varying reverberation 
times were found in the results of a duration discrimina­
tion test (See Fig. 1). The P(C) of frequency discrimina­
tion didn't have any simple dependence on the rever­
beration time of a room but it appeared that there was an 
optimum reverberation time for frequency discrimina­
tion. It is concluded that frequency and duration percep­
tion may be good indicators of the acoustics of rooms. 

Each subject has a different degree of musical experi­
ence, background and interests. This may be a clue to 
the observed discrepancies between the results of the 
subjects. As Hantz et. al.(l992) reported this may be 
caused by the correlation of the degree of musical expe­
rience and/or the presence of absolute pitch ability with 
a differential neurophysiological responsiveness of the 
memory or information-processing systems. The fact 
that subject JE showed better performances in both du­
ration and frequency discrimination test supports this 
possibility to some degree. Another possibility is that 
there are differences in individual preferences for the 
acoustical condition of a room. However this possibility 
can't be discussed at this stage as no information on 
preferences for different acoustical conditions has been 
obtained. This will be done in the near future. 

In this work, listener's perception of duration and fre­
quency was investigated to find a useful indicator of the 
acoustics of a room. The obtained results in duration and 
frequency discrimination tests, using pure tones, are ob­
viously promising. Future work will involve the listening 
test using musical tones in different room conditions. 
The perception of harmonic structure, including timbre, 
will be explored to find a useful indicator of the acous­
tics of a room. Further testing also needs to be carried 
out , on the situations described in this paper, using extra 
subjects, to determine the variability between individuals 
and hence determine the number of subjects required for 
tests based on discrimination of tones. Similar tests need 
to be carried out in many different rooms and the opin­
ion of subjects sought on the quality of the acoustics of 
those rooms for playing and listening to music. 
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Abstract 

Noise impact assessments based solely on an analysis of expected noise levels do not reflect the 
impact on community annoyance. Community annoyance depends on other factors such as the 
noise history of the communities affected, the way in which the character of the noise will change, 
and the time period over which the expected changes in noise environment will take place. A noise 
impact assessment method has been developed which incorporates the results of recent research 
into sleep disturbance and community response to changes in traffic exposure. Significant impact 
is defined in terms of the likely change in community annoyance. 

Introduction 
In November 1992 Carr Marshall Day Associates was 
commissioned by VicRoads to provide a noise impact 
assessment of the proposed Western and Southern By­
passes. Now known as the City Link Project, this will be 
Australia's largest privately owned infrastructure project, 
and will link together three of Melbourne's radial free­
ways. 

It was predicted that both bypasses would carry large 
volumes of traffic, and would be major road freight 
routes. The Southern Bypass was to be entirely under­
ground, and its only noise impact would be due to 
changes in traffic volumes on existing roads. The West­
ern Bypass was mostly elevated, and passed near two 
residential areas. Of the 11 areas assessed, 8 were af­
fected only by changes in traffic volumes on existing 
roads. 

Listening to the public 
Early public meetings and meetings with community 
representatives made it clear that an impact analysis 
based on changes in noise levels was not going to be a 
popular one. The majority of the predicted changes in 
noise level were less than 3dBA. In one of their infor­
mation leaflets, VicRoads went on to suggest that since 
3dBA is only just perceptible, none of the noise impacts 
of the proposal were significant. 

The next public meeting was like a re-enactment of the 
bombing of Sarajevo. One resident summed up the gen­
eral feeling at the meeting by saying, "If you think we're 
not going to notice an increase in traffic volume of 50% 
[on opening] then you're either crazy or lying." 

Through strongly worded , the gathering of such feed­
back was the genuine purpose of the public meetings, 
and it was important that the noise impact assessment 
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approach was, to some degree at least, acceptable to the 
community representatives. I tried to imagine myself in a 
situation where traffic on Bell Street (a four-lane ring 
road near where I live) increased by 50% over a period 
of a few months and I could see that they had a point. 

However, we couldn't just take their word for it. We 
would have to find studies which supported such claims, 
and which gave an indication of how to factor such con­
siderations into an assessment of impact. What's more, 
the effects on the community of short-term changes to 
the noise environment would have to be measurable and 
long-lived. It might be quite true that people would no­
tice the 50% increase when it happens, but a year later 
things might be back to normal. 

In surveys of community attitudes toward traffic noise, 
noise from trucks at night is freque ntly cited as the main 
source of annoyance. This was also the main source of 
annoyance for most of the people who came to the pub­
lic meetings. In fact, the choice of the LA1o.1shr as a noise 
descriptor was seen by some people as a way of avoid­
ing actually measuring truck noise at night. It was ex­
plained that any noise barrier put in place to reduce the 
LAI O. IShr would also reduce truck noise, but it was clear 
that our assessment had to addre s truck noise and sleep 
disturbance directly. 

What is significant? 
In Victoria, environmental effects a e ments mu t con­
sist of a comparison of the con equence of doing noth- · 
ing (the no-build scenario) with the con equences of the 
propo ed development (the build cenario). It was clear 
early on in the proce that without noi e contro l mea -
ure uch as higher noi e barrier on feeder road and 
noi e insulation for the noisiest location , the build ce­
nario lead to noi e level that were higher, but only by 
3dBA or less (except at one mall row of hou e where it 
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was about 5-l OdBA). The build scenario 
would result in higher noise levels, but 
the noise levels could not be said to be 
significantly higher. 

Relationship between noise level and community annoyance 
(after Schultz) 

The community representatives wanted a 
definition of what constituted a signifi­
cant noise impact. The convenor of the 
community consultative meetings sug­
gested that the definition be either in 
terms of change in noise level, or change 
in traffic volume. In the end, we gave 
him neither. 

The story so far 
We had to find an assessment approach 
that: 

• acknowledged that short-term 
changes in traffic volumes may 
have a greater impact than grad-
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ual changes, provided such an impact was long­
lived 

• contained a definition of what constituted a sig­
nificant impact 

• directly addressed the problem of truck noise and 
sleep disturbance 

• was firmly based on current (or well established) 
research. 

Impact of sudden changes in traffic volumes 
In a benchmark review paper published in 1978, Ted 
schultz' proposed an approximate relationship (shown in 
Figure 1, with LoN converted to LAw.t shr, that has now be­
come widely used in prediction of community response 
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found that of those surveyed, 51% were highly annoyed. 
The LAw.tshr at the residences where the survey was con­
ducted varied from 55-68dB(A), and annoyance scores 
did not correlate with noise levels. At these noise levels, 
Schultz would predict 5%-20% highly annoyed. This 
was two years after the South Eastern Arterial was 
opened. 

C J Baughan and L Huddart2 of the Transport Research 
Laboratory in England, in a study of the effect of 
changes in traffic noise exposure on levels of community 
annoyance, found that community annoyance levels were 
more closely related to the change in traffic volumes 
than to the change in noise levels. This suggests that the 
community perception of noise intrusion is not just de-

to long-term steady noise 
exposure. Relationship between annoyance and change in traffic volume 

(after Baughan and Huddart) 
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pendent on the noise level, but somehow includes an 
awareness of the traffic volume. Of the 14 sites studied, 
9 experienced a decrease in traffic noise as a result of 
bypass construction and 5 sites experienced an increase 
in traffic noise exposure. 

Figure 2 shows the relationship they found between 
change in community annoyance and change in traffic 
volume, with "mean dissatisfaction" converted to per­
cent highly annoyed. 

As to whether the effect persists, Baughan and Huddart 
say 

The excess change in nuisance ratings appears to 
be more than simply a short term effect... other 
studies have found little or no evidence of adapta­
tion to traffic changes. 

One study by I.D.Griffiths and G.J.Raw3 did show some 
regression toward steady-state annoyance levels. They 
found that the levels of community annoyance remained 
steady for up to two years, and that after 7-9 years only 
about 60% of the effect had disappeared, implying that 
the time taken to return to steady-state annoyance levels 
would be about 20 years. 

Truck noise and community annoyance 
A direct relationship between truck volumes and com­
munity annoyance has been found by Dr Ragnar Ry­
lander of the Institute of Social and Preventative Medi­
cine at the University of Geneva, Switzerland4

• This re­
lationship is shown in Figure 3 for two groups of data, 
one with a typical Lmax of 86dB(A) and the other with a 
typical Lmax of 93dB(A). 

Rylander has found that above the threshold of approxi­
mately 1,000 trucks per day, there is very little change in 
the level of community annoyance. So to achieve a re­
duction in annoyance, the number of trucks per day must 

be reduced to somewhat below 1 ,000. 

Sleep disturbance 
Research by Rylander4 supports a medical approach to 
the analysis of the relationship between noise exposure 
and sleep disturbance. He relates sleep disturbance to 
the number of noisy events in a night, and the maximum 
noise levels of those e vents . In the Western Bypass 
Health Impact StudyS, Rylander provides us with the 
following useful rule of thumb: 

Sleep is likely to be disturbed w ith a rather low 
number of passes of 10-15 heavy vehicles at about 
55dB(A) [measured indoors, per night]. 

This approach is supported by work by Dr Barbara Grie­
fahn6 of the Institute for Occupational Health of the Uni­
versity of Dortmund, Germany, which shows that at this 
noise level, actual awakenings begin to occur, not just 
sleep disturbance. She has found that if there are more 
than 10-20 noisy events in a night, awakenings will oc­
cur in up to 10% of the population if the maximum noise 
level exceeds 54dB (A). Sleep disturbance occurs if 
maximum noise levels exceed 47dB(A). 

Michael Vallet of the National Institute for Transport 
Research in France7 recommends the following internal 
noise level criteria. For traffic noise, the recommended 
internal noise levels in a bedroom are: 

Leq 35dB(A) 

L max 50dB(A) 

Defining significant impact 
Our current understanding of the way in which the envi­
ronmental, social and health effects of traffic noise arise 
is through interference with behaviour (rather than any 
direct physiological effect). The interference with be­
haviour is annoying and so we can determine the mag­
nitude of the effect of the noise by assessing how an-

Relationship between truck volume and community annoyance 
(after Rylander) 

noying the noise is to the community. 

Using the research results described above, 
we were able to predict the likely change in 
community annoyance due to the construc­
tion of the Western & Southern Bypasses. 
This meant we could a se the impact more 
directly than if we were to merely asse 
changes in noise level . 
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It was important that the difference 
between the noise impacts of the build 
and no-build scenarios be assessed as 
significant or not. We chose to define 
significant impact in the following way: 

A significant noise impact is a change 
in the noise environment that leads to 
a change of 5% or more in the pro-
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portion of the community who are highly annoyed. 

Impact assessment methodology 
Comparison of traffic volumes for the build and no-build 
scenarios was straight-forward. Doing nothing would 
lead to steady increases in traffic volumes on most roads 
in the study area. This steady increase would also occur 
for the build option, until the bypasses were opened to 
traffic. The difference between the build and no-build 
scenarios would occur on opening. 

If the Western and Southern Bypasses were built, there 
would be two types of change occurring. The first of 
these is a change in noise environment due to exposure 
to noise from new roads. This would apply to residences 
near the proposed route of the Western Bypass. 

The other type of change which would occur if the by­
pa ses were built would be a change in noise exposure 
due to a change in traffic volumes on existing roads in 
the areas affected. This change would occur quite sud­
denly over a matter of 4-6 months after the Bypasses 
opened. This effect is shown in Figures 4 and 5, which 
illu trate the traffic volume increases predicted for Too­
rak Road and Burnley Street. 
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Five aspects of the change in noise environment if 
the bypasses were built were considered. These 
were: 

Change in traffic volumes on existing roads 
Based on the work of Baughan & Huddart2, it would 
appear that an increase or decrease in traffic volume of 
I3% would be significant. 

Change in daily truck numbers 
The work of Rylander4 would indicate that if the number 
of trucks per day before and after the opening of the by­
passes is greater than I ,000, then there would not be a 
change in the level of community annoyance. If the 
number of trucks per day before or after the opening is 
less than I ,000, then it would appear that a change in the 
number of trucks per day of I7% would be significant. 

Change in the number of noisy events at night 
Based on the work of Griefahn6 and the recommenda­
tions of Vallee, it would appear that sleep disturbance 
can be related to the number of times 50dB(A) is ex­
ceeded internally during the night. If there is no change 
to the maximum noise levels, then there would be no 
improvement unless the number of noisy events drops 
below Griefahn's break-point of I0-20 events per night. 

Changes in the LA to. tBhr due to new roads 
The work of Baughan & Huddare would indicate that 
any increase in the LAw.t shr due to a new road would be 
significant. They found changes of I 0% in the percent 
highly annoyed even when the increase in the LAw.tshr 

was less than a decibel. 

Exceedances of 6BdB(A) LAta, tahr 

Noise levels higher than this criterion are defined as 
"unacceptable" by the OECD8

• This was included as a 
criterion for determining a significant negative impact in 
order to avoid the problem of accumulated small im­
pacts. Several locations in the study area had been sub­
ject to increasing levels of traffic noise in the last decade 
or so, and it was felt that a line had to be drawn some­
where. 

Exposure to New Roads 
For areas exposed to new roads, three aspects of the 
change in noise environment if the bypasses were built 
were considered. These were: 

• changes in the LAto. tshr 

• changes in the number of noisy events at night 

• exceedances of the OECD criterion of 68dB(A) 
LAt0.18hr· 

Noise levels were predicted using a computer traffic 
noise prediction model developed by Carr Marshall Day 
Associates which is based on the CoRTN method. 
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Changes to Existing Roads 
For areas exposed to changes in traffic volumes on ex­
isting roads, four aspects of the change in noise envi­
ronment if the bypasses were built were considered. 
These were: 

• change in traffic volumes 

• change in daily truck numbers 

• change in the number of noisy events at night 

• exceedances of 68dB(A) LAw,tshr· 

Noise impact assessment results 
The study area was broken down into 11 areas which 
varied greatly in size. The largest was about 1-2 square 
kilometres and the smallest was one little street of about 
10 residences. For each area, the impact was assessed 
according to the approach outlined above. Table 1 
shows a summary of our conclusions. The areas that 
have the most affected residences are marked with an 
asterisk(*). Options A, B and C refer to options for lo­
cating the tunnel portals for the Southern Bypass. 

When considered together with the construction of new 
noise barriers, and the provision of noise insulation at 
Debney Park Estate, the overall noise impact of the 
Western and Southern Bypasses was considered to be 
positive. 

Having chosen an assessment approach - and a defini­
tion of significant impact - based in terms of community 
annoyance rather than noise levels, we arrived at a con­
clusion that made sense intuitively. Areas that were 
clearly going to be worse off were shown to be so, and 
areas that were going to experience 50% decreases in 
traffic (and even more in truck traffic) were shown to 
have significant positive impacts in a way that was much 
more realistic than "3-5dBA decrease in noise level, 
hardly noticeable". 
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T bl 1 S a e ummary o fC 1 . one uswns 

Area Impact 

Tullamarine Freeway* Positive, when new noise 
barriers are considered. 

Debney Park Estate* Negative, unless noise in-
sulation is provided. 

Bent St Negative. 

Hardiman St Negative. 

Flemington & Ascot Vale Minimal, but distant noise 
exposure may be a prob-

I em. 

North Melbourne* Positive, but distant noise 
exposure may be a prob-

lem. 

Rail way Place Minimal. 

South Melbourne Positive, depending on 
residential development. 

Richmond* Positive, if new noise bar-
riers are provided, espe-

ciall y if Option B or C are 
built. 

South Yarra Positive, if Option B or C 
are built. 

South Eastern Arterial* Positive, if new noise bar-
riers are built. 

5. VicRoads, Western Bypass - Footscray Road to 
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Abstract 

A study is being carried out with the object of developing sensitivity criteria for traffic noise from 
roads in residential areas and evaluating which individuals, if any, adapt to a change on the noise 
environment. This proposes an individual model of the response (individual noise tolerance) and 
goes on to discuss the problems of undertaking a survey to establish an individual's sensitivity as 
well as determine the extent of adaptation to noise. 

Introduction 
There are three aspects of studies of the response of 
people to traffic noise. They are: (1) the study of subjec­
tive annoyance to traffic noise as a function of traffic 
noise measures as well as other non-noise parameters, 
(2) the study of interference with various activities and 
possible forms of health impairement, and (3) an 
evaluation of the merits of various noise measures as 
predictors of adverse responses (Bradley and Jonah, 
1979). These aspects can be termed annoyance, distur­
bances, and noise measures. A large number of noise 
surveys have been reported in the areas. As Fields and 
Hall (1987) mentioned in the literature, low-investment 
research programmes may not provide any more useful 
information about the dose-response relationship than is 
available in existing research publications and so the 
initial part of the present study has been to evaluate pre­
vious studies. 

A number of studies of traffic noise have been under­
taken in which measurements of sound pressure level 
have been related to residents' annoyance with the ob­
ject of establishing tolerable noise levels or community 
reactions (i.e. the percentage of respondents adversely 
affected by noise of a given level). The development of 
noise control criteria depends upon specifying what is 
tolerable to the majority of the population. However, 
noise criteria, derived from such procedures, have not 
been well established. A particular difficulty which has 
arisen in connection with the development of noise and 
annoyance criteria has been that of subjective scaling. 
The scales used have failed to predict individual re­
sponses with sufficient accuracy. 

Noise level is known to correlate with annoyance. How­
ever, reactions to changes in noise environments have 
been different. Langdon and Griffiths ( 1982) found that 
reductions in noise results in changes in annoyance, 
whereas Fidell and Jones (1975) reported no change in 
residents' reactions after a severe reduction in night-time 
aircraft noise levels. In most studies of the effects of 
noise on communities, measures of noise exposure In­

corporate corrections for certain time operations. 
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Individual dissatisfaction scores correlate poorly with 
physical measures (Griffiths and Langdon, 1968), be­
cause of wide individual differences in susceptibility and 
experience of noise, as well as in patterns of living likely 
to be disturbed by noise. There are many factors in ad­
dition to the noise measures which affect subjective an­
noyance to traffic noise, and attitude surveys have shown 
that the correlation between individual annoyance and 
noise level is relatively insensitive to noise measures 
(Ollerhead, 1973). Edwards (1975) also indicated that it 
is not noise measurements and noise indices that cause 
the poor correlation, but measures of human response. It 
has been found that there are considerable differences 
between people in how they react to the same level of 
noise (Moreira and Bryan, 1972). Therefore, it is neces­
sary to pay special attention to individual differences 
when selecting noise criteria for residential areas. The 
study reported here yields an assessment of an individ­
ual's tolerance of noise investigated by a self­
administered questionnaire. The results were analyzed to 
evaluate a number of subjectivity scales, in terms of 
subjects' responses about their disturbances over the 
road traffic noise. 

Background 
The acoustical factors affec ting annoyance are; numbers 
of individual noise events (Fields, 1984 ), day/night-time 
noise levels (Fidell and Jones, 1975 ; Yeowart et al., 
1977 ; Langdon and Buller, 1977; Bradley and Jonah, 
1979; Nemecek et al. , 1981), re idential noi e environ­
ments (ambient noi e) (Griffi th and Langdon, 1968; 
Robinson, 1971 ; Rice, 1977 ; Schul tz, 1978), and 
changes in noi e environments (Fidell and Jones, 1975 ; 
Langdon and Griffi th , 1982). The fac tor cau ing 
variation in indi idual reaction to noi e are: time pent 
at home, the difference in noi e Je el at home, li ving 
style (outdoor/i ndoor, wi ndow opening etc.) type of 
hou ing, timing and location of indoor activities, other 
ind oor noi e , etc. Other indi idual factor as ciated 
with variance in annoyance which can not be expl ained 
by the acou tical factor are; per onal atti tude and 
demographic characteristic : 
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Annoyance is generally higher for people who are fear­
ful that some danger to themselves or other people in the 
local area may be associated with the transportation ac­
tivities which they can hear. The attitude of 'fearfulness' 
has proved to be important for road traffic noise as well 
as aircraft and railway noise. Things disliked about the 
area from neighbourhood evaluation and evaluations of 
the quality of the public services are related annoyance 
(Langdon, 1976). The people who believe that their 
health is affected by noise from the particular source are 
also likely to be annoyed by the source. Other aspects of 
the noise source's intrusion related to residents' evalua­
tions of the noise in the area are: dirt, dust, lights, 
odours, visual intrusion, loss of privacy and severance 
by a right-of-way (Fields and Hall, 1987). 

The variables in demographic characteristics have not 
been found to be consistently associated with noise an­
noyance. Sensitivity to annoyance by noise (or noise an­
noyance susceptibility) does not appear to depend upon 
personal factors such as age, sex, education, job respon­
sibility (Moreira and Bryan, 1972), length of residence 
(Nemecek et al., 1981) and type of housing (Bradley and 
Jonah, 1979). 

'Adaptation' is another matter to be reviewed in relation 
to any sort of annoyance surveys . to road traffic noise. 
How the annoyance of an individual changes with time 
(adaptation) is also important and is one of the main 
objects of the present work. 

Outline Of Survey 
The main problem of choosing a sample for most sur­
veys is normally one of eliminating as much bias as pos­
sible. As the survey variables are interrelated and it is 
difficult to provide strong evidence for the nature of the 
causal relationships between variables, cautions have 
been made in survey plans and findings about sensitivity 
and disturbances: 

(1) If the sensitivity is correlated with noise level then 
part of the relationship of the sensitivity with noise 
annoyance may be caused by the noise level effect. 

(2) The sensitivity variable must be investigated with a 
question which is clearly distinct from a noise rating 
or disturbance question. 

(3) Some of the high correlation between annoyance 
and these disturbances should be discounted be­
cause both are measured at the same time in a single 
questionnaire under similar conditions and thus may 
be subjected to such correlated errors in measure­
ment as 'response set' (the tendency for people to 
give answers that follow the form rather the content 
of the que tion). 

( 4) AI o of concern is that the position of the 
'di turbances' ection may suggest that the medical 
ymptom are attributable to road traffic noise. 
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(5) In order to predict an individual's annoyance to a 
particular noise it is necessary to know not only the 
level of the noise but also his/her personality 
(Moreira and Bryan, 1972). Certain personality 
traits are responsible for differences in noise annoy­
ance sensitivity. 

(6) Models for biases in judging sensory magnitudes 
should be eliminated. 

The questionnaire dealing with residents' attitudes and 
opinions consists of; (a) various sorts of disturbance 
which might be expected to result from noise, (b) a scale 
of dissatisfaction with the acoustic environment, © a 
study of nuisance caused by noise from motorways 
(room usage, sleep disturbance, preferred siting of the 
house in relation to the road, and seasonal or meteoro­
logical effects on the perceived noisiness of traffic), (d) 
sources of noise nuisance, (e) a scale of susceptibility to 
noise nuisance, (f) demographic characteristics. 

A field survey 
This investigation is to have a repeated measures design; 
the same respondents will be interviewed 6 and 12 
months after the first interview. 

Hypotheses 
It seems that there are three reasons for variation in an­
noyance to noise: situations of the environmental stres­
sor (noise source), differences in situation-specific atti­
tudes (non-auditory effects of noise in naturalistic set­
tings) and personality difference (sensitivity). 

1) There are individual differences in adaptation to 
road traffic noise. 

2) People's sensitivity to noise varies in incidence. 

3) Noise sensitivity, noise rating and disturbances are 
three major attribution to noise and have a relation­
ship. 

Questionnaires 
The survey will be presented to the residents as a survey 
aimed at discovering the attitude of the population to 
housing and housing areas. The questionnaires, which in 
relevant respects are identical, commence with questions 
concerning the following; 

1) Housing conditions: 

2) Respondents' backgrounds: 

3) Questions concerning the attitude to noise 
(SENSITIVITY TEST): (Indirect questions con­
cerning annoyance by traffic noise) An instrument 
of 21 questions using a Likert-style format devel­
oped by Weinstein (1978) is used to assess self­
reported sensitivity to noise. Most items are pre­
sented on a 6-point scale ranging from 'agree 
strongly' to 'disagree strongly'. 
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4) Direct ratings of the amount of noise (Perception of 
noise): 

5) Questions concerning disturbances caused by traffic 
noise and residents' various manifestations: 

Discussion 
Noise level is not the only variable that can be used to 
control annoyance levels over long periods of time. 
There is enormous individual variability in the measured 
reactions at any one noise level due to acoustical, situa­
tional, attitudinal and personal factors including meas­
urement errors. Unless the noise annoyance research 
discovers any step that might be taken to consider the 
privately felt annoyance with persistent road traffic 
noise, policy makers cannot ever hope to reduce public 
complaints against noise except that of reducing noise 
levels dramatically. 
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Abstract 

Although the car is primarily a means of transport, it also constitutes a significant sound source in 
which each vehicle creates a concert of various individual sound sources. These can be heard both 
inside and outside the car. The engines ignite at regular intervals, various gear wheels interact in 
the gear transmission, tyres vibrate in contact with the road surface, the airstream flows around the 
car body, and a lot of individual aggregates such as dynamo, servo and petrol pump round off the 
sound pattern. In an orchestra an optimum interplay and harmonic tuning of the individual instru­
ments are also important for a good sound impression; the same goal whose importance the auto­
mobile industry has become increasingly aware of in recent years. It is not enough to reduce vehi­
cle noise to meet benchmark values, but questions relating to sound comfort, sound design and 
pleasant sound are becoming more and more important. 

Sound does not only mean acoustic vibration, but transmits information of a more or less pleasant 
or unpleasant character, depending on the listener's expectation. Sounds with high energies impair 
human hearing, but create even at low energy totally different impressions (annoying, unpleasant, 
pleasant and so forth), depending on the temporal structure and spectral distribution . 

Therefore the task of sound design in the automobile industry is multi-dimensional : 

• The sound level must not exceed legal values (physical aspect) . 
• The sound should not leave an unpleasant or annoying impression (psychoacoustic aspect). 

• The sound has to harmonise with the car type (design aspect). 
• The sound must meet the customer's requirements (cognitive aspect). 

Introduction 
Regulations for determining noise levels are based on A­
weighted SPL measurements performed with only one 
microphone. This method of measurement is usually 
specified when determining whether the ear could be 
physically damaged. Such a simple measurement proce­
dure is not able to determine annoyance of sound events 
or sound quality in general. 

considerable progress has been made for determine the 
sound quality of sound events1.2. 

A loudness measurement which takes account of the 
spectral and temporal structure of a sound event, better 
than the A-weighted SPL, has advantages. Nevertheless, 
it is not universally accepted because the loudness 
measurement does not allow a complete judgment of 
complex sound events comparable to human hearing. In 
addition to loudness, there are other psychoacoustic pa­
rameters such as sharpness, roughness and fluctuation 
strength. 

For some years investigations with binaural measure­
ment and analysis techniques have shown new possibili­
ties for the objective determination of sound quality . By 
using Artificial Head technology in conjunction with 
psychoacoustic evaluation algorithms - and taking into 
account binaural signal processing of human hearing -

Acoustics Applied 

This technique has been supplemented by a new calcu­
lation method for signals which are complex in terms of 
signal theory: 

The analysis of a sound like door slamming is relatively 
complicated because its time duration is very short and 
its frequency spectrum very broad . In strong contrast to 
a normal FFT analyser, human hearing has a high reso­
lution in the time and frequency domains. This is why an 
objective evaluation of a slammjng door, corresponding 
to subjective classification values such as loudness, 
fluctuation strength and roughness, is insufficient, being 
based only on simple, quasi-stationary test signals. An 
additional calculation, based on th ree new types of sig­
nal processi ng, in addition to the Wavelet transforma­
tion , can be used to improve objective analysis of the 
sound of door slamming. 

Binaural measurement technology 
Human hearing differs in many respects from conven­
ti onal sound measuring systems. The outer ear is a di­
rectional filter which changes the sound pressu re level at 
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the ear drum by +15 to -30 dB, depending on frequency 
and direction of sound incidence. These filter properties 
of the outer ear are due to diffraction, reflections and 
resonances caused by the pinna and concha geometry. 
Human hearing has two paths - the left and right ears. 
This capability permits binaural signal processing and 
pattern recognition in conjunction with spatial hearing, 
selectivity and noise suppression. 

The auditory impression is not only determined by the 
sound pressure level, but also by psychoacoustic prop­
erties . Depending on the time sequence of the signals or 
spectral distribution, there can be different subjective 
impressions due to pre-, post- and simultaneous-masking 
properties of the hearing mechanism. 

Human hearing involves very complex signal processing 
but it has very short memory. By faithfully recording, 
digitally storing and reproducing a sound event, the 
comparative human ear equivalent judgement of differ­
ent sounds becomes feasible and can be documented. 
The psychoacoustical properties of human hearing de­
termine the subjective impression of sound events such 
as noise annoyance. Also, both sound pressure level and 
loudness are important. Standard methods of measuring 
loudness do not consider the binaural signal processing 
that occurs in human hearing. This explains the poor 
correlation between measured sound levels and the sub­
jective impression of noise. Since the evaluation of 
sound quality by large numbers of test subjects usually 
produce similar results, the sounds must have physically 
measurable properties which can be correlated to sub­
jective impressions. This suggests there are properties 
that have not been identified and accounted for by con­
ventional measurement methods. Objective acoustic 
measurement methods used up to the present time have 
not provided suffic iently useful algorithms for evalua­
tion of individual sources in a complex sound field. An 
artificial head measurement system that emulates human 
hearing as the "receiver" has been introduced for the 
judgement and analysis of sounds. The artificial head 
measurement system in binaural measurement method 
can be used in all fields where acoustic emissions 
(acoustic energy radiated by a source) and immissions 
(acoustic energy incident on a receiver) must be deter­
mined or where sound serves as an indicator of comfort, 
quality and safety. 

Figure 1 illustrates how recorded information from an 
artificial head can be evaluated with the help of digital 
signal processing to identi fy and eliminate annoyance. 
Binaural digital signal processing within a computer 
controlled measuring system allows input, storage and 
proce ing of an event and li stening to selected segments 
which can be continuously repeated without audible ar­
tefact . The mea uring y tern displays both right and 
left ear ignal in the time and freq uency domain . The 

und egment ample can then be directly manipulated 
with the r ult being di played and reproduced by head-
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phones in "real time". Euphony is evaluated as part of 
the analysis; that is calculations of roughness, sharpness, 
pitch and timbre as well as loudness, that take into ac­
count the ear's pre-, post- and simultaneous-masking 
properties. 

Combined analysis of spectrum and time struc­
ture 
As is well-known, human hearing not only performs 
spectral analysis, but also the evaluation of the envelope 
from the signal. The ability to distinguish between si­
multaneously occurring sounds can be modelled using 
band pass division. The frequency resolution obtainable 
depends essentially on the bandwidth of . the hearing­
related filters. Modulations are primarily recognised 
from changes in specific loudness level over time, i.e. 
from the non-linear, distorted lowpass filtered envelope 
curve of individual bandpass signals. 

The discrete Fourier transform is often applied for short­
term spectral analysis of acoustic signals. Since in this 
technique, the same window is applied for the investiga­
tion of all relevant spectral components, the modulation 
remains constant over the whole frequency domain. 
Definition of the analysis window simultaneously de­
fines time and frequency modulation. This kind of spec­
tral analysis allows either high frequency modulation of 
low-frequency signals (long window), or high-resolution 
analysis of timestructure in the upper frequency range 
(short window), and this makes it less suitable for a per­
ception-oriented signal description. Thus, selection of 
window length always represents a compromise between 
these various demands. 

These considerations resulted in the development of the 
"variable" Fourier transform. The basis of this aurally­
equivalent spectral analysis in efficient sub-band divi­
sion (using filters with hardly any overlap). The spectral 
composition of the bandpass signals is subsequently in­
vestigated by applying analytic procedures of various 
length (adapted to human hearing). A combination of an 
appropriate filter bank makes it possible to approach the 
resolution of human hearing in a series of steps. 

Other hearing-oriented methods aim at spectral repre­
sentation as a quasi-continuous function of time (in con­
trast to block-by-block processing) with hearing-related 
frequency modulation. These generally more time­
consuming techniques can be represented as bandpass 
division of the signal under investigation, where the im­
pulse responses applied are of different length. The basic 
differences between these various approaches include 
which type of filter and which bandwidth as a function 
of the filter center freq uency are selected. The Fourier T 
transform, as a short-time spectral analysis with an ex­
ponentially decreasing weighting factor of proceeding 
values, has been known for some time (e.g. 4, pl41 ff, 
5,6). Thee sential advantage of a "filter bank principle" 
i that time con tant , analogou to frequency electivity 
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in human hearing can be individually selected for indi­
vidual analysis filters. 

In the case of continuous Wavelet transform a time sig­
nal is also analysed using bandpass filters of various 
width. The Wavelet transform of time-discrete signals 
can be interpreted equally well as a special form of sub­
band division. It may also be understood as octave band 
filtering with perfectly reconstituting filters. The fact 
that various earlier approaches to signal definition with 
variable frequency and time resolution can also be repre­
sented in terms of WT opens the way to a uniform defi­
nition and thus adds to the development of new ideas. 

Auditory model according to Sottek 
Human hearing perceives slight differences in frequency 
and rapidly changing time structures simultaneously. 
Any mathematical analysis applied exclusively in the 
frequency and time domains is therefore unable to pro­
vide aurally-equivalent results. An essential feature of 
the auditory model developed by Sottee is calculation 
of excitation distribution over time. This is obtained as a 
function of two variables (frequency and time) from the 
curve of the sound pressure function and provides a ba­
sis for calculating psychoacoustic values. The model for 
calculating excitation distribution according to Zwicker 
and Feldtkeller8 is limited to steady signals, since only 
spectral data are evaluated. Furthermore, the phase of 
individual vibrational components is neglected, which 

results in an inadequate simulation of the excitation due 
to several superimposed sound components: The spec­
trum of a sinusoidal, amplitude-modulated tone is com­
posed of three neighbouring spectral lines. Ignoring the 
phase angles, the excitation distributions due each of the 
three individual components would produce a temporal 
constant running of the total excitation, although an am­
plitude modulation has, of course, a characteristically 
pronounced time structure. 
Modulated tones or noise signals result in an impression 
of roughness, depending on their frequency and the 
modulation frequency. In determining this psychoacous­
tic value the time structure of the excitation is of par­
ticular significance and must be taken into account. 
When various sound components are contained within a 
given critical band, their phase has a particularly visible 
effect, because in this case separate processing of the 
various components in different channels is not possible. 
If the phase of the sidebands of an amplitude modulation 
is rotated through 90°, this is only perceivable if the 
physical spectrum is contained within a single critical 
band. The time structure of a (longer) signal segment is 
determined by phase data. Any change to the phase rela­
tionship affects the amplitude response of the time sig­
nal. If the amplitude spectrum is determined at suffi­
ciently short time intervals, "phase" becomes less sig­
nificant. This is taken account of in short-time spectrum 
analysis, by dividing the signal into weighted blocks of 
defined length and then Fourier transforming the seg-
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Figure 2: Specific loudness analysis (a) Door 1, (b) Door 2, (c) Door 3, (d) Door 4. 

ments. This results in a meaningful representation of the 
amplitude distribution and of the time as a function of 
freq uency. Admittedly, the eq uidistant frequency modu­
lation resulting from this technique does not take into 
account the resolution of the human ear. 
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The procedure developed by Sottek does take into ac­
count the time and frequency resolution of human hear­
ing, i.e. enables appropriate processing of non-steady 

signals. 
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Application in door slam noise 
It is hard to describe the door slam noise in terms of sig­
nal theory, because this signal is very short and is based 
on broad-band excitation. However, if the signal analysis 
does not make possible a sound evaluation according to 
human signal processing, an objective determination of 
the subjectively perceived sound quality of the door 
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slam noi e becomes more difficult. lnve tigations of four 
different door lam noi e will be repre ented in the 
followi ng. The investigation were made in an anechoic 
chamber with an Artificial Head Measurement Sy tern. 
The y tern was positioned 1.5 m off the left front door 
with its face toward the door and recorded the ound 
event faithfully to allow both a subjective and objective 
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Figure 4: Analysis with Sottek inner ear model. (a) Door I , (b) Door 2, (c) Door 3, (d) Door 4. 

evaluation. Four different vehicle of different classes 
produci ng widely differing door lam noises were evalu­
ated. Due to the great difference in ound quality the 
li t ner determined a clear priority order in the ubjec-
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tive listening tests. The four doors (Door 1, Door 2, 
Door 3 and Door 4) are represented below in the order 
of improved sound quality. 
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Previous considerations showed that a simple FFf 
analysis is not suitable for this kind of analysis. Figure 2 
shows the relationship of specific loudness in depend­
ence on time for the four doors. This representation and 
analysis are not suited completely to show the subjective 
impression adequately. In case of Door 1 the increased 
loudness at higher frequencies becomes evident which is 
- among other things - responsible for the negative 
judgment of the sound. Further classifications of the in­
dividual door noises are, however, not possible. It does 
not become apparent, particularly in the case of Door 3, 
that a clear echo by slamming the interior ventilating 
flap could be heard. The subjective evaluations showed 
that Door 4 was preferred due to strong levels in the 
low-frequency spectral range. This does not become ob­
vious in Figure 2. Here, it is disadvantageous that the 
curves of the same loudness according to Zwicker8 are 
based on listening tests with stationary signals. A state­
ment for short-time impulse like wide-band sounds can­
not be made easily. 

Figure 3 shows the result for the variable frequency 
resolution VFR (comparable to Wavelet). The temporal 
structures of the door slam noise are striking: the long 
decay in the frequency range of 800 Hz up to 3500 Hz in 
case of Door 1, the time structure due to the non-uniform 
contact of individual components in case of Door 2 as 
well as the discrete echo in case of DoQr 3. At the same 
time a high frequency resolution of up to 20Hz is guar­
anteed, the strong boominess of Door 4 as compared to 
Door 3 becomes obvious. An adequate analysis and rep­
resentation according to human signal processing is 
shown in figure 4 and is based on the hearing model for 
monaural signal processing developed by Sottek7

. At the 
left hand-side the length is scaled according to the basi­
lar membrane and at the right-hand side the corre­
sponding frequency ranges. 

Figure 4 shows the relationship of excitation distribution 
and time. For higher frequencies the representation and 
clarity regarding spectral distribution and the respective 
temporal structures is similar to the VFR analysis repre­
sented in Figure 3. In the frequency range below 500Hz 
with the same good frequency resolution a significantly 
better reproduction of the temporal structures becomes 
apparent. Door 4 has the highest energy in the low­
frequency spectral range when the door is slammed. This 
energy is produced at the same time as the entire door 
slam noise. In case of Door 3 the maximum in the low­
frequency range exhibits a pronounced narrow-band 
characteristic and has a temporarily shifted tructure. 

Summary 
In many sound situations it is necessary to make faithfu l 
recordings using artificial head technology in order to 
consider selectivity of human hearing on the one hand , 
and to take into consideration psychoacou tic parameter 
for judging sound quality in case of pha e and level dif­
ferences on the other hand. The improved method to 
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mathematically describe psychoacoustic parameters ac­
cording to Sottek allows a more accurate objective de­
termination of sound quality. While questions as to the 
physical damage of hearing can be answered by the A­
weighted SPL, the evaluation of sound quality is possi­
ble only in conjunction with psychoacoustic parameters. 
Using the door slam noise as an example it was possible 
to present an optimum analysis comparable to subjective 
evaluation. 
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Abstract 

It is commonly reported that the effects of noise-induced-hearing loss are centred around the audi­
ometric frequency of 4000 Hz. 1 The typical noise-induced hearing loss is reported as showing a dip 
at this frequency with improved thresholds at 8000 Hz. However a significant notch at 6000 Hz 
was reported for all mean audiograms in a study of the hearing characteristics of 89,500 otologi­
cally normal, noise-exposed Western Australian workers and it was suggested that this may be the 
frequency which is most susceptible to noise damage.2 The present study examined this notch fur­
ther to determine if it is due to artefact or noise damage. The audiometric test results of 68 otologi­
cally normal, not noise-exposed students aged 13-18 years were compared to 1 ,591 otologically 
normal, noise-exposed workers aged 16-19 years. The study showed a distinct "noise notch" at 
6000 Hz for the noise-exposed subjects which was not present in the not noise-exposed subjects. 
There was a statistically significant difference (p<O.OOl) between the mean threshold levels at 6000 
Hz for both groups, in both ears. The results of this study suggest that 6000 Hz may be the fre­
quency most susceptible to noise damage and may therefore be a good early indicator of noise­
induced hearing loss. The implications of this finding are discussed in comparison with other re­
search which suggests that the notch at this frequency may be due to artefact. 

Introduction 
It is well known that noise in the workplace is a signifi­
cant hazard to the hearing health of workers. 3.4.5·

6
·
7

. Ex­
amination of the causes of hearing loss in Australia indi­
cate that exposure to loud noise in the workplace may be 
a primary cause of hearing impairment among adult 
Australians8

• Exposure to loud noise was reported to be 
the main cause of hearing loss for male subjects in a sur­
vey of the hearing health of South Australian adults9

• 

The Australian Bureau of Statistics in 1988 reported that 
for Australians with a hearing impairment, work was re­
ported to be the second main cause of hearing loss 10 and 
in 1993, for persons with a hearing impairment, work 
was reported to be the main cause of hearing loss 11

• Oc­
cupational noise-induced hearing loss is reported to be 
the most prevalent compensable disease in Australia12

• 

In NSW in the 1992/93 financial year 64.5% of occupa­
tional disease claims were for noise-induced hearing 
loss, costing $54,470,00013

. 

Prevention is the best weapon against occupational 
noise-induced hearing loss and employing routine audi­
ometric testing, as part of a hearing conservation pro­
gramme, is the best method of identifying if occupa­
tional health and safety practices implemented to control 
noise as a workplace hazard have been successful. Iden­
ti fying changes on an audiogram is the only widespread 
method currently in place which acts as the first indica­
tion that the prevention techniques are not working. If 
hearing impairment can be detected as soon as it occurs 
action can be taken to prevent further hearing loss. 
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It has long been reported that noise-induced hearing loss 
is characterised as a having a distinctive dip in the 
audiogram at 4000 Hzl. 14

•
15

· '
6
·
17

.1
8

• This 4000 Hz dip has 
been classified as the hallmark which links noise as the 
aetiology of a sensorineural loss. 19 With further expo­
sure, the increase in threshold level extends to the adja­
cent frequencies broadening and deepening the 4000 Hz 
noise notchl. 16

·
20

. 

Recent studies however suggest that 6000 Hz may be the 
freq uency most susceptible to noise damage and the 
4000 Hz notch an artefact of previous studies not testing 
at the 6000 Hz frequency 2

· 
21

'
22

'
23

'
24

'
25

. 

Monley et al2 in a survey of the hearing characteristics of 
89,500 Western Australian noise-exposed workers found 
a distinct notch at 6000 Hz for all mean audiograms for 
both percentage loss of hearing (PLH) and age ranges. 
This notch was even apparent in the mean audiograms of 
workers whose PLH was 0 and for workers in the 15-24 
year age group. As all workers were noise-exposed it 
was suggested that this dip at 6000 Hz for the workers 
with a PLH of 0 may have been indicating that some 
workers class ified as having 'normal' hearing may in fact 
have had the beginnings of noise damage. Similarly, the 
15-24 year olds would apparently have been exposed to 
very few years of industri al noise. However, the corre­
sponding mean audiogram also clearly exhibited a dip at 
6000 Hz once again suggesting the beginnings of noise 
damage. 
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Dempsey21 in his examination of the hearing of hospital 
workers and Rosler22 in his review of 11 investigations 
regarding the progression of hearing deterioration 
among a wide range of industries suggest that 6000 Hz 
is an early indicator of noise-induced hearing loss. 
Similar findings were reported by Axelsson et al23 in a 
study of 500 18 year old Swedish male conscripts, Bauer 
et al24 in a study of 47,388 noise-exposed workers, and 
Bruhl et af5 in a retrospective study of male workers 
who had suffered noise damage in an automobile sheet­
metal processing plant. 

However Lutman and Davis26 suggest that there are 
shortcomings in the use of ISO 389, regarding its repre­
sentation of the hearing threshold levels to be expected 
in otologically normal young adults, creating artificially 
poorer thresholds at 6000 Hz. They recommend a fresh 
re-derivation of normal hearing thresholds is required to 
overcome this problem. 

The common usage of 4000 Hz in hearing conservation 
programmes as an indicator of noise damage may be an 
artefact of basing this on previous studies which in gen­
eral did not test at 6000 Hz. Thus the dip at this fre­
quency was not revealed. If 6000 Hz is an early indica­
tor of noise-induced hearing loss then its inclusion in all 
industrial hearing screening programmes is vital if early 
detection and remediation of the problem is the goal. If 
it is in fact an artefact of our testing methods, then fur­
ther research examining the basis of our assumptions of 
normal hearing thresholds need to be conducted to cor­
rect this discrepancy. 

The purpose of the present study is to examine the hy­
pothesis that 6000 Hz is an early indicator of noise­
induced hearing loss by comparing the mean audiograms 
of otologically normal , young, noise-exposed workers 
with the mean audiograms of otologically normal, 
young, not noise-exposed students. 

Method 

Sample A 
consists of 1 ,591 otologically normal, noise-exposed 16-
19 year old workers who had a baseline hearing test for 
the purposes of the Western Australian Workers' Com­
pensation and Rehabilitation Act 1981. All workers were 
exposed to a representative daily noise dose (8hr day) of 
90dB(A) (or its equivalent) or greater noise level , or a 
peak noise exposure of 140dB(Lin) at any time27

• 

Sample B 
consists of 1 90, 13-18 year old students randomly se­
lected from two metropolitan Perth high schools. 
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16 hours of quiet 
To eliminate the possibility of temporary threshold shift 
all subjects were required to have 16 hours of quiet prior 
to the test, that is - not being exposed to noise levels 
above 80 dB(A). 

Testers and equipment 
All audiometers and booths/environments used were ap­
proved by W orkCover W A as meeting or exceeding the 
standards described in the Approved Procedures. 28 The 
methods described in the Approved Procedures are 
based on Australian Standard 2586-1983 for audiome­
ters, and Australian Standard 1269-1989 for booths and 
testing methods. Where the Australian Standards were 
found to be lacking more stringent guide-lines were in­
corporated into the Approved Procedures. All audiome­
ters were required to be calibrated every twelve months. 

All testers were registered with W orkCover W A as be­
ing competent to perform air conduction audiograms. 
The students were tested by Post Graduate Audiology 
students under the supervision of a qualified audiologist. 

Testing procedure 
Testing was conducted according to the Approved Pro­
cedures28 at frequencies 500, 1000, 1500, 2000, 3000, 
4000, 6000 and 8000 Hz in each ear. All subjects were 
otoscopically examined prior to the test to determine 
whether any temporary obstruction of the ear canal was 
present which would prevent a valid result being ob­
tained. Similarly, subjects suffering from colds or other 
temporary ailments that might affect the test results were 
not tested until the condition cleared. 

Otological screening 
All subjects had their hearing test results screened to 
determine if they met one or more of Waugh and Mac­
rae's medical referral criteria29

. Subjects who met any of 
these criteria were suspected of having a hearing loss 
due to injury or disease and were not included in this 
study. The students were also asked a comprehensive 
history and had impedance measures taken of each ear. 
Students who had any history of significant head injury, 
use of ototoxic drugs, ear disease or family history of 
hearing loss or who did not have normal impedance re­
sults were excluded from the study. 

Noise exposure screening 
The students were asked several questions relating to 
noise exposure. Students were only classified "not noise­
exposed" if they had never been near discharging fire 
arms, never been in a significantly noisy factory or 
workplace, did not use walkman type radio or li ten to 
loud recreational music, had not been to discos · or rock 
concerts and had not worked on farm . 
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Fig 1a: Right ear audiograms of not-noise-exposed, otologically normal 13-16 year old students (n=68) and noise­
exposed, otologically normal 16-19 year old workers (n=1,591). 
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Fig 1 b: Left ear mean audio grams of not-noise-exposed, otologically normal 13-16 year old students 
(n=68) and noise-exposed, otologically normal 16-19 year old workers. 

Results 
Of the 190 students tested 50.5% (N-96) were found to 
be otologically normal, a further 27 were excluded be­
cause of their history of noise exposure. The remaining 
68 students were classified as otologically normal not 
noise-e}\posed and their mean audiograms were com­
pared to those of the otologically normal, noise-exposed 
workers. As can be seen from figures 1 a and 1 b a dis­
tinct 6000 Hz notch was found in the workers audio­
grams which was not present in the students audiograms. 

The notch was also absent in the 27 otologically normal 
noise-exposed students who were excluded from the 
study. The mean hearing threshold levels for the 27 
noise-exposed students were similar to those of the not 
noise-exposed students at all frequencies. There was also 
no 6000 Hz notch observed in the mean audiograms for 
the students who were classified as otologically abnor­
mal. 

An independent group t-test was conducted to determi ne 
whether there were any significant differences between 
the mean hearing threshold levels at all the test frequen­
cies in each ear for the not noise-exposed otologically 
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normal students and the otologically normal noise­
exposed workers (Table 1 ). 

The mean hearing threshold levels for the not noise­
exposed students were significantly higher at 500 and 
1000 Hz in the right ear and significantly lower at 1500, 
3000 and 4000 Hz in the left. The mean threshold level 
at 6000 Hz for the noise-exposed workers was signifi­
cantly greater than for the not noise-exposed students at 
the .001 probability level. 

No significant differences were obtained between the 
mean hearing thre holds for the not noi e-exposed tu­

dents and their noi e-expo ed counterparts at all te t fre­
quencies. 

Discussion 
The purpo e of the pre ent tudy was to examine the hy­
pothesi that 6000Hz could be u ed as an early indicator 
of noi e-induced hearing lo . To examine thi hypothe­
sis the mean audiogram of two group of otologically 
normal young ubjec were examined. II ubjec were 
te ted in a tandardi ed manner with the only independ­
ent variable being expo ure to noi e. The mean audio-
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Table 1. Difference between the Mean Hearing Treshold Levels (dB) of 
minimal amounts of 
noise, data was not 
available on the ac­
tual noise exposure 
histories of the work­
ers. What is known is 
that all workers were 
exposed to a repre­
sentative daily noise 
dose (8hr day) of 
90dB(A) (or its 
equivalent) or greater 
noise level, or a peak 
noise exposure of 
140dB(Lin) at any 
time, thus all workers 
were exposed to 
noise levels which 

Not-Noise Exposed, Otologically Normal13-18 Year Old Students (N=68); 
and Noise Exposed, Otologically Normal 16-19 Year Old Workers (N=1,591) 

Right Ear Left Ear 
(Hz) 13-18 16-19 so t (Hz) 13-18 16-19 so t 

500 7.43 6.00 5.56 2.11 * 500 6.84 6.00 5.92 1.17 
1000 6.40 4.00 7.72 2.56 * 1000 3.60 3.00 4.95 1.00 
1500 5.15 4.00 5.53 1.71 1500 1.69 4.00 5.30 -3.59 ** 
2000 2.79 3.00 5.76 -0.29 2000 3.09 3.00 5.47 0.13 
3000 6.03 5.00 5.96 1.42 3000 2.72 5.00 5.36 -3.51 ** 
4000 2.57 4.00 6.32 -1.86 4000 2.35 4.00 6.72 -2.02 * 

6000 5.00 13.00 5.86 -11.26 ** 6000 
8000 6.32 7.00 7.05 -0.79 8000 

* p < 0.05 
** p< 0.001 

grams for the not noise-exposed students indicated an 
absence of a 6000 Hz notch for both ears. Analysis of 
the difference between the mean threshold at 6000 Hz 
indicated a significant difference for both ears. Although 
the difference between the mean thresholds at some of 
the other test frequencies were also significant, the cal­
culated difference at 6000 Hz for each ear was found to 
be large compared to the difference at those other fre­
quencies (see Table 1). These results support the hy­
pothesis that 6000 Hz may be an early indicator of 
noise-induced hearing loss. 

The finding of the present study that a distinct notch at 
6000 Hz is present only for the noise-exposed workers is 
consistent with the results reported by other researchers 
who have reported that 6000 Hz is the frequency which 
shows the greatest hearing loss for workers exposed to 
occupational noise. 2

• 
21

·
22

•
23

•
24

•
25

• The results of the present 
study also support the suggestion by Dempsei1 and 
Manley et al2 that the distinct notch present at 6000 Hz 
on the audiograms of the noise-exposed workers may in 
fact be a noise notch as opposed to an artefact. Both 
Dempsey21 and Manley et al2 suggest that 6000Hz may 
be a good early indicator of noise damage as 6000 Hz 
may be the frequency which is most susceptible to ex­
cessive noise. However, Bauer et al24 while finding that 
the hearing threshold of their study population was high­
est at 6000 Hz, still reported that 4000 Hz may be a 
more accurate predictor of noise-induced hearing loss if 
other related health variables were also considered. 

The present study does not delineate between recrea­
tional and occupational noise exposure for the noise­
exposed workers, however it is the position of the 
authors that recreational noise exposure is typically 
minimal for most workers compared to occupational 
noise exposure. This position is supported by Australian 
data<30>, and is also consistent with typical noise expo-
ures reported for recreational noise internationally <31>. 

While the pre ent tudy wa extremely trict in elimi­
nating tudents who may have been expo ed to only 
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may damage their hearing. While all workers had a 0 
PLH and at most 3 years of exposure to occupational 
noise, the distinct notch at 6000 Hz when compared to 
the not noise-exposed students suggests that they were 
all showing the early signs of noise-induced hearing loss. 

The otological screening criteria employed for the stu­
dents were stricter than those employed for the workers. 
Additional information such as medical histories and 
tympanometry were obtained for the students, while only 
the use of Waugh and Macrae's criteria were used to 
categorise workers as otologically normal. To eliminate 
this procedural difference as a possible confounding 
variable the mean audiogram of those students who had 
failed the otological screening, but were not noise­
exposed, was examined and compared to that of the 
workers. No noise notch was found for the students and 
the worker's threshold for both ears at 6000Hz was sta­
tistically greater than for the students (p<O.OOl). 

The results of the present study support the hypothesis 
that 6000 Hz may be an early indicator of noise-induced 
hearing loss. The results do not support Lutman and 
Davis'<26

> hypothesis that the notch at 6000 Hz is due 
testing artefact. It is hoped that the results of this study 
will stimulate further research to examine the cause of 
the 6000 Hz notch and the risk factors for hearing loss at 
that frequency. At the present time there is an abundance 
of literature on the cause of the 4000 Hz notch but very 
little on the 6000 Hz notch. This suggests that further 
investigation into the anatomical/physiological basis for 
the 6000Hz notch is required. 

The presence of a notch at 6000 Hz will have implica­
tions for compensation based testing programmes a 
well as future heari ng con ervation programme 
throughout indu try. The pre entre ults trongly suggest 
the need to include the inter-octave frequency of 6000 
Hz in routine hearing con ervation audiogram for early 
detection of the effects of noi e damage. Early detection 
of occupational noi e-induced hearing lo hould lead 
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to effective future prevention of further hearing loss 
among noise-exposed workers. 
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Extending The High Frequency Response Of Hearing Aids 

John Macrae 
National Acoustic Laboratories 

126 Greville Street, Chatswood NSW Australia 

Introduction 
Boothroyd and Medwetsky (1992) have pointed out that 
there is still a tendency, in the design of hearing aids, to 
accept criteria obtained from-filtering experiments car­
ried out during the early days of telephone research. 
These experiments showed that an upper frequency limit 
of around 3000 Hz was adequate for speech under­
standing by adults with normal hearing listening under 
conditions of low noise and reverberation. 

Boothroyd and Medwetsky have made out a strong case 
for extending the upper frequency limit of hearing aids 
beyond 3000 Hz. They argue that it is inappropriate to 
extend the results of the telephone research to subjects 
with sensorineural hearing impairment listening at con­
versational distances to speech in noisy, reverberant sur­
roundings. They point out that sensorineural 
damage, low signal levels, noise and rever-
beration all combine to reduce the amount of 
information available to the hearing aid user 
and that it is not reasonable to reduce this in­
formation still further by removing potentially 
useful high frequency cues. They note that the 
ability to understand speech that is repro­
duced with an upper limit of 3000 Hz de­
pends, in part, on the listener's ability to take 
advantage of the linguistic and semantic re­
dundancy of connected discourse. Children 
who have acquired hearing impairment before 
achieving language competence are not nec-
essarily able to take advantage of this redun­
dancy and are, therefore, more dependent on 
full access to acoustic cues. 

20 

40 

g 

~ 80 

~ 100 

120 

125 

20 

40 

120 

125 

20 

40 
~ 
~60 

m 80 

;: 100 

120 

125 

dren. So far, answers have been found to several ques­
tions. 
(1) What residual hearing do children who use 
hearing aids have at frequencies above 4 kHz? 
The hearing thresholds of 193 ears of children fitted 
with hearing aids were obtained from children's records 
at a Hearing Centre. Results for all children with sen­
sorineural hearing losses who had measurable thresholds 
at 8 kHz were included in the study. The data were 
sorted on the basis of the type of hearing aid the child 
was using and the means and standard deviations of the 
thresholds at the various frequencies were computed. 
The results are presented in Figure 1. Various types of 
hearing aid had been provided. They included ::bernafon 
NAL IT312 programmable in-the-ear (ITE) aids (13 
ears), Calaid VLK series behind-the-ear (BTE) aids (48 
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What, then, should the upper limit of the 
bandwidth of hearing aids be? Boothroyd and 
Medwetsky suggest that the upper frequency 
limit should be high enough for users to hear 
the sound Is/. They base their suggestion on 
the observation that Is/ is one of the sounds of 
English with the highest frequency content 
and the fact that Is/ carries a very high infor­
mational load in English. As a result of their 
spectral analyses of Is/, they recommend that 
the upper frequency limit of hearing aids 
should be in the region of 10 kHz. This paper 
presents the results of the early stages of a 
project aimed at evaluating the desirability 
and practicability of extending the high fre­
quency bandwidth of hearing aids for chil-

Figure I: Group means and standard deviations of the 
thresholds at the variou frequencies , determined on the ba­
sis of the type of hearing aid used. 
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Figure 3: Group mean values of the one-third oc­
-tave band spectrum of everyday sound. Exceed­
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percentiles are given for each one- third octave 
band. 
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(3) What real ear gains are currently being achieved 
at frequencies above 4 kHz for children who use 
hearing aids? 
The actual real ear insertion gains of the hearing aids 
were available from the records. They had been meas­
ured for all ears by means of real ear gain analysers. For 
each type of hearing aid, the group mean actual real ear 
gain is represented by the broken line in Figure 2. Even 
for the more recent types of hearing aid (the IT312 and 
the SB 13), the upper limit of the bandwidth is about 4 
kHz. It is possible that the actual gain tends to exceed 
the recommmended gain in the 1-2kHz region for most 
of the hearing aid types because the audiologists are 
trying to obtain the best possible gain at 3-4 kHz and 
must exceed the recommended gain at 1-2kHz in order 
to achieve that goal. 

( 4) What are the spectral levels of everyday sound 
at frequencies above 4 kHz? 
In this investigation (Macrae, 1995), eight children with 
impaired hearing, ranging in age from 11 to 16 years 
with a group mean age of 13.0 years, used a Sony DAT 
Walkman tape recorder with an electret condenser mi­
crophone attached to the collar of their shirt or blouse 
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ears), Rexton Piccolo PP-0-GC BTE 
aids (41 ears), ::bernafon NAL SB13 
programmable BTE aids (36 ears) and 
Phonak PPSC series BTE aids (55 ears). 
These results show that, for all the 
hearing aid groups, representing hearing 
losses ranging from mild to severe, the 
mean thresholds at 6 and 8 kHz are 
about the same as those at 3 and 4kHz. R<EQUENCY (kHz) R<EQUENCY (kHz) 

(2) What real ear gains are required 
at frequencies above 4 kHz by chil­
dren who use hearing aids? 
The National Acoustic Laboratories 
(NAL) recommended real ear insertion 
gains at 0.25 to 6 kHz were computed 
from the children's thresholds using the 
computer program HASP (Hearing Aid 
Selection Program). The data were 
sorted on the basis of the type of hearing 
aid the child was using and the group 
means of the recommended gains at the 
various frequencies were computed. 
Figure 2 presents the results of the com­
putations. For each type of hearing aid, 
the group mean recommended real ear 
insertion gai n is represented by the solid 
line. The recommended real ear inser­
tion gain i about the same at 6 and 8 
kHz a it i at 3 and 4 kHz for all types 
of hearing aid . 
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Figure 2: Group mean of the recommended and actual real ear 
in ertion gain at the variou frequencie , determined on the ba i 
of the type of hearing aid u ed. 
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for a period of about 2 hours during the 
course of an ordinary schoolday. Either 
morning recess or lunchtime was included in 
the measurement period for each child be­
cause they are relatively noisy times. The 
t~p~ recordings were analysed by means of a 
CEL Sound Analyser Type 593. The analysis 
was carried out in one- third octave bands 
with centre frequencies ranging from 100 Hz 
to 10 kHz. For each one-third octave band, 
exceedance levels were calculated for the 
99th, 90th, 50th, lOth and 1st percentiles. 
Figure 3 gives the group mean values. The 
exceedance levels at frequencies above 4 
kHz are comparable to those at 4 kHz. 

(5) What are the prospects of extending 
the high frequency response of various 
types of hearing aid using presently avail­
able hearing aid receivers? 
Extended high frequency response can be 
achieved easily in in-the-ear (ITE), 
in-the-canal (ITC) and completely-in-
the-canal (CIC) hearing aids and in low gain 
behind-the-ear (BTE) hearing aids with cur­
rently available hearing aid receivers, but is 
not possible with the receivers currently used 
in high gain BTE hearing aids. Figure 4 
shows that, with an appropriate acoustic 
pathway from a Knowles ED 1912 receiver 
to an ear simulator, an upper frequency limit 
of 10 kHz or even 16 kHz can be obtained 
with an ITE hearing aid (Macrae & Frazer, 
1979). Some current models of ITE, ITC and 
CIC hearing aids have extended high fre­
quency response. Killion (1981) has shown 
that, with an appropriate acoustic pathway 
from a Knowles ED series receiver, a band­
width of 16 kHz can also be obtained in an 
ear simulator with a BTE hearing aid. 
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(6) What difficulties are likely to arise 
with the various types of hearing aid if the 
high frequency response is extended? 

Figure 4: An upper frequency limit of 10 kHz or 16kHz can 
be obtained with an ITE hearing aid, using an appropriate 
acoustic pathway from a Knowles ED 1912 receiver to an ear 
simulator. 

Since extended high frequency response is 
possible in ITE hearing aids, why is it not 
available in most models of ITE hearing aids? The main 
difficulty for extended high frequency response is 
acoustic feedback. In order to demonstrate this problem, 
unpubli shed data on maximum real ear insertion gain 
possible before acoustic feedback that was collected by 
H. Dillon and G. Upfo ld (personal communication) wi ll 
be used. F igure 5 compares the recommended real ear 
gain with the maximum gain possible before feedback 
for an ITE hearing wi th 1 mm i.d . venting of the ear­
mould, a low gain BTE hearing aid with 2 mm i.d. 
venting and a hi gh gain BTE with no venting of the 
mould. The error bars are standard deviation . The 
closer the two di stributions at each frequency are to 

Acoustics Applied 

overlapping, the higher the percentage of users who wi ll 
have trouble with acoustic feedback. If the two di tribu­
tions overlap completely, then all u er will experience 
feedback. 

Standard deviations were not available for the ITE aid. 
However, the mean value of the two di tribution are 
the same at 6000 and 000 Hz, o it i apparent that if 
the high frequency bandwidth i xtended the problem 
of acou tic feedback will wor en. Thi hold true even if 
no venti ng i u ed . Howe er in the c e of the low gain 
BTE hearing aid, the feedback problem will not wor en 
when the bandwidth i extended and imilarly with the 
high gain BTE hearing aid. The pro pee of obtaining 
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Figure 5: Comparison of the recommended real 
ear gain with the maximum gain possible before 
feedback for an ITE hearing with 1 mm i.d 
venting of the earmould, a low gain BTE hear­
ing aid with 2 mm venting and a high gain BTE 
with no venting of the mould. 

extended bandwidth in high gain hearing aids are slim at 
present but, as shown earlier, the bandwidth of low gain 
BTEs can be extended with the use of an appropriate re­
ceiver and acoustic pathway to the ear. 

Discussion 
The information that has been gathered so far indicate 
that it i practicable to provide extended high frequency 
bandwidth to children with mild or moderate heari ng 
lo wh~ u e BTE hearing aid . Also, if the problem of 
acou tic feedback can be overcome, extended bandwidth 
will b provided to a group of children u ing low gain 
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ITE hearing aids. Venting is, at present, necessary in or­
der to reduce the occlusion effect but venting causes the 
problem of acoustic feedback to worsen. Among other 
things, the possibility of minimising the occlusion effect 
without venting will be explored. Digital feedback sup­
pression reduces the problem of acoustic feedback but 
appears to be unsuitable, at present, for low gain hearing 
aids because the probe signal used is too loud for users 
who do not have much hearing loss. 

It would also be interesting to provide a group of older 
children with mild or moderate hearing losses with CIC 
hearing aids. CIC hearing aids can reduce the occlusion 
effect by sealing the earcanal to the end of the cartilagi­
nous section and thus reduce the requirement for vent­
ing. They do not have to provide as much gain as ITE 
aids at the high frequencies because they take advantage 
of the concha resonance. Extended high frequency 
bandwidth can be obtained in CIC aids and, because the 
microphone is just inside the entrance to the earcanal, 
cues to vertical plane localisation generated by the pinna 
may be preserved. 
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Abstract 

It is widely believed that noise-induced sleep disturbance can affect people's health, not merely in 
the World Health Organisation sense, of wellbeing, but also in terms of disease. European research 
has indicated that noise events during sleep can affect heart rate, and it has been suggested that 
since this does not completely habituate with many years of exposure it may have long-term impli­
cations for health. The present paper considers this and other questions in relation to definitions of 
health and describes some research carried out by NAL in coilaboration with the Royal North 
Shore Hospital, Sydney, on traffic noise and cardiac arrhythmia, and with the University of New­
castle on noise, sleep, and functioning of the immune system. 

Introduction 
Social survey data indicate that people moderately or se­
riously affected by aircraft noise frequently believe that 
the noise affects their health (Hede and Bu11en, 1982). 
Submissions to the Senate Inquiry into Aircraft Noise in 
Sydney by the medical staff of the Royal Prince Alfred 
Hospital, Sydney, and the Faculty of Medicine at Sydney 
University, indicated that they believed that aircraft 
noise during sleep had deleterious effects on health and 
the healing process. 

It is an unfortunate fact that each of the terms 'noise' 
'sleep' and 'health ' subsumes a number of meanings. 
This implies that there may be a number of answers to 
the question: "Does noise-induced sleep disturbance af­
fect health?", depending on the interpretation or defini­
tion of "noise, "sleep" and "health". 

Definitions 

Noise 
As acousticians we are used to a definition of noise as 
"unwanted sound". This is a relative term and as such 
presents difficulties by confounding physical measure­
ments with human response. In practice we deal with 
noise as a by-product ('sound') of energy release pro­
duced mainly by machines. Then we go on to look at 
ways of characterising and quantifying aspects of these 
sounds, qualitatively in terms of ' intermittent­
continuous', 'steady state-impulsive', and quantitatively 
with measurements of LAeq• LAmax• SEL, Ldn, ANEF, 
and so on. A variation of signal to noise ratio may al so 
be devised in which, for example, the LAmax of an indi­
vidual noise event is related to background noise level 
(say, LA90) from a number of sources. 

Having separated noise measures from human responses, 
we try to relate them by empirical investigation . We are 
aware however that the relati ons between noise and re­
sponse are frequently modified by human characteristics. 
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These include demographic (age, sex, soci-economic 
status etc.) and psychological factors (attitude to the 
noise source, noise sensitivity, perceptions of predict­
ability, and possibilities for coping and control). 

Sleep 
'Sleep ' is also complex. It is a state of diminished arous­
ability within which several distinct states or 'Stages' 
can be distinguished. These are separated on the basis of 
physiological measures into Stages I, 2, 3, 4, and REM 
sleep. Stages 3 and 4 are ca11ed slow wave sleep (SWS) 
because of the preponderance of very slow waves (<3.5 
Hz) in the vertex electroencephalograph (EEG). REM 
sleep is so ca11ed because of the occurrence of rapid eye 
movements, associated with dreaming. REM sleep also 
includes diminished muscular tone, and an EEG pattern 
which resembles waking but may include characteristic 
'saw tooth' waves. 

Arousals and awakenings are also di stinguished. Arous­
als may be limited to the appearance of alpha frequency 
waves (8-12Hz) in the EEG, or may be combined with 
movement and/or sleep stage change. Awakenings entai l 
the appearance of a fu11 'awake' EEG (mixed fast fre­
quency, low amplitude waves) or overt behaviour such 
as pressing a button . 

Noise-di sturbed sleep may therefore be defined by re­
duced time overnight in the various sleep stages, in­
creased time to fall asleep ( Jeep on et latency), or sleep 
fragmentation (e.g. time awake after first fall ing asleep, 
number of arousals/awakenings). It can al o be measured 
by the number of sleep stage changes, arou al and/or 
awakenings, induced by individual noise events uch a 
truck passby and aircra ft overflights . 
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Health 
There are three commonly accepted definitions of 
health1

: 

a) The World Health Organisation (WHO) definition 
('We111)eing'); 

b) Health as 'Successful adaptation'; 

c) Health as absence of disease, impairment or dam­
age. 

The World Health Organisation has consistently main­
tained that health is not equated with absence of disease 
or infirmity but " ... is a positive state of physical, 
mental and social well-being" (WHO, 1994). The no­
tion of well-being is difficult to pin down, and it may be 
said that its inclusion in a definition of health is circu­
lar. Nevertheless the WHO definition has appeal, and 
would admit disturbances of sleep architecture, and 
certain apparently temporary effects of noise-disturbed 
sleep, such as mood changes, increased reaction time 
and sleepiness the next day, to the category of health 
effects. 

Environments are not static, and considering health as 
'successful adaptation' would also appear to have merit. 
Under this definition, impaired performance and 
sleepiness the next day would qualify as health effects. 
Increased heart rate and reduced finger pulse amplitude 
responses to noise events during sleep wo~ld also be 
health effects, since they appear not to habituate, even 
after years of nightly exposure. On the ot~er ha~d th.e 
effects are small, they appear to be 'normal physiOlogi­
cal responses, and the possibility of that habituation it­
self may entail some physiological cost is not enter­
tained. In fact, of course, researchers who regard these 
responses as evidence of deleterious effects on health 
have implicitly adopted the 'disease' definition . of 
health because they assume that the responses are In­

trinsically unhealthy, and, since they do not habituate, 
may lead to permanent effects on the cardiovasular 
system in the long term. 

The view of health as absence of disease, impairment or 
damage is perhaps the definition which has the most 
popular currency. It does not necessarily imply perma­
nent damage, can refer to functional deficits, and may 
not be associated with organic dysfunction. Thus re­
versible states of reactive depression as consequences of 
chronic environmental noise during sleep could be in­
stances of a health deficit under this, as well as the pre­
vious defmition of health. 

1 The author is indebted to S. Morell and Associate 
Professor R Taylor, both of The Department of Public 
Health, Sydney University, for this clarification. 
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Such effects could be associated with interference with 
particular stages of sleep. For example Agnew et al. 
(1967) found that SWS deficit was associated with de­
pression, while loss of REM sleep led to increased irri­
tability the next day. At least 12 studies have suggested 
that intermittent traffic and aircraft noise during sleep 
are associated with SWS deficits. Significantly, Ohr­
strom (1991) found that depression was greater in peo­
ple living in flats adjacent to traffic than in people liv­
ing in the same apartment block but in flats shielded 
from traffic noise. 

Although the possibility is not often considered, physi­
cal damage or impairment due to noise-induced sleep 
disturbance may also be possible. Horne . (1990) sug­
gested that 'core' sleep, which consists predominantly 
of SWS in the early hours of thenight, was related to 
brain 'restitution' (maintenance and repair of brain tis­
sue). Could brain development or ageing also be af­
fected by core sleep deficit? The author is not aware of 
any research on this, although recent work suggests that 
REM sleep may be related to brain development in in­
fants (Mirmiran and Van Someren, 1993). 

It has been reported that children up to school grade 6 
who live near to airports are smaller and lighter than 
their counterparts who live away from airports (Schell 
and Ando, 1991; Chen and Chen,l993). If this is so, 
factors such as socioeconomic status, maternal smoking 
etc may be regarded as more likely causes than noise. It 
is not clear that these and other confounding factors 
were always taken into account in the studies cited. 
Nevertheless SWS deprivation in infants due to aircraft 
noise, reported by Ando and Hattori (1977) could pro­
vide a plausible link between aircraft noise and child 
development, because of the association between secre­
tion of human growth hormone (hGH) and SWS 
(Sassin et al., 1969). 

NAL Research on Noise, Sleep and Health 
Three studies of possible health effects of noise-induced 
sleep disturbance have been carried out at NAL2

• Th~ 
were a field study of the relation between traffic nmse 
and cardiac arrhythmia, and a laboratory study of ef­
fects of aircraft and truck noise events on arousal, car­
diac arrhythmia and urinary catecholamines, both car­
ried out in collaboration with the Cardiology Depart­
ment of the Royal North Shore Hospital, Sydney; and a 
laboratory study of the relations between traffic noise, 
sleep and the immune system in shiftworkers, carried 
out with the Departments of Psychology and Pathology, 
University of Newcastle. 

2 Funding assistance for these studies was provided by 
the New South Wales Roads and Traffic Authority, and 
the Australian Roads Research Board. 
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Noise, Sleep and Cardiac Arrhythmia 
Cardiac arrhythmia is due to abnormal initiation of de­
polarisation, or abnormal conduction of electrical im­
pulses, in heart tissue. It qualifies as a health effect be­
cause it represents an inefficiency in heart function, but 
it also has prognostic significance in people with heart 
disease or who are high on cardiac risk factors. It is not 
known whether repeatedly inducing arrhythmia can ul­
timately increase the seriousness of the arrhythmia. The 
rationale for the studies of noise during sleep and car­
diac arrhythmia was as follows. 

a) Common cognitive stresses (mental arithmetic, 
driving in traffic, a stress interview) has been found 
to increase heart rate and cardiac arrhythmia in peo­
ple already subject to this disorder. The arrhythmic 
response appeared to be more marked than the in­
crease in heart rate. 

b) Traffic noise during sleep increases heart rate. The 
response recurs during sleep, even though it had ap­
parently habituated during wakefulness. 

c) Several studies indicated that cardiac arrhythmia 
was associated with certain sleep stages, and sleep 
stage change. 

d) Noise during sleep induces sleep stage change. 

The field study, carried out with volunteers living adja­
cent to Pennant Hills Road, Sydney, indicated that in 
two subjects truck noises during Stage 4 sleep may have 
been associated with increased likelihood of arrhythmic 
events 20 to 40 sec later (Carteret al., 1994a). It was de­
cided to repeat the study with volunteer outpatients of 
the Cardiology Department at Royal North Shore Hos­
pital, who had presented with frequent cardiac arrhyth­
mia. These subjects slept in a laboratory and were pre­
sented with recorded aircraft and truck noise events (65-
72 LAmax) during sleep (Carteret al. , 1994b). 

The findings of this study were statistically reliable, but 
unexpected. It was found that cardiac arrhythmia, in the 
form of ventricular premature contractions (VPCs), was 
associated with Stage 4 sleep, but not noise. Indeed there 
was a distinct, but not statistically significant, trend for 
fewer VPCs to occur after an arousal response to noise 
than when the noise failed to induce an arousal response. 
There was also a trend toward fewer VPCs to occur, the 
more sleep stage changes occurred immediately after a 
noise event. Stage 4 sleep is associated with very slow 
heart rate. VPCs during Stage 4 sleep are likely to be 
due to some cells depolarising before the normal pace­
maker cells. An increase in heart rate due to noise or a 
noise-induced change to a ' lighter' sleep stage might 
have forestalled these 'escape' beats. 

Do these results mean that noise during sleep has no ef­
fect, and may even benefit people with cardiac arrhyth­
mia? Probably not, for several reasons. One is that the 
subjects in thi s study all had low grade (less serious) 
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VPCs. Subjects with very frequent and rapid trains of 
VPCs were not tested. Another is that the noise was fa­
miliar, and of low frequency, moderate level and gradual 
onset. Well ens et al. (1972) found that the noise of an 
alarm clock (high frequency, high level, sudden onset) 
regularly induced ventricular fibrillation (very, fast, 
weak and uncoordinated ventricular beats) in a subject 
with heart disease. Again, Michalak et al., (1990) found 
that the noise of a low flying military aircraft caused 
very large increases in blood pressure in elderly people. 
These inceases in BP were probably associated with 
rapid increases in heart rate and therefore cardiac ar­
rhythmia, but these were not studied. Second, Otsuka et 
al. (1982) showed that in addition to VPCs during SWS, 
tachyarrhythmias (rapid successive VPCs) were common 
in REM sleep, suggesting that noise during REM sleep 
may well increase the frequency, and possibly grade, of 
tachyarrhythmias, in susceptible people. 

Final answers on whether environmental noise can in­
crease the frequency or grade of cardiac arrhythmias will 
therefore depend on investigations into the effects of 
noise from e.g. low flying military aircraft and very fast 
trains, and studies of people with forms of arrhythmia 
other than isolated (Grade 2) VPCs. 

Noise, Sleep and the Immune System 

Sleep and the Immune System 
Evidence is increasing that sleep, specifically SWS, and 
the immune system are linked. This evidence comes 
primarily from research into immune parameters during 
sleep and insomnia, experimental studies of sleep depri­
vation, and experimental infection in animals. 

Thus the plasma cytokines Interleukin-1 and Interleukin-
2, which facilitate immune response, increase during 
SWS (Moldofsky et al., 1986). Secretion of Human 
Growth Hormone (hGH), which is associated with gen­
eration of cytotoxic T lymphocytes, increases at onset of 
SWS, and is inhibited by sleep deprivation (Sassin et al. , 
1969). Non-REM sleep (NREMS), total sleep time, and 
sleep efficiency are correlated with natural killer (NK) 
cell activity in humans (Irwin et al. , 1992). 

Rabbi ts infected with Staphylococcus aureus infection 
recover quicker, the more time they spend in SWS dur­
ing the period of infection (Toth and Krueger, 1988). 
Brown et al. (1992a) gues ed that the effect of leep 
deprivation depended on its occurring imultaneou ly 
with infection. They carried out three tudie and 
showed that under the e condition le p deprivation re­
duced antib dy re pon e to heep r d bl d cell in ra 
(Brown et al. , 19 9a), while in mice it cancelled the ef­
fect of prior irnmuni ation again t influenza . viru 
(Brown et al. 19 9b). Howe er in human 24-hour 
sle p depri ation appeared to incre e immune re pon 
to a typhoid vaccine. 
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(Brown et al., 1989b). However in humans 24-hour 
sleep deprivation appeared to increase immune re­
sponse to a typhoid vaccine. 

Recently, Everson (1993) found that prolonged (3-
weeks) sleep deprivation led to decline and death in 
initially healthy rats, apparently without any physio­
logical changes other than massive systemic infection 
in the last few days of the ordeal. She speculated that 
this was due to collapse of the immune system, a find­
ing which she believed had immediate clinical implica­
tions, particularly for" ... the critically and terminally ill 
who may suffer profound sleep disruption because of 
pain, grief, discomfort, and therapeutic interventions." 
(Everson, 1993, R1153). 

The above studies totally deprived subjects of sleep. It 
may be drawing a long bow to suggest that environ­
mental noise could have comparable effects. However, 
environmental noise affects millions of people around 
the world. In view of this and the above findings it must 
be asked whether such noise could interfere with sleep 
sufficiently to reduce the effectiveness of the immune 
system. It must also be asked whether, because of 
greater exposure to noise during sleep, illness, or other 
reasons, some people are particularly vulnerable to this 
effect. 

Research by NAL and the University of New­
castle 
There are reports of at least 12 studies, including stud­
ies of people sleeping in their own homes with, and 
without, sound insulation, which suggest that environ­
mental noise can reduce total time in SWS in young 
adults, even after some years of nightly exposure. One 
of these studies, which showed 30% reduction in SWS 
due to traffic noise, was carried out with shiftworkers 
sleeping during the day (Ehrenstein and Miiller­
Limmroth, 1975). When taken together with data link­
ing SWS with immune response, these results suggested 
that traffic noise during sleep could impair immune re­
sponse in humans, and a study was carried out at NAL 
to test this possibility. 

In this study 2 groups of nurses on permanent night 
shift slept in the NAL sleep laboratory for 4 days. Each 
subject took an oral typhoid vaccine (Typah Vax) before 
sleeping on Days 1, 3 and 4. Group 1 were exposed to 
traffic noise during the sleep period, consisting of noise 
from 8 truck passbys per hour at 64±2dB LAmax• mixed 

with 45 dB LAeq continuous traffic noise. Group 2 slept 

in 30 LAeq continuous traffic noise. Saliva samples were 
taken before sleeping on Days 1, 4, 9, 14, and 21 and 
assayed for IgA and IgM antibodies. It was found that 
total SWS and total Stage 4 sleep was significantly less 
in the Noise than the Quiet group (p<0.05), and that 
there was a strong correlation (r=0.65; p<0.05) between 
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total Stage 4 sleep and IgA antibody response at Day 21 
over all subjects. 

A somewhat puzzling finding was that although total 
SWS and total Stage 4 sleep differed between Noise and 
Quiet groups there was no significant difference be­
tween them in Day 21 IgA. A likely explanation is that, 
as well as noise, there were other determinants of SWS 
in these subjects which obscured the relation between 
noise, Stage 4 and the immune response. An alternative 
explanation, which is not, however in accord with sleep 
deprivation studies, is that the immune responses 
caused the increases in Stage 4 sleep. Again, the Noise 
group did show greater IgM response at Day 9. This re­
sult is in accord with Brown et al.'s previous findings 
in humans following 24-hour sleep deprivation, and 
represents an as yet unexplained perturbation of im­
mune response which may be related to the Day 21 IgA 
assay. 

Clarification of these results requires testing many more 
subjects under field conditions, such as for example, 
shift workers sleeping in their own homes under air­
craft flight paths at a busy airport. Proposals to carry 
out such a study have not so far attracted the required 
funding. 
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Prediction And Amelioration Of Environmental Noise 
From Large-Scale Industry 

Peter F. Teague 
Vipac Engineers & Scientists Ltd 

21 King William Street 
Kent Town SA 5067 

Abstract 

We present a description of the procedures and techniques used at Vipac for undertaking noise as­
sessments for large industrial contracts. Project objectives are typically to characterise and quan­
tify the various components of noise generated and to assess the impact of different operational 
scenarios on the existing and projected environment. We focus on two major industrial projects: 
an EIS for a proposed waste landfill at a disused quarry site, and reducing noise (in an adjacent 
community) from a large industrial plant with over 120 critical sources. The advanced Sound­
PLAN software package is used for predicting (and validating) the extent and levels of noise gen­
erated for different scenarios and conditions. In addition, the software can simulate the effect of 
various noise control measures and aid in the design and placement of noise barriers. 

FUTURE LANDFILL NOISE LEVELS 
A noise assessment study was performed for a putre­
scible waste landfill proposed for an exhausted sand­
pit in a large quarry. This involved conducting a sur­
vey of the current background noise levels at key 
boundary locations of the proposed site, and predict­
ing the potential noise levels associated with landfill 
operations. 

The site lies completely within an Extractive Indus­
trial (EI) Zone and immediately adjacent to a Resi­
dential One (R1) Zone and the Hills Face (HF) Zone. 
The narrow strip of domestic premises lying along 
the boundary between the R1 and EI Zones will be 
classified as "Urban Residential with some Manu­
facturing Industry"; it needs to be determined 
whether, as a result of landfill operations, this region 
experiences noise levels greater than the maximum 
permissible levels cited in the statutory legislation, 
'The Environmental Protection (Industrial Noise) 
Policy 1994". 

The proposed landfill site is bordered to the south by 
current extractive and other quarry operations. To 
the north, west and east the site is bordered by steep, 
bare hillsides. The leading edge of two small resi­
dential areas starts about 20m back from the north 
and west boundary of the site. The western boundary 
is also bordered by a gravel road currently carrying 
minimal traffic. 

The proposed landfill will be developed in a number 
of cells (50m wide) progressing from north to south; 
this will be performed in two major stages, where 
Stage 1 is projected to take 10-12 years. Digital Ter-
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rain Models (DTMs) show a total available volume 
of airspace of almost 2 million cubic metres. 

Existing noise environment 
The steady background noise level was measured in 
continuous remote monitoring mode over the period 
of one contiguous week, at two locations on the pe­
rimeter of the landfill site. Periods of manual meas­
urement acquisition were performed at various loca­
tions within and around the site for effective event 
discrimination. This also allowed for the determina­
tion of individual noise source levels and spectra. 

The measurements were performed using Type 2 
Precision Sound Level Meters (Larson Davis Model 
700; nominal accuracy to within ± 0.5 dB) with A­
weighting and slow response. A sampling time of 15 
minutes was used for the determination of the Leq 
and Ln levels. The equipment was calibrated before 
and after each set of measurements using a Precision 
Acoustic Calibrator source. 

The highest Leq level measured was 55 dBA (below 
the criterion level of 58 dBA); typical day (7 a.m. to 
10 p.m.) Leq and ~0 levels were 45 dBA and 38 dBA 
respectively. The noise level is dominated by wind 
and traffic noise generated outside the subject site 
and not by existing operations from within the 
quarry. 

The measured data exhibited no significant tonality, 
intermittency or impulsive characteristics. Directivity 
was primarily governed by prevailing wind direction 
and immediate site topography. 
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The sound power level and spectral data (in octave 
bands from 31.5 Hz to 8 kHz) were generated for 
existing quarry sources (plants, trucks etc.) from 
LD2900 data obtained on site, providing vital input 
data for the predictive simulations. 

Predicted noise environment 
We simulate the potential new sources of noise gen­
erated by the proposed landfill operations (along with 
the major current quarry noise sources). The result­
ing noise levels are then calculated at six con­
trol/receiver points around the site for a range of 
different operational scenarios, future planning hori­
zons and conditions. 

Model description 
The model was generated using the SoundPLAN 
(version 3.72) software package. The SoundPLAN 
environment allows the propagation of noise from 
mulitple source types (incorporating reflection, dif­
fraction, and absorption/attenuation processes) to be 
calculated, interactively analysed, and graphically 
illustrated and dimensioned. 

The topography of the site was entered as continuous 
contour lines. The residential houses bordering the 
site were entered as oblong obstacle (diffractive bar­
rier) walls of height 4m. The bordering access road is 
treated as a dual carriageway supporting projected 
average hourly levels of traffic noise (from trucks 
and cars) and implemented as a linear source with 
truck spectral characteristics. 

Current quarry sources incorporated into the model 
include a Crushing Plant and Batching Plant. Cur­
rent truck noise is ignored as it is predominantly 
confined to other sections of the quarry. 

New sources (due to proposed landfill operations) 
added to the model include: a Compactor Plant at a 
transfer station (about halfway along the western 
boundary), trucks and cars running and unloading at 
the transfer station, a bulldozer operating and mov­
ing earth/waste in landfill cells, trucks operating and 
dumping near end of cells, forecast traffic noise 
along the access road, decelerating/accelerating traf­
fic noise in the vicinity of the transfer station. 

Six monitoring receivers (2m height above ground) 
were established in the model at two background 
measurement locations, two source control points 
near the Crushing Plant, and two house monitor 
points located just in front of the leading edge of the 
two residential areas. The model was validated 
against measured existing background levels; accu­
racy of the model was within ± 1 dB A. 
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We implemented realistic scenarios with full opera­
tional conditions. One truck and one bulldozer will 
be operating continuously at full power at the cen­
troid of the currently active fill cell. The compactor 
and trucks will be operating continuously at the 
transfer station. Throughout all scenarios the 
Crushing and Batching Plants in the main part of the 
quarry are operating continuously. 

Results 
For all scenarios the bulk of the residential areas will 
experience noise levels less than the 58 dBA crite­
rion. However, for the worst case scenarios (filling at 
top of two nearest cells) the edge of the residential 
areas experience levels up to 6 dBA above the crite­
rion level. Traffic along the access road introduces 
insignificant noise levels (typically less than 50 
dB A). 

A model run with a 3m high barrier wall placed 
along the north and west boundary showed that the 
levels in the boundary region of the residential areas 
will remain below 58 dBA. 

Suggested ameliorative measures for client 
To reduce the noise levels in the boundary region 
below that which is permissible, it is recommended 
that a 3 to 4m high earth barrier wall be constructed 
along the north and northwest perimeter. Passive 
noise control on machinery sources (eg. retrofitted 
silencers for the filling bulldozer and truck exhausts) 
will be necessary to reduce levels. In addition, to a 
much lesser extent, dense plantings (at least 50m 
wide and 4m high) will help to further reduce the 
impact. 

MAJOR INDUSTRIAL PLANT NOISE IMPACT 
Following complaints regarding residential noise 
levels due to a major industrial plant, and associated 
assessments relative to EPA regulations, Vipac have 
developed a practical noise control package. 

The initial task was to measure the sound power and 
spectra of 120 key sources and four extensive plant 
buildings at the factory. Predictions of residential 
sound levels were made using SoundPlan including 
derivation of individual source contributions. A clear 
noise reduction strategy was subsequently developed. 

Existing noise environment 
The total sound power of the principal plant noise 
sources was measured and calculated to be 114 dBA, 
with the Co-Generation Unit and filter fan exhausts 
being measured as the strongest sources. 

Complete removal of these strongest sources will 
lead to only a 5 to 7 dBA reduction in plant sound 
power level. Secondary sources will most likely need 
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treatment, in particular those located closer to the 
residential area. 

Ranking of existing sources in terms of their contri­
butions to residential sound levels showed that the 
Co-Generation Unit, the Cooling Tower, Boiler 
House and roof/wall-mounted filter exhausts are the 
most important sources. 

Noise levels at residential locations exceeded regula­
tion criteria by 5 to 14 dBA. 

Predicted noise environment 
A detailed existing noise model and noise control 
model were developed for various operating modes of 
the plant. 

To construct the noise model, measured sound power 
data were imported to SoundPlan and combined with 
coordinate geometry data obtained from plant layout 
drawings and council area maps. Soundplan was 
then used to predict the residential noise levels adja­
cent to the plant for different scenarios/conditions. 

It is clear that many sub-sources contribute to the 
community sound levels at several residential loca­
tions. Model predictions were validated and shown to 
agree with measured levels to within ± 1.5 dB A. 

A noise reduction of 15 dBA is required; application 
of noise control treatments to many sources including 
the Co-Gen Unit, filters/fans, the Boiler House and 
the Cooling Tower will be necessary. Within the Co­
Gen Unit there are many sources of similar strength 
so that treatment of one ,or two sources will achieve 
only marginal net sound power reduction. Barrier 
walls will need to be considered. 

The desired noise reduction of 15 dBA is not 
achieved with any of the barriers modelled, primarily 
due to the reflection of sound from adjacent walls. 

Amelioration measures 
Even with a practical maximum barrier height of ten 
metres a noise reduction of only 8 to 10 dBA is cal­
culated. The use of absorptive lining on the barrier 
was estimated to provide very little benefit(< ldBA) 
as the main Co-Gen acoustic sources reflect most 
strongly off the adjacent Boiler House wall. 

In order to achieve a 15 dBA reduction, additional 
noise control at source is required in addition to the 
barrier effects. Noise controls were applied in the 
model to the strongest sources; the resulting noise 
reduction was about 3 dBA . 
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A complete noise control strategy was evolved from 
the calculations to bring residential noise levels 
within the EPA criterion of 50 dB A. This involves: 

A) Construction of a 8 metre high, 50 metre long 
barrier around the complete Co-Gen and gas 
turbine unit. 

B) Treatment of Co-Gen Unit component sources 
where significant reductions can be achieved 
with relatively local treatments. For example, 
treatments are proposed for silencing the air 
outlets on walls; cladding of the stack casing; 
and silencing the Oil Cooler Discharge Stack. 

C) Fitment of silencers to the filter exhaust stacks, 
air filter intake ducts. 

D) Enclosure of compressors and several electric 
motors within Boiler House. 

Sound level predictions were repeated with the noise 
controls listed above; resultant residential sound lev­
els lie below the 50 dB A criterion limit 

These treatments should bring the residential noise 
contribution associated with operation of the Co-Gen 
Unit to less than 45 dBA, so that, when operated 
with the rest of the plant (including the above treated 
items), the overall noise levels in the residential ar­
eas will comply with EPA regulations 
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Aircraft Noise Impact At Grahamstown Public School 

G. E. Woods 
Department of Public Works And Services 

2 - 24 Rawson Place, Sydney 2000 

Abstract 

This paper documents the design approach, criteria and ultimate measurement of aircraft noise in­
trusion upon a school subjected to aircraft noise impact from FA18 fighter aircraft Achieving ex­
cellent acoustic conditions responsive to client needs is not simply a matter of installing the best 
components, it's a matter of design. For new facilities, potential problems should be designed out 
during the design review and evaluation process as was the case of Grahamstown Public School. 
One of the main challenges here was to achieve an acoustic environment where the school is habit­
able without intrusive aircraft noise. This paper also comments on: (a) the requirement to accurately 
determine the external aircraft maximum noise level, and (b) the importance of low frequency iso­
lation performance, and © the importance of window unit selection in the overall isolation per­
formance. 

Introduction 
ANEF contours Aircraft noise exposure was recognised during the early 

planning stages for Grahamstown Public School in 1989 
when the site and surrounding area were still undevel­
oped rural land. The urban sprawl from Raymond Ter­
race was expanding in an easterly direction towards the 
planned subdivision of Grahamstown. The final design 
process for this school occurred during the period 1992-
93. 

The 1990 Australian Noise Exposure Forecast (ANEF) 
map for Williamtown RAAF Base indicates the pro­
posed school site to be located between the 20 - 25 
ANEF contours. 

Grahamstown Public School is located approximately 3 
kilometres north-east of Raymond Terrace and approxi­
mately six (6) kilometres north-west and in the direct 
flight path of the main runway '12' at Williamtown 
RAAF Base. Williamtown RAAF is the home base of 
squadrons flying FA18 fighter aircraft and training air­
craft, such as Macchi jet trainers. Other RAAF aircraft 
also visit Williamtown, including F-111, Hercules, Cari­
bou, Orion, Boeing 707 and various types of helicopters. 
Civilian aircraft serving the Newcastle area also use the 
airfield. 

School , University Less than 20 ANEF 

NOTES: 

Australian Standard 2021 in table 2.1 indicates that this 
location is conditional. 

Noise impact 
The potential noise impact on this site is considered 
greater than AS2021 indicates, due to "touch and go" 
exercises which occur on a regular basis. These events 
are usually two FA18 's or a Boeing 707 touching the 
runway then taking off to circle the airport and repeating 
the exercise. The time between events ranges between 
18 and 27 minutes. The 1990 ANEF map for William­
town does not take into account the e events. 

Ventilation requirements 
The normal situation for NSW Department of School 
Education school building is to naturally ventilate un-

ANEF Zone of Site 

Conditional 

Greater than 25 

1. The actual location of the 20 ANEF contour i di f fi cult to define accurately, mainly because of variation in aircraft night 
paths. Because of this , the procedure of Clau e 2.3.2 may be followed for building it ou i e but near to the 20 A 
contour. 

2. Within 20 ANEF to 25 ANEF, some people may find that the land is not compatible with residential or educational u 
Land use authorities may consider that the incorporation of noi e control featu in the construction of idences or chool 
is appropriate (see also Figure C I of Appendix C). 
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less the local climatic conditions or other 
site specific circumstances create unac­
ceptable conditions within the teaching 
areas. 

Site aircraft noise exposure 50 

Site measurements and information re- teach areas 55 
cci~dfromD~~me~~Defunrei~ ~=~~~=~==~~~~+--------------~ 
dica~dili~iliemarimuma~craftn~~ ~W~m~k~s~h~o~~~~a=s=i=a----~-------7_5 ______ ~ 
would be generated by FA 18 aircraft. 
The maximum noise level of 92dB(A) was also unoffi­
cially confirmed. This information matched our previous 
measurement indication. 

Aircraft operations 
The type of aircraft operations from Williamtown Air 
Force Base which impact upon this site range include 
normal activities and training exercises. Normal activi­
ties are both landings and take-off movements. The 1992 
ANEF contour map indicates a average daily total of 
195 aircraft movements, with 170 being military and the 
remainder light aviation aircraft. Training exercises con­
sist of ' touch and go ' routines. 

The "touch and go" operations will generally number 
greater than 20 movements during the days these opera­
tions are flown. With the number of operations and the 
anticipated aircraft noise levels early acoustic advice 
was to relocate the school or fully isolate and mechani­
cally ventilate, rather than naturally ventilate which is 
the Department of School Education preference. 

Measured noise levels 
The early aircraft noise level measurements recorded in 
1989 at the site indicated a maximum level of 92dB(A). 

This maximum level was used during the initial design 
process and included in the project specification. 

Design process 
There are many different project procurement methods 
available to provide new school buildings. In this case 
the Design Develop & Construct (DD&C) method was 
selected. The DD&C contract documents provided a de­
veloped plan and elevations plus specification indicating 
design requirements is provided. The specification was a 
combination of specific nominated products and overall 
performance criteria. 

An acoustic design statement was provided in the speci­
fica tion whi ch: 

• nominated the maximum aircraft noise level, 

• nominated isolati on performance of major building 
element , eg roof/ceiling , walls, windows, 

• nominated reverberation times for teaching areas 
and multi purpo e hall , 
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• nominated that post construction acoustic perform­
ance testing would be undertaken. 

Design approach 
The availability of aircraft noise data impacting upon the 
proposed school during the early design stages was lim­
ited. Using this information and the Australian Standard 
2021, particularly the calculation approach outlined in 
the Appendix to determine the relevant facade ANAc 
(Aircraft Noise Attenuation). 

Australian Standard 2021 in table 3.3 indicates Indoor 
Design Sound Levels For Aircraft Noise Reduction As­
sessment. 

In reviewing the available data it was determined that 
the following design criteria would be used for this proj­
ect: 

• maximum aircraft design noise level 92dB(A), 

• reverberation time within teaching areas within the 
range 0.3 - 0.5 seconds @ 500Hz, 

• determination of the individual facade element 
STC requirements would be provided to the ten­
derers . AS2021 calculation would be used to de­
termine STC performance. These calculations in­
dicate the following performance requirements 
with a 0.5 second reverberation time within the 
room. Roof/ceiling STC 50; wall STC 46; and 
window STC 43. 

• require successful builder to provide acoustic re­
port to ensure that acoustic design criteria has been 
incorporated into the construction. 

Normal construction methods were used for the design 
details. In addition no specific acoustic site inspections 
were conducted during the construction period. 

Construction 
The early construction proposals indicated brick veneer 
external walls, multiple barrier layers. The roof ceiling 
proposal was for a metal roof sheeting with thermal in- · 
sulation under and an acoustic barrier ceiling below on 
the hori zontal. This ceiling consi ted of perforated metal 
strip ceiling with fibreglass absorption behind and a lay 
in pia terboard barrier ceiling above. 
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Table 3. 

0.4 seconds 0.4 seconds 

Teachin Area 0.3 seconds 0.35 seconds 

During the final design process there was considerable 
discussion regarding the final window format. Ulti­
mately a single glazed sliding window with 12mm lami­
nated glass was selected. This was not the original win­
dow selected, but because of operational and mainte­
nance requirements was selected over other window 
units. 

The underside of the extended eaves were lined with 
perforated corrugated metal sheeting. Acoustic absorp­
tion was provided between the perforated lining and the 
metal roof sheeting. 

Particular care was taken to ensure that normal con­
struction methods were incorporated and ease of con­
struction was achieved. 

The sketch drawing attached indicates the final con­
struction format. 

Post construction measurements 
The acoustic design approach was to keep the construc­
tion details within the normal constru~tion methods. To 
this end considerable discussion and sketch details were 
provided to the builder explaining the logic of specific 
material selections. the success of the approach was the 
acoustic performance testing achieved the desired re­
sults. 

Reverberation results 
The design target reverberation times within teaching ar­
eas was 0.3 - 0.5 seconds @ 500Hz. Acoustic measure-

ments have been conducted with the results shown in ta­
ble 3 above. 

Aircraft intrusion results 
Simultaneous aircraft intrusion measurements have been 
conducted in one Teaching Area only. The results of 
these measurements indicate maximum external aircraft 
noise levels of 96dB(A) at the school. This is 4dB(A) 
higher than stated in the design criteria and also higher 
than our previous measurements. 

The maximum internal noise levels with the windows 
closed were 59dB(A). During these flying operations the 
overall attenuation achieved was 37dB(A). 

Additional measurements were also conducted with the 
windows 50% open. During these measurements the 
maximum external level was 95dB(A) and the internal 
level 72dB(A). The overall attenuation achieved was 
23dB(A). The following graph highlights the perform­
ance achieved for both sets of measurements. 

Subjective results 
The principal and staff have indicated favourable com­
ments about the aircraft noise isolation achieved at this 
school. Particularly when compared with other tradi­
tional educational design approaches in the local area in­
fluenced by aircraft noise. 

Staff have also commented about the 'quietness' and 
'ease of communication' within the teaching areas. This 
is attributed to the lower than normal reverberation time 
within the teaching area and the fact that effective com-

Aircraft Noise- Windows 0% & 50% Open 
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munication is achieved without the neces­
sity to raise the voice level. 

Discussion 
Two important issues emerge in analysing 
this project and the performance results. 
The low frequency isolation performance 
and the determination of aircraft maximum 
noise level. 

The performance results indicate a loss of 
performance below 250Hz between win­
dows open and closed. This can be partially 
explained by the change of window design 
from double glazed units to single glazed 
sliding windows. Another contributing 
factor at this stage was the lack of accurate 
aircraft noise levels in octave band data. 

The second and most important aspect con­
cerns the determination of the maximum 
aircraft noise level. Measured results indi­
cate internal noise levels of Lmax 59dB(A) 
when subjected to an outside noise level of 
Lmax 96dB(A). This outside noise level is 
L max 4dB(A) above the nominated aircraft 
design level. The inside measured is also 
Lmax 4dB(A) above AS2021 nomination for 
teaching areas. 

The importance of correctly assessing the 
maximum external aircraft noise levels 
cannot be overstated. 

The subjective responses from the teaching staff indicate 
that achieving results close to AS2021 requirements will 
provide acoustic conditions which can be used for 
teaching purposes. 
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Effects Of The Acoustically Degraded Or Competing 
Speech Signal On Auditory Processing 

Ronald A Wilde 
Curtin University 

ABSTRACT 

The speech signal can be modified in a variety of ways. It can be enhanced by several means, but 
more often, it is degraded in the normal environmental context. We have been using a small num­
ber of standardised tests to describe the performance of school aged children when the primary 
speech signal is challenged by means of filtering, presented in an auditory figure ground of noise, 
and in competition with linguistic material. These types of tests generally fall within the realm of 
assessing deficits in auditory processing as an aspect of learning disabilities, and are a useful tool 
in planning educational strategies for the child experiencing these difficulties. 

We have come to rely on the undistorted acoustic signal 
as a benchmark of normal communication. We spend 
vast amounts of money to ensure that the music through 
our home sound system is faithfully reproduced and we 
can quibble over whether the human ear is even capable 
of discerning the difference between listening to two 
systems which have marginally different specifications 
relating to measurements of distortion or frequency re­
sponse. 

signals (speech or otherwise) are degraded. By way of 
background these can be simplified into a number of 
categories. Of course any given category is not mutually 
elusive. There is no pure acoustic event. Those who are 
interested in Heisenberg's uncertainty principle know 
this. None-the-less, very general area of what we deem 
"hearing" or "speech perception and discrimination" are 
useful measures of an individuals ability to use an 
"acoustic" signal to understand, learn or make an appro­
priate response. 

The everyday world does not provide the luxury of high 
fidelity in normal communicative environments. Al­
though this is most obviously evident in industrial noise 
environment, it is also obvious that the acoustic envi­
ronment children's classroom plays a large part in their 
learning. 

Among other things, a number of signal conditions have 
been identified as contribution to the processing of 
speech. The conditions are analogous to auditory func­
tions which can be assessed with a variety of commer­
cially available materials. 

There are many forms of distortion or means by which 

Function 

Binaural Separation 

Binaural Fusion 

Auditory Figure Ground 

Resistance to Di stortion 
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Assessment 

SSW (Katz) 

Competing Words (SCAN) 

Competing Sentences (Willeford) 

Competing Sentences (SCAN-A) 

Filtered Speech (Dichotic) 

RASP (Willeford) 

G-F-W (Test of aud itory perception) 

SPIN 

AFG (SCAN) 

Time Compressed Speech 

Filtered S ech (SCAN) 
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INPUT MODES 

Monotic 

Diotic 

Dichotic 

Distortion 

EXTERNAL 

Acoustic 

Temporal 

INTERNAL 

Cochlear 

Brains tern 

Cortical 

SEMANTIC DIFFERENTIATION OF SPEECH OR ACOUSTIC SIGNAL 

PERCEIVING 

HEARING 

LISTENING 

PROCESSING 

UNDERSTANDING 
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Binaural interaction, whether fusion or separation, 
places significant reliance on the neurological integrity 
of the two peripheral, brainstem, and cortical pathways 
for the signals. 

Measures- of CAP 

Behavioural 

Physiological 

Subtest 2, auditory figure ground: 
Two lists of 20 undistorted monosyllables are presented 
in the presence of multi talker babble noise at +8 SIN ra­
tio. Again, two words are presented to each ear in alter­
nation. 

Test 3, competing words: 
Two lists of 25 monosyllabic word pairs are presented to 
the right and left ears with simultaneous onset times. 
The first 25 word pairs are directed right task and the 
second 25 directed left task. 

Scores are norm-referenced, that is, interpretation is 
based on a comparison of child's performance to age 
level peers. This can be compared as an overall score or 
on the basis of subtests. Raw scores are converted to 
Standard Scores and can then be expressed in terms of 
percentiles or standard deviations or age equivalents. 
Confidence levels are provided. 

The technical characteristics of reliability and validity 
measures are included in the manual and are sufficient 
for this test. Reliability measures consist of Internal 
Consistency, Test-Retest Reliability and Standard Error 1....----------------------- of Measurement. Validity assessment included Content, 

Assuming a "normal hearing" system, what effect does 
distorted acoustic input have on behavioural aspects of 
speech perception? The SCAN test was developed to 
address the following purposes: 

1. to determine possible disorders of central nervous 
(systems) functions by assessing auditory matura­
tion. 

2. to identify children who may be at risk for auditory 
processing or receptive language problems who 
may require additional audiological and language 
testing. 

3. to identify children who may benefit from specific 
classroom management strategies to improve 
auditory and language processing abilities. 

Test materials consist of a cassette tape, recording forms 
and instruction manual. It was designed to be adminis­
tered on a high quality portable stereo cassette player 
with two high fidelity headphones or (as is used at 
Curtin) a high fidelity stereo tape deck, two channel 
audiometer with matching earphones. The test can be 
administered in any quiet room in a face-to-face fashion . 
Presentation is at MCL with bilaterally equal Sensation 
levels. A test prerequisite is normal and symmetrical 
hearing levels. 

The three subsets of the test are as follows: 

Subtest 1, filtered words 
Two list of 20 monosyllabic words are low-pass filtered 
at 1000Hz with filter roll-off of 32 dB/octave. Two 
words are presented to each ear in alternation, so that 
each ear has received a list of 20. 
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Construction, and Criterion-related validity. 

In general for the original study, there was no signifi­
cant difference between males and females, or matched 
samples of English and English-as-non-primary lan­
guage students. This suggested that Australian children 
would not be adversely affected by the General Ameri­
can accent on the tape. However, as part of a Masters 
Degree program, the test was normed on a local Western 
Australian population. 

Test results and implications for children in both Ameri­
can and Australian populations are discussed. 

Results for producing both norms were based on ~n ap­
proximate stratified sampling procedure. That IS, at­
tempts were made to distribute such factors as age, sex, 
SES, geographies, parents occupation, ethnicity, etc. 

Both results showed an age related progression, or de­
velopmental attributes, in a po itive manner. In term of 
the topic today, we can as ume that the younger the 
child, the greater the influence (in a negative en e) 
acoustic distortion ha on the performance of the indi­
vidual. 

In practice, of cour e, raw core are c nverted to tan­
dard score by age, which may th n be u ed to determine 
where an individual fall within then rmal di tribution . 

The data obtained for Au tralian chi ldren were c m­
pared to that of the ori gi nal ample and ignifica~t dif­
ference were found in all ut 6 of the 32 compan on . 
The e exi tence of difference between the ample 

87 



Mean Raw Scores and Standard Deviations of One-Year Age Groups Administered SCAN Filtered Words (FW), Auditory 
Fig_ure Ground (AFG), Competing Words (CW) Subtests, and Composite (Comp). 

Mean Raw Scores 

AGE N FW AFG cw 
3 40 20.5 17.2 20.8 

4 54 25.6 23.2 31.0 

5 108 27.3 27.1 51.0 

6 130 30.8 30.9 65.2 

7 167 31.8 31.0 72.5 

8 169 33.1 32.5 77.4 

9 151 33.7 32.6 80.0 

10 132 34.6 33.6 82.8 

11 83 35.0 33.5 84.0 

From Kieth ( 1986) 

would therefore invalidate the use of normative data 
from the original sample thus supporting the need for lo­
cal normative data. 

There were no significant differences between the sam­
ples in isolated instances between the 4 year olds on 
AFG and CW, 8 year olds on FW, 9 year olds on AFG 
and CW, and 11 year olds on composite scores. This 
may have been due to the small number of children in 
the Australian and the original sample for the four year 
old age group, hence not enabling a true reflection of the 
existence of differences between populations. A further 
possibility may have been due to the general immaturity 
of this age group. Kieth ( 1986) cautioned the interpre­
tation of results for this age group because of the incon­
sistent attending of subjects within his data sample. 
Similar observations were made in collecting data for 
the Australian sample. 

In general, Australian children scored poorer on the 
American materials. However, since age group reliabil­
ity and validity were consistent, there is no reason to 
discount the use of the SCAN as long as the Australian 
norms are applied to the test tape. 

In summary, this is an example of age related auditory 
processing skills affected by distortion of the speech 
signal. 

If it fol lows that learning ski lls or abilities are related to 
processing and that processing is related to acoustic en­
vironment, perhaps more consideration should be taken 
into the acou tical design of classrooms and other 
learning environment . 
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Standard Deviations 

Comp FW AFG cw Comp 

58.5 7.6 9.4 18.5 29.7 

79.9 4.5 7.5 22.6 28.2 

105.5 4.7 4.1 18.0 22.9 

126.0 4.4 4.8 14.8 20.0 

135.3 4.3 4.0 14.8 19.7 

143.0 3.9 3.7 11.5 15.2 

146.3 3.4 3.7 7.9 11.3 

150.9 3.4 3.5 10.1 12.5 

152.5 4.1 4.4 9.7 14.9 
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The Ling Thing 

Paula Schneider1 and Jill Duncan2 

1 University of Western Australia, 2Curtin University 

Abstract 

In the field of education of the deaf and hearing impaired, the "LING THING" has been widely 
utilised. The Ling Thing has a foundation in specific acoustical properties of sounds and their 
representation of the entire speech spectrum. This presentation will review the acoustical proper­
ties of the the Ling Sound Test and its applications in the areas of audiology and education of 
children with hearing loss, generally known as the Ling Thing. 

This paper is printed at the end of this volume. 
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Phase-Out Of Older Noisy Jet Aircraft 

Mike Evenett 
Environment Monitoring Section 
Environment Policy & Programs 

Airservices Australia 

Abstract 

The Air Navigation (Aircraft Noise) Regulations were promulgated in August 1984. The Regula­
tions applied noise standards to aircraft imported into Australia or constructed in Australia, but did 
not affect aircraft already on the Australian Aircraft Register. The Regulations have been amended 
several times since 1984, mainly to specify stricter noise standards. The amendment of December 
1991 introduced a phase out procedure for jet aircraft already on the Australian register which do 
not comply with the latest noise standards. The phase out period commenced on 1 April 1995. 
This paper considers the effect of this amendment on the Australian Regular Public Transport fleet 
and on the aircraft noise exposure of residents near major airports. 

Regulations 
The Air Navigation (Aircraft Noise) Regulations were 
promulgated in August 1984 (ref. 1 ). The Regulations 
applied internationally agreed noise standards, which are 
detailed in Volume 1 of Annex 16 to the Convention on 
International Civil Aviation. (ref. 2) 

The initial standards, which applied to jet aircraft, are 
detailed in Chapter 2 of the Annex and specify maxi­
mum noise levels measured at three points: 

a) lateral noise measurement point: the point on a 
line parallel to and 650 m from the runway centre line, 
or extended runway centre line, where the noise level is 
a maximum during take-off; 

b) flyover noise measurement point: the point on 
the extended centre line of the runway and at a distance 
of 6.5 km from the start of roll; 

c) approach noise measurement point; the point 
on the ground, on the extended centre line of the run­
way, 120 m (395 feet) vertically below the 3 degree de­
scent path originating from a point 300 m beyond the 
threshold. On level ground this corresponds to a position 
2000 m from the threshold. 

These standards applied to subsonic jet aircraft for 
which the application for certificate of airworthiness for 
the prototype was made before 6 October 1977. Jet air­
craft noise certificated to Chapter 2 standards include 
the Boeing 727, the McDonnell Douglas DC9 and the 
Fokker F28. 

Stricter noise standards, detailed in Chapter 3 of the An­
nex, were applied to subsonic jet aircraft with an appli­
cation for Certificate of Airworthiness for the prototype 
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on or after 6 October 1977. Aircraft certificated to 
Chapter 3 include the modern high bypass engine air­
craft such as the Boeing 737-300s & 767s, the Airbus 
A300 & A320 and the British Aerospace 146s. 

Under the Regulations introduced in 1984 subsonic civil 
jet aircraft which did not meet the appropriate noise 
standards of Chapter 2 or 3 were not allowed to operate 
in Australia. Prior to the Regulations a policy existed to 
prevent the operation of non noise certificated jet air­
craft in Australia, after 1 January 1995 for domestically 
registered aircraft, and 1 January 1988 for foreign reg­
istered aircraft. The Regulations had various minor 
amendments, but a significant amendment was intro­
duced in 1991. (Ref. 3) The new Regulation 1 OB intro­
duced a phase out procedure for subsonic jet aircraft that 
did not meet the stricter noise standards of Chapter 3. 
The permission for these aircraft to operate in Australia 
was terminated : 

• 25 years after the certificate of airworthiness was 
issued; or 

• 31 March 2002;whichever occurs first. This ap­
plies to domestic and foreign registered aircraft. 

Noise impact 
In March 1995 there were two main types of Chapter 2 
noise certificated aircraft in u e in Au tralia; the Boeing 
727 and the Fokker F28. The Au tralian Aircraft Regi -
ter had even B727 and 16 FK2 li ted on 31 March 
1994 and a year later the number of B727 wa un­
changed , but there wa one fewer FK2 . The numb r of 
Chapter 3 jet aircraft u ed on dome tic tran port r ute 
included 4 Airbu A3 , 12 Airbu A320 57 B ing 
737 6 Boeing 767 , and 25 BAE14 . 
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Aircraft Type Passenger Take-off Sideline Approach Noise Certificate 
Numbers EPNL EPNL EPNL 

Boein 727-200 146 100.0 102.2 103.2 Cha ter 2 

Airbus A320-2 l l 144 87.8 94.3 96.4 Cha ter 3 

Fokker F28 Mk4000 65 92.9 101.7 101.4 Cha ter 2 

BAE 146-200 73 84.9 87 .3 95.6 Cha ter 3 

Take-off Noise Levels 

EPNL 

Boeing 727-200 Airbus A320-211 F28 Mk4000 BAE146-200 

Aircraft Type 

The difference in noise emitted by a Chapter 3 aircraft 
with simi lar passenger capacity to a Chapter 2 jet air­
craft are ill ustrated by the attached graph . (Ref. 4 & 5) 

The modern A320 is 12 dB less noisy on take-off than 
the older B727, while the BAE 146 is 8 dB less noisy 
than the FK28. The difference in arrival noise is close to 
6 dB in both cases. 

If we look at the number of operations by Chapter 2 
noise certificated jets at Perth Airport, an even better 
picture emerges. In July 1994 there were 35 operations 
by B727 aircraft and 536 by FK28s. These fig ures had 
fallen by July 1995 to no operations by B727s and 380 
operations by FK28s. While operations by FK28s had 
fallen by 42%, operations by BAE 146 aircraft had in­
creased significantly. 
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Perth Noise & Flight Path Monitoring 
Airservices Australia predecessor, the CAA, installed a 
Noise & Flight Path Monitori ng System (NFPMS) in 
Perth in 1994. Outputs from this system can be used to 
determine if the noise from different aircraft types, as 
measured by the system, displays the same reduced noise 
from the Chapter 3 aircraft, compared with Chapter 2 
aircraft, as predicted by the noise certification figures . 

For departures on runway 21, there is a Noise Moni tor­
ing Terminal at Cannington which can be used for this 
purpose. For B727 departures, the average LAmax was 
90 dBA; while for A320s the corresponding figure was 
80 dBA. The difference is slightly less than the noise 
certification figures, but sti ll shows very significantly 
reduced noise from the more modern aircraft. At Perth 
there are no Noise Moni tori ng Terminals on the ex­
tended centre line of the runway and close to the airport. 
It was not, therefore, possible to obtain reliab le figu res 
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BAE146 Take-off Noise, CAIRNS NMT 3, July-Sept 95 
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for the noise level of BAE 146 aircraft on take-off from 
the Perth Noise and Flight Path Monitoring system. 

I, therefore, used noise levels from the Cairns Noise & 
Flight Path Monitoring System and in particular from the 
Noise Monitoring Terminat the hockey field some 1.2 
kms from the main runway. This corresponded to 4.7 km 
from the start of roll for departing aircraft on runway 15. 
The figures for departures were FK28 90.5 dBA and 
BAE146 79.2 dBA. The difference of 11 dB is slightly 
higher than the difference in the noise certification lev­
els. 
The above charts show the frequency of the maximum 
noise level at the NMT north of Cairns Airport. Factors 
affecting noise level include weight of aircraft (load), 
head or tail wind and air temperature . For this site, an­
other factor is the take-off procedure which results in a 
left turn soon after departure in order to avoid fl ying 
over the city of Cairns. The aircraft are therefore not all 
directly over the NMT. 

Conclusions 
The great majority of Australia's domestic jet fleet are 
modern aircraft which meet the Chapter 3 standards. For 
Perth residents, there has been a marked reduction in the 
numbers of Australian registered Chapter 2 noise certifi­
cated jet aircraft using the local airport. The modern air-
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craft used by the Australian airlines are signifi cantly 
quieter than the older jet aircraft they replaced. 
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A New Monitoring System For General Aviation Fields 

Alan D. Walli/ & K.J. Davidson2 

1 Cirrus Research plc Hunmanby United Kingdom 
2MB & KJ Davidson Pty Ltd. M oorabbin Vic 3189 

Overview. 
Since the first 1990's technology airport monitor, the 
Cirrus Research CRL 24311, was installed at Mascot and 
Brisbane about 5 years ago, interest in airport noise 
monitoring has spread. In the early 1990's, following the 
Sydney installation, many large international airports in­
stalled new noise monitoring systems and found that 
they had a useful tool to help control the impact of their 
operations on the exposed population. Many of the new 
systems, like Sydney, had connections to the airport sec­
ondary radar so that the aircraft tracks could be moni­
tored and stored. In this way a correlation between flight 
track deviations and excess noise at a particular source 
could be made. 

It was not long before citizens groups, local authorities 
and even some operators were asking why smaller 
'feeder' fields could not have systems installed. The ob­
vious reason was the cost of the very complex and 
hugely expensive UNIX based systems such as were 
typically chosen by big airports, much of this cost being 
partly due to features more like computer games than se­
rious noise measurement. To reduce this cost Cirrus Re­
search plc introduced the first MS-WINDOWS program 
called RASP in 1991. RASP was a simple system, hav­
ing every possible acoustic index and measurement but 
having none of the 'bells and whistles' associated with 
the majority of UNIX offerings. 

A Windows system has always been typically one third 
the cost of its UNIX equivalent and now with the intro­
duction of Windows 95, is has adequate functionality 
making it just as fast and capable as UNIX in this appli­
cation. A system similar to that at Sydney can easily cost 
over $1 million, while an MS-WINDOWS systems such 
as at Dresden in Germany, would be about one third of 
this. However, a reduction in price of three to one was 
not enough for the GA fields and while $330k may seem 
small to large publicly owned airports, it is totally out of 
the reach of a small General Aviation operation. The 
task then given to our designers was to produce a system 
with measuring accuracy as good as a big system, but at 
a budget price; the target being a system costing less 
than $100,000, or £50,000, so obviously many compro­
mises had to be made. 

In a technical paper parameters such as "cost" should not 
normally figure as a main parameter, but in the case of 
these General Aviation airfields, this is the only con­
straint which stops them installing noise monitoring. 
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This then automatically becomes the most important pa­
rameter and the yardstick by which to judge success. 

The compromises 
The design team started with the specification of the Cir­
rus Airport monitor CRL 24311 and tried to decide what 
features were 'commercial' and which were essential for 
operation. Clearly, it is a hard commercial world and 
many features on the large monitor were there either 
mainly or solely because of competitive pressures. For 
example, no reasonable acoustician would think that in 
1995 'D' frequency weighting, third octave analysis, 'I' 
time weighting and Peak response are needed on a dedi­
cated airport monitor. However, one or more of our 
commercial competitors fitted these and to make sure 
that Cirrus were never excluded from a tender, these 
were all fitted to the CRL 24311. Their removal would 
certainly lead to reduced cost and lower power con­
sumption and improve reliability. The current working 
group document ISO TC43 -WG43 recommends that all 
measurements should be in dBA and thus confirms this 
view, so all these functions were removed from the 
specification for GA fields. 

The next significant cost was the security built into a 
Cirrus Noise Monitor. There are 20 different alarms, 
auto-dial to specified telephone numbers after an alarm, 
as well as dual sealing to make sure that water would 
never get into a Cirrus instrument. The case and internal 
covers of the CRL 24311 are stronger than any compet­
ing unit and are, as far as can be, vandal proof. However, 
at a GA field the operators are very happy to provide 
their own external security if this limits the initial cost. 
Finally some 'nice touches' were deemed not needed. For 
example, the mast is a beautiful tilting assembly and can 
be dropped by a single person easily. For the new sys­
tem, a fixed mast would be used, either mounted near 
ground level - with the appropriate acoustic correction -
or mounted on a suitable exi ting tructure. As well the 
very complex and totally waterproof, microphone back 
venting was removed in favour of a imple y tern. 

Finally, the method of connection to the public upply 
could be implified. Currently a eparate 'termination' 
unit i needed to meet the requiremen of variou na­
tional power and telephone authoriti . Thi all w the 
in tailing engineer to mount the y tern and then the 
public utilitie taff can come along and imply connect 
the external ervice without interfering with the y tern. 
To avoid all thi , the new unit w to imply plugged 
in like a dome tic appliance u ing a re idual circuit 
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breaker plug. This obviously requires waterproof con­
nectors, but these are now readily available at low cost. 

The next parameters to be investigated were the commu­
nications and the software. Typically, Airport Noise 
Monitors can communicate with their host computer by 
radio links, dedicated telephone lines, either tie line or 
'dial-up' as well as Infra red links, cell phones as well as 
direct RS232 connection etc. All these options added 
more code to the internal program, meaning larger 
memory sizes as well as added cost in supporting very 
large embedded codes. In addition, each of these, except 
direct connection, requires a MODEM which in itself 
not expensive, but which doubles the size of any batter­
ies needed and also adds to the complexities of the sys­
tem. For a GA field, most users are happy to visit the 
monitor once a week and collect the data by means of a 
laptop computer. An option offered by many potential 
users was to site the new monitor inside a building and 
then use a direct permanent connection to the host com­
puter via line drivers. This is a far less expensive option 
and while a MODEM can be specified as an option, it 
would operate only in 'dial-up' mode with a fixed proto­
col, all other methods being ignored. 

The host computer software did not need the features of 
a larger system and significant costs could be saved 
here. Both the UNIX and MS-WINDOWS systems are 
built round a map of the airport showing the current 
noise levels as well as the flight tracks. For a GA field 
this is too elaborate and a simple command line MS­
DOS program is more suitable and far less expensive, 
both to write and maintain. Using an MS-DOS based 
program also meant that the computer could be a much 
reduced device and even a simple, low cost, old fash­
ioned 80286 will operate fast enough. 

However, there was one feature that was not going to be 
compromised - the measuring accuracy-. The Cirrus 
NMT has been tested by several 'Pattern Approval' labo­
ratories and has the unique record of never having been 
failed on accuracy; this is one feature that had to be kept. 
To this end the same processor techniques were used 
where the short Leq is generated by the Wallis Holding 
method where only after Leq computation is the signal 
digitised. 

Design brief 
Given the compromises on specification, the first task 
was to find a suitable case, which would be adequate in 
terms of weatherproofing and at the same time be af­
fordable. A simi lar problem had been solved by the an­
nouncement at the 1993 Glenelg meeting of the new 
CR:245, a dedicated environmental monitor and the 
arne format would be almost ideal for the GA field 

monitor. Indeed, many of the internal blocks were logi­
cally very imilar o in fact the basic CR: 245 wa modi­
fied to be a dual purpo e in trument, capable of being 
configured in production to either role. 

The basis of the data acquisition is a 120dB dynamic 
span circuit which takes a new Leg value every 62,5mS. 
These short Leq values are used in the same way as the 
CRL 24311 to produce the type of data that would be 
needed by a GA field. For example, it is not sensible to 
have the instrument fully configurable as is the larger 
unit. Most GA operations do not have the luxury of a 
permanent acoustician on site and thus any attempt to re­
configure the unit could result in either a logical error or 
a parameter being chosen that make no real acoustic 
sense. On a conventional Cirrus airport monitor, a con­
figuration error is not very important as the unit can be 
re-configured remotely via the phone lines. However, 
this new unit was not intended to have a modem and thus 
any re-configuration would mean a site visit. Such a visit 
would not be part of a maintenance contract and would 
therefore have to be paid by the client. 

Because re-configuration on site was not a user ar­
rangement, the number of 'standard' measurements had 
to be carefully considered. For example, the normal Cir­
rus Noise monitor has 6 environmental noise groups op­
erating at different times or periods. All these periods 
and times can be set by the user and the 'recognised' air­
craft can be included or not. In other words, the envi­
ronmental groups can measure the actual noise or the 
noise with the aircraft events removed; thus giving the 
direct effect on the noise climate over any time period 
the operator desires. In the new unit, these would be 
fixed at installation to fit the country regulations and 
locked. 

The data taken by any noise monitor is then passed to 
some means of accessing and reporting the results and 
for the RASP system, a Paradox database is used. The 
early RASP systems had an MS-DOS version of Para­
dox as MS-Windows was not then available and a few 
airports such as Wellington, New Zealand still use this 
DOS database system. It was therefore a simple task to 
make the new MS-DOS program file data under the 
older conventions, which could still be read by the 
newer Windows version. Cirrus Research did have a 
program available to operate a single NMT, called 
243FATS, originally written to exercise an NMT rather 
than to operate it. This program could performs most of 
the basic functions of down-loading data etc., but was 
unusable to all except very computer literate users. It re­
quired the user to enter the memory locations in hexa­
decimal code and this limited it to a few engineer users. 
However, the basic code could be utilised in a new pro­
gram much more user friendly and this was ca11ed 3D 
(Data Download and Display). 3D could transfer data . 
from an NMT automatically or manually and file the 
data into the standard report format from which it could 
be printed. Obviously at this stage, deviations form tan­
dard can be accommodated, but the additional cost of 
modifying software is often beyond the mean of mall 
airports, so it wa very important to make the repor a 
univer ala po ible. 
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The final major task was to re-think the microphone 
system and installation problems. The CR: 245 has a 
beautiful locking microphone mount which fits into a 
travel case. For this system, an older microphone system 
the MK425 was to be utilised as the basis for the new 
unit. MK425 units have been installed in the north of 
Scotland for over seven years and not one has ever failed 
due to water ingress, so this unit is clearly suitable for a 
GA field. The new microphone is either mounted on a 
conventional tripod or it could be strapped to an existing 
pole or even wall mounted using standard television type 
mounting brackets, available world wide at very low 
cost. Recognising that factory engineers cannot travel all 
over the world to install these low cost units, they are 
intended to be 'self installed' using no more expertise 
than is available at an electrical workshop. However, 
what the manufacturer believes is "easy to install" can 
seem very difficult when the language, training and 
back_ground of the user is quite unlike that of the design­
ers. For this reason, exceptionably clear manuals for 
each stage of the operation were needed and time alone 
will tell if these are adequate outside the English speak­
ing countries. 

The final system 
Most GA fields have a single runway and with intelli­
gent placing two monitors can be used, one at each end 
of the runway. These monitors have seven day battery 
operation in case of failure of the 220v, so the user does 
not have to check on them every day. The microphone is 
mounted within 15 meters of the monitor to avoid hav­
ing to use high current cable drivers or loosing high fre­
quency, high level signals. Connection between the mi­
crophone and the NMT are via plugs and sockets, so that 
a unit can easily be removed. This is a new departure for 
an outdoor monitor as Cirrus have always made their 
connections 'hard wired'. This has always caused argu­
ments with service personnel who did not like to make 
hard wired joints in the field . However, the much Im­
proved reliability this gave was worth the argument. 

The main unit, looking very like a CR: 245 without its 
microphone system is simply plugged into the micro­
phone and a suitable source of 220 volts and the instal­
lation is complete. 

In operation, the typical GA user has little to do. He has 
to visit each of the NMT once a week and transfer the 
data to a laptop. The diskette from the laptop is then put 
in the host computer and the data taken in by 3D. If the 
user is lucky enough to have one NMT connected by a 
cable, only lthe data from the other NMT need be tran -
ferred. After transfer, the program automatically prints 
out the desired standard reports, typically including a 
daily, weekly and monthly report on both recognised air­
craft events as well as the overall environmental noi e 
climate. Usually, hourly LlO, L50 L90 and Leq i cho­
sen, but any parameters from the fu ll airport report can 
be included if so ordered. 
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For routine maintenance, the user, or a local service en­
gineer, should visit twice a year and make sure that all 
the weather seals are intact and ideally once every two 
years, the system should be sent back to an approved 
laboratory to be re-calibrated. However, with the number 
of standard sound level meters in service which have 
never been recalibrated, this advice is probably going to 
be ignored. 

Summary 
The main objection expressed by GA fields against 
having a noise monitor have been demolished. A system 
fully meeting IEC 651 Type 1 and the 1995 draft ISO and 
IEC standards has been produced at a cost under the ini­
tial target. A small field can now install a full system for 
less than $75,000, including full service. 

No compromises whatever in the measuring accuracy 
have been made, although some of the extras loved by 
salesmen have not been fitted. 

The prototypes for the system were installed at sites 
other than airports and have so far proved to live up to 
the expectations. The first airports to have the new in­
strumentation are being installed in October 1995. 
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Insulating Houses Against Aircraft Noise: A Pilot Study 

P. P. Narang 
CSIRO Division of Building, Construction and Engineering 

PO Box 310, North Ryde, NSW 2113 

Introduction 
In November 1994, the federal Minister for Transport 
announced a voluntary sound insulation package for ex­
isting residences located within the ANEF 3~0 con­
tours (year 2010 contours) around the Sydney Kingsford 
Smith airport. It is estimated that more than 4000 houses 
are located in this zone. The acoustic treatments to be 
adopted for the houses were to take account of the re­
sults of a pilot study on a relatively small number of 
houses. 

The responsibility for the pilot study was given to the 
Department of Administrative Services (DAS): the 
CSIRO in conjunction with DAS carried out the pilot 
study in the first six months of 1995. A total of eighteen 
(18) residences were chosen and studied in the pilot 
project, and this paper presents and discusses some of 
the important acoustic results from this work. 

Selection of houses 
The 18 houses were divided into two groups. The first 
group of eight houses chosen for the study were unin­
habited, while the remaining 10 houses were occupied. 
The unoccupied houses permitted maximum freedom 
and flexibility to undertake various insulation upgrading 
measures and study the resulting improvements. These 
houses were studied using the step-by-step approach, i.e. 
the acoustic improvement was measured after each step 
was completed. 

The work on the occupied houses began later so that the 
knowledge gained by treating the unoccupied houses 
could be applied to these houses, which were noise 
monitored on the basis of 'before' and 'after' acoustic 
treatment only. The occupied houses represent the nor­
mal situation that is likely to occur in the large-scale air­
craft noise insulation project and it provided useful 
feedback of residents ' reaction to the acceptability of the 
acoustic treatment. The costs of the various acoustic in­
sulation improvement measures were also recorded to 
provide projections for the large-scale aircraft noise in­
sulation work planned over the next three years, but the 
financial aspects are not covered in this paper. 

Aircraft noise 
Aircraft noise is different from many other noises in that 
the noise source is high in the ai r. Problems with aircraft 
noise arise largely from the incompatibility of having 
airports and residential buildings in close proximity. 
AS 2021 <J> provides guidelines on the appropriateness of 
land for various uses based on the ANEF zoning, and for 
new residenti al construction, the Standard classifies the 
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land as unacceptable if the ANEF is greater than 25. In 
the case of Sydney airport, many existing residences fall 
in the unacceptable ANEF zone. The focus of the pilot 
study was to study the sound insulation measures that 
may be applied to the existing residences to make their 
indoor noise environment satisfactory against the intru­
sion of aircraft noise. 

Because aircraft noise levels at a particular site can vary 
due to factors such as loading, operating conditions and 
flight path variations, it is appropriate to use the average 
maximum aircraft noise level data tabulated in AS 2021 
for different aircraft types as external design sound lev­
els. These values can be calculated if the landing and 
take-off distance coordinates and site elevation informa­
tion is known. As the Sydney airport runways are practi­
cally at sea levels, almost all sites will be higher than the 
runway levels. On the advice of the Department of 
Transport, the Boeing 747-200 series of aircraft was 
chosen as the relevant aircraft type because other noisy 
aircraft such as the Boeing 727 and DC9 aircraft are 
soon to be phased out. 

The recommended indoor design levels in AS 2021 are 
50 dB(A) for sleeping and relaxing areas and 60 dB(A) 
for normal domestic areas. The difference between the 
calculated external design sound level and the recom­
mended indoor sound level gives the Aircraft Noise Re­
duction (ANR) that is required for a particular dwelling. 
The difference was calculated for both take-offs and 
landings and the higher difference between the two was 
taken as the design goal . 

The residences were chosen using the criteri a that they 
should be representative of the housing stock and be 
geographically distributed fairly evenl y across the sub­
urbs in the ANEF 30--40 contours. A large proportion of 
houses in this area are of late Victorian and Federation 
style and are between 80 and 100 years old . Most are of 
brick construction with a terracotta tile, slate or corru­
gated steel roof and have timber-framed double-hung or 
casement-type wi ndows. 

Measurement methodology 
The A R provided by all the residences prior to any 
acousti c treatment was mea ured to establish base refer­
ence data. For those hou e that were studied using the 
step-by-step approach, the noise measurements were car­
ried out after each step was completed . Maximum A­
weighted sound pres ure levels of actual ai rcraft fly­
overs were measured, simultaneously indoors and out­
doors, usi ng the S time-weighting characteristic. Three 
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internal noise monitoring locations were chosen and 
these normally comprised: (1) main or master bedroom; 
(2) living room; and (3) kitchen. 

The outdoor noise levels were measured by a Briiel and 
Kjaer Outdoor Microphone Unit type 4921 connected to 
a Briiel and Kjaer real-time frequency analyser type 
2143. The outdoor microphone, placed at 1.2 m above 
ground level, was set up either in the backyard or near 
the kerbside in front of the residence concerned, de­
pending on whichever location provided minimum ob­
struction between the microphone and the flight path in 
the sky. The A-weighted indoor sound levels were 
measured using Briiel and Kjaer sound level meters con­
nected to Briiel and Kjaer level recorders with a micro­
phone height of approximately 1.2 m above the floor. 
Noise emissions from jet aircraft were recorded while 
smaller propeller-type aircraft were ignored. Measure­
ments suspected of being adversely affected by traffic 
noise or other extraneous noise sources were discarded. 
Typically noise levels from more than 30 aircraft fly­
overs were measured and the results averaged. Typical 
standard deviation of the measurements was about 1 dB, 
although higher values (about 2 dB) were also found. 
The range of individual flyover noise reduction could be 
as high as 5-6 dB. For occupied houses, typically about 
10-20 aircraft fly-overs were measured and the results 
averaged. 

The first acoustic insulation enhancement step was im­
provement of the weakest links in the chain which in­
cluded: sealing gaps around doors and windows; and 
sealing other openings, e.g. wall vents. The installation 
of fibrous ceiling insulation was also generally included 
in this step. The next weakest link that could be easily 
upgraded was the windows, which generally were ini­
tially improved by installing a secondary glazing com­
prising 6.38 mm thick laminated glass separated by a 
nominal 100 mm airspace. The existing external front 
doors were generally left unchanged (except for new pe­
rimeter seals) so that the street appearance of the houses 
was not affected. Further insulation improvement meas­
ures were undertaken as necessary, including upgrading 
the attenuation characteristics of the roof/ceiling con­
struction, which was carried out without replacing the 
existing roofs and ceilings. The aim of the sound insula­
tion measures was that the residences would achieve the 
design noise reduction prior to the installation of the 
mechanical ventilation or air-conditioning systems. 
These were installed as separate items, with the goal that 
the systems' ductwork would not cause any noticeable 
deterioration in the sound insulation already achieved. It 
hould be noted that some form of mechanical ventila­

tion or air-conditioning is essential for the well-being of 
the occupants after the house has been acoustically in­
ulated. 

Results and Discussion 

Existing ANR external design levels 
The space available here does not allow a detailed de­
scription of the insulation improvement steps and the 
corresponding benefit achieved for all residences; these 
details are available elsewhere in a pilot project report(2). 

The existing average ANR of the bedroom, living and 
kitchen/dining areas of the 17 houses studied in this 
work, rounded to the nearest dB(A), are given in Table 
1. The 18th residence did not have a kitchen or living 
area as it was a part of a larger youth centre and is not 
included. For houses with open kitchen/living or 
kitchen/dining areas, the same ANR is assumed for both 
areas. 

The results show that for bedrooms, the initial ANR was 
in the range 20-30 dB(A), except for House 16 which 
had 1 dB(A) higher than the above range and House 13 
which already had some insulation improvement work 
carried out by the owner. These ANR values may be 
taken as representative of the ANR expected from other 
houses in the affected suburbs. Given that the external 
design sound level in the ANEF 30-40 zone can easily 
exceed 85 dB(A), it suggests that houses without any 

Table 1. House Nos 1-17: measured aircraft noise re­
ductions before insulation improvement 

House no. Initial aircraft noise reduction (dB(A)) 

Bedroom 1 Living Kitchen 

21 18 18 

2 24 21 17 

3 27 20 16 

4 24 25 25 

5 27 19 11 

6 28 21 18 

7 29 27 27 

8 24 26 31 

9 20 25 21 

IO 28 20 24 

II 23 25 21 

12 26 21 26 

13 37 30 30 

14 25 32 27 

15 26 23 18 

16 31 28 25 

17 25 24 22 
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Figure 1. External design sound level as a function of distance from runway. 

acoustic treatment in this zone are likely to fall short of 
the internal design sound levels recommended for bed­
rooms in AS 2021. The living rooms tended to have 
ANR a few dB(A) lower than the bedrooms except 
where they were in a shielded position in the house. The 
kitchen/dining areas had ANR that were a few dB(A) 
lower still than those for the living areas or bedrooms. 
The factors that can contribute to this poor acoustic per­
formance are: (1) the presence of hard non-absorptive 
floors in these areas; and (2) the presence of exhaust 
fume-extraction systems to remove cooking odours. 

The calculated external design sound levels of all the 
houses are plotted in Fig. 1 as a function of distance 
from the nearest end of the Sydney airport runway 34L. 
As can be seen, the lowest external design sound level is 
85 dB(A). The figure also shows that the design sound 
levels do not decrease linearly with distance from the 
runway. This apparent anomaly can be easily explained 
if one realises that the sideline distance DS from the ex­
tended runway centre-line plays an important role in de­
termining the noise level exposure of a given site, and 
for a given distance from the runway, the aircraft noise 
level is maximum for locations directly underneath the 
flight path and decreases as the DS is increased. 

Improvement by low-cost measures 
The ANR measurements showed that after making low­
cost acoustic improvements such as installing seals on 
external doors and windows, closing wall vents and in­
stalling ceiling insulation batts, only small improvement 
in ANR are likely, say about 3- 5 dB (A), which on their 
own will not be sufficient. The results from everal 
houses also suggested that fixi ng door seals to internal 
doors is generally not necessary unles a separation of 
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treated/untreated areas is being considered or unless the 
external design sound level is very high. 

Improvement by secondary glazing 
The ANR improvement in bedrooms by installing sec­
ondary glazing (after low-cost measures have been un­
dertaken), is shown in Fig. 2 for three residences. The 
acoustic benefit is highest for House 8 which was a mid­
floor flat in a modern high-rise block. In this case, the 
ceiling and floor were concrete and the walls were cav­
ity-brick, so the predominant path for the entry of sound 
into the bedroom was through external windows. The 
secondary windows installed in this particular case com­
prised 10.38 mm thick laminated glass. The lower 
acoustic benefit observed for Houses 2 and 3 is more 
representative of the benefit likely to be achieved in 
houses where other sound entry paths exist. 

Improvement by upgrading roof/ceiling 
For brick houses, after low-cost improvement measures 
and secondary glazing, the next weakest component is 
likely to be the roof/cei ling construction. For all hou es 
included in the study, existing roof and ceiling were 
not altered and the same acou tic treatment wa u ed in 
both pitched roof and flat roof . The improvement 
measures con i ted of in tailing flexib le barrier heeting 
such as Wavebar™ and Acou tiflexTM on top of the cei l­
ing joists over fibrou in ulation. The material wa laid 
in one or two layer by o erlapping (by I mrn) and 
taping adjacent hee tapling to the ceiling joi at 
900 mm centre and extending to the edge of the ceiling 
o er the top of external wall . e uremen on one 
hou e hawed that thi upgrading me ure i not likely 
to be acou tically effecti e unle econdary window 
ha e been in tailed fir t. The target internal und I el 
for bedro m namely 5 dB ( )) w achie ed or nearly 
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Figure 2. Aircraft noise reduction for Bedroom 1 of Houses 2, 3 and 8 with and without secondary glazing. 

achieved after this upgrading measure. The final ANR 
values for Bedroom 1 of the houses studied are given in 
Table 2. It should be mentioned that in some cases addi­
tional specific measures were undertaken and their effect 
is also included in the final ANR results given in the ta­
ble. For House 6, the acoustic improvement achieved is 
small because of the weatherboard construction, practi­
cal difficulties and the reluctance of the owner to have 
the house's internal lining re-

~ 
"--"' co 

as for brick houses, but the external walls may then be­
come the weakest link and would require upgrading be­
fore the potential benefit of secondary glazing can be re­
alised. Skylights were common in many houses to com­
pensate for insufficient natural light. Their acoustic per­
formance was improved by installing a hinged timber 
sash with seals at the ceiling level and lining the interior 
of the cavity with sound absorbents. Commercially 

placed. In House 17, the existing 
roof/ceiling was not changed at all 
as the owner had a plan to add a 
second storey in the near future 
which would shield the existing 
roof/ceiling, and thus explains the 
reason for the apparent poor im­
provement recorded. 

"'0 4 0 
z" 
0 
1-

House 2 
House 3 
House 7 

The step-by-step ANR improve­
ments achieved in Bedroom 1 of 
Houses 2, 3 and 7 are shown in 
Fig. 3, where base attenuation rep­
resenting open bedroom windows 
is assumed to be 10 dB(A). 

The measured results indicated 
that shielded bedrooms may pro­
vide 3--4 dB(A) higher ANR than 
a bedroom at the fro nt of a house. 
The re ults on one weather­
board/timber hou e included in 
thi tudy hawed that modest im­
provemen in acou tic in ul ation 
are po i le by 1 w-e t mea ures 
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Figure 3. Aircraft noi e reduction for Bedroom I of Hou e 2, 3 and 7. 
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Table 2. House Nos 1-17: measured aircraft noise re-
ductions before and after insulation imErovement 
House no. External Initial ANR Final ANR 

design level Bedroom 1 Bedroom 1 
(dB(A)) (dB(A)) (dB(A)) 

85 21 36 
2 85.5 24 36 
3 87.5 27 38 
4 94 24 41 
5 85 27 37 
6 88 28 32 
7 89 29 37 
8 89 24 40 
9 87.5 20 40 
10 89.5 28 37 
11 93 23 40 
12 90 26 38 
13 91.5 37 40 
14 87 25 34 
15 86 26 36 
16 92.5 31 40 
17 92 25 31 

available 4.5 mm acrylic snap-on magnetic windows 
were also found to be useful for this purpose. 

Conclusions 
The aircraft noise insulation work reported here showed 
that for houses of brick construction located in areas 
where the external design sound level is 90 dB(A) or 
less, it should be possible to achieve 50 dB(A) or 
60 dB(A) targets for internal sound levels. The achieve­
ment of these levels of noise reduction would require 
sealing gaps, vents and openings, installing door seals 
and secondary glazing, and upgrading the existing 
roof/ceiling construction. For brick houses located in ar­
eas with external design sound levels greater than 
90 dB(A), it is unlikely that 50 dB(A) internal sound 
levels will be achieved in all cases by conventional noise 
attenuation improvement measures (i.e. not replacing 
existing roof/ceiling structure and keeping secondary 
glazing thickness within normal domestic construction 
limits). However, the internal sound level target of 
60 dB(A) can be met even for these external levels. In 
most cases, internal door seals are not likely to be neces­
sary. 

Many houses located in the ANEF 3~0 zone are ex­
posed to aircraft noise levels in excess of 85 dB (A). The 
external design sound levels do not decrease linearly 
with distance from the runway, but are strongly influ­
enced by the offset from the extended centre- line fro m 
the airport runway. 

The work showed that it is possible to achieve the de­
sired ANR without the use of addi tional layer of plas­
terboard or other rigid sheeting in the ceil ing and that 
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the same acoustic upgrading technique can be success­
fully applied to different roof types. The use of fibrous 
thermal insulation in the ceiling alone is only likely to 
give marginal improvement and is not sufficient to pro­
vide the necessary noise reduction in areas with high air­
craft noise exposure. 
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How Loud is the Orchestra ? 

Ken Mikl 
WorkCover Authority NSW 

Introduction 
It has long been established that there is potential for 
noise induced hearing loss for musicians. However, as 
with all noise exposure, the risk is related to the expo­
sure time and the energy absorbed. There is consider­
able variability in the noise exposure of musicians which 
is related to many factors, but the maximum noise expo­
sure will be governed by the output power of the instru­
ment. In this paper I will examine some aspects of the 
variability of exposure and attempt to establish the likely 
risks from each instrument group by looking at the 
maximum output power. 

Noise levels in an orchestra 
There is considerable difficulty in predicting the average 
long term exposure of musicians to noise due to the 
variation in performance schedules, time off and the dy­
namics of the various pieces being played. This is par­
ticularly the case for the Australian Opera and Ballet 
Orchestra where a cycle of Opera and Ballet works is 
planned up to 5 years in advance to ensure availability of 
conductors, lead singers, prima ballerinas and sets. 

The extract (fig 1) from a previous study Mikl[2
J showed 

that the variation of noise exposure between perform­
ances due to the instrument played and type of opera 
was significant. The overall exposure could not be de­
termined from simple measurements but rather had to be 
extrapolated from a series of measurements and calcu­
lated from rosters and performance schedules. 
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Unfortunately opera performances are scheduled years 
in advance and therefore an estimate of potential noise 
levels is necessary, to enable future schedules and ros­
ters to be planned. This paper looks at some possibili­
ties available to predict probable orchestra exposure for 
future events. 

Interpretation of past performances 
Typical performances were analysed in detail to ascer­
tain if a pattern existed which would enable overall ex­
posure levels to be estimated. Figure 2 shows the rela­
tionship of the measured levels for performances of Aida 
LAeq 93.7 and the Marriage of Figaro LAeq 81.0. 

It has been widely accepted that the 'Equal Energy Con­
cept' is valid and accordingly that exposures of high en­
ergy will only require a short time to deliver a 'daily 
dose' of noise. What is often overlooked is just how 
short the time intervals are which can deliver excessive 
energy to the ear. Figure 3 shows that the time expo­
sures need only be short to not allow recovery to below 
85 dB(A) during the rest of the working day. It can be 
seen that a total of only 15 minutes are required at 100 
dB(A) to exceed the 85 dB criteria. By examining Fig­

ure 2 it can also be seen that it is not uncommon to ex­
ceed 100 dB(A) during a performance. 
The music levels throughout any performance are vari­
able and therefore the estimate of the total time at levels 
above 100 dB(A) is difficult to establish. Further 
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Figure 2. Comparison of noise environment at Operas 

analysis was carried out by comparing the energy deliv, 
ered in Pascal squared seconds (Pa2.s) proportionate to 
the actual time played at that level. Fortunately a suit, 
able descriptor was already avai lable in the form of Ln. 
Thus by using a logging dosimeter the overall Ln 's were 
measured . After determini ng the time for each Ln from 
the performance total , calculating the energy deliv­
ered becomes a simple mathematical exercise. This 
is shown at Figure 4. 

Unfortunately the overall LEx,sh obtained by this 
method was below the measured LEx.sh consistently 
by 2-3 dB . This however does not detract from the 
theory but merely highlights the e ffect of short dura­
tion peaks. Each Ln value spans about 2.5 minutes. 
Thus the L1 is the dB (A) level exceeded for 2.5 
minutes. For Aida L 1 was I 06.5 and it included an 
Lmax of I I 0 dB(A) and an Lpeak of 130 dB(A). 
Therefore the underestimation is to be expected and 
is a result of the descriptor used. However without 
another para meter available the use of Ln sti ll yields 
useful results. 
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It can be seen, knowing that 3,640 Pa2.s will deliver en­
ergy equivalent to an LAEx.sh of 85 dB that the summa­
tion of energies acquired in the L1 to L 10 bands will 
dominate the overall energy, especially for the trumpets. 

Influeoce of short tenm expos= of I OOdB(A) 
and the rest of the day@ 70dB(A) on Leq 

I M r------------------------------------~ 
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Figure 3. Effect of short term high energy noise 
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Figure 4. Comparison of Energy output over time during performances. 

Prediction strategy 
An attempt at predicting the overall LEx of a perform­
ance was thought to be possible by standardising the in­
strumental groups into soft, medium, loud, and maxi­
mum then determining the time played at each level 
from the score and hence predicting the overall LEx . 
From the foregoing discussion we only need to know the 
length and loudness of loudest parts to establish the LEx· 
If the maximum sound power of each instrument was 
known it would only be necessary to count the total 
length of time played at or about that level. (This might 
be established from sections of the musical score.) 
Multiplication by the number of instruments and taking 
account of the environment could give an estimate of the 
overall LEx . 
Sound power determination 
The sound power of a musicai instrument is of course a 
variable quantity, depending on the method of measure­
ment, the music played, the emphasis of the musician 
and the instrument itself. To give a rea listic power some 
of the variables need to be identified and taken into ac­
count. 
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The method of measurement 
The rehearsal hall was chosen for the measurements. To 
minimise the reverberation time the front wall was com­
pletely covered with heavy drapes, large amounts of 
curtain were placed behind the players and a number of 
absorbent office partitions were introduced into the cor­
ners of the room. The section was positioned so that it 
was not on any room axis. 

The Survey Method from AS 1217 .7111 with the increased 
number of microphone positions as per AS 12 17.6111 was 
adopted as a suitable method. However, knowing the 
variability of the source, it was decided to mark out the 
hemisphere and suspend the I 0 microphones at the ap­
propriate positions. The musicians were then placed in 
the centre of the hemisphere and the noi e level was 
logged each second during play at each microphone po­
sition. At the concl usion of the testing all instruments 
were downloaded and the data fo r each instru­
ment/dynamic level was extracted and analysed . 
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Figure 5. Microphone positions in relation to the players. 

The music played 
A selection of music was chosen from the opera Tosca. 
This opera contains the full dynamic range of volumes 
and was at the time being performed and therefore well 
rehearsed. For each instrument representative pieces 
were chosen and designated Soft, Medium and Loud . 
These were chosen by the conductor and orchestral 
management. 

The emphasis of the musician and the instru­
ment 
To standardi se the variation of playing, each piece of 
music was played by three musicians all positioned 
within the one metre square at the centre of the hemi­
sphere. Each piece was rehearsed and then played. The 
use of three players from each section was felt to be a 
good compromise which would average out the playing 
styles and instrument output for each section . To ascer­
tai n the possible maxi mum sustained output the Loud 
section was replayed with the players sacrificing clarity 
for loudness. This section was then used to determine a 
max imum sustainable effort, and hence a theoretical 
max imum whi ch would never be exceeded in normal 
play ing. 

Results 
The Power for each level/instrument was determined by 
a power summati on over the surface area of the hemi­
sphere of the I 0 microphone positions for the full length 
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of each played piece. A correction was subtracted for 
the reverberation time of the hall and the overall power 
was then divided by the number of instruments (Figure 
6). It should be noted that even for the Maximum this is 
not an instrument Lmax for a single blast, but the maxi­
mum short term effort which a player can produce over a 
set piece of music . 

The figure has been arranged in order of increasing 
maximum sustainable effort. 

Some interesting points to note are: 

• The strings have limited dynamic range with the 
full range of play being from 74-89 dB(A) for 
conti nuous music. Of course this is why there are 
many strings in an orchestra. 

• The brass have a better range (79-110 dB(A)) but 
the maximum sustainable effort is not as loud as 
many persons expect. This is due to the need to 
follow real music and not just blow the loudest 
possible note. 

To pred ict how the orchestra behaves as a group the in­
dividual instrument powers were multiplied by the num­
bers of instruments present in a performance of Tosca. 
This changes the power sign ificantly as the ratio of the 
numbers of instruments increases to 18 violins (87- 1 02 
dB(A)) vs 4 trombones (85-11 6 dB(A)) . 
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Figure 7 . Power output of Sections of the orchestra as requi red for the opera Tosca 

Conclusions 
The daily noise exposure due to opera performances is 
caused by short but loud parts of the opera. These are in 
the main the overture and the dramatic conclusions to 
scenes or the end of acts. The max imum possible con­
tributions are from the Horns, Trumpets, Percussion and 
Trombone. If these could be controlled or modified a 
significant improvement to overall noise exposure of the 
orchestra could be gained .. 
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Orchestral Noise ? 

Warwick Williams 
Senior Engineer 

National Acoustic Laboratories 
126 Greville Street, Chatswood NSW Australia 

Abstract 

In recent years there has been considerable interest in the increasing problem of noise in the work 
place. The incidence of hearing loss and tinnitus that arise as a result of injury to the ear from ex­
cessive noise exposure is of concern with the hearing health of the community. One difficult area of 
noise exposure to address occurs in orchestras, large and small. Good hearing is essential to or­
chestra members and hearing damage can be disastrous for their career. What are the typical noise 
levels to which orchestra members are exposed and just what is the solution to reduce this poten­
tially damaging exposure? 

Introduction and background 
Over the last few years there has been an increasing 
awareness amongst musicians that they are extremely 
vulnerable to noise injury resulting from the constant 
exposure to high noise levels from their music. The re­
sulting noise injury can lead to a handicap in the form of 
a hearing loss and/or the presence of tinnitus. Initially it 
was the rock music industry that was the cause for con­
cern as most uninitiated listeners saw rock music as sim­
ply unwanted loud noise. However, it was soon realised 
that the problem also arises with classical or in fact any 
form of music. 

There have been several studies of the noise levels to 
which musicians are exposed. These include Rosser 
(1992), Camp and Horstman (1992) and Sabesky and 
Korczynski ( 1995). All high light the difficulties, current 
and potential, that musicians experience. Problem areas 
mentioned include the dynamic range of the music, expo­
sure to loud pure tones, impulsive noises and crowded 
conditions. 

For many years the research group involved with Hearing 
Loss Prevention at the National Acoustic Laboratories has 
had involvement with musicians who have shown signs of 
hearing loss and tinnitus. Musicians have found that it af­
fects both their private and professional lives. NAL be­
came involved with the measurement of the noise expo­
sure levels of orchestral members from two organisations. 
The first was for musicians playing in a "pit" setting for a 
musical concerning the story of a ghost at a singing 
venue; while the second was for a large Australian organi­
sation employing several large Symphony Orchestras. The 
symphony orchestras performed in venues that were both 
in the open layout and the "pit" style. 

There have been several documented studies of orche tral 
musicians (see references) and there is much anecdotal 
evidence concerning rock musicians as to the effec of 
music on hearing. Also many musicians from the percu -
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sion section of orchestras can also relate stories of the 
hearing problems of their teachers. 

Measurements 
The main measurement was the event A-weighted aver­
age sound pressure level over the performance or re­
hearsal time, the LA,eq· The second parameter measured 
was the maximum peak level during the event, MAXP. 
Some of these MAXP measurements were linear and 
some were A-weighted. This depended on the type of in­
strument being used and the scale(s) available on the in­
strument. 

The measurement period varied depending on what music 
was being played and the venue. It was felt that the most 
representative measurements would be those that simply 
looked at the noise levels over the whole time that mem­
bers of the orchestra spent at the venue. Thus equipment 
was set to record the period before play commenced in­
cluding tuning up and finished at the end of the perform­
ance/rehearsal. If there were significant intervals or break 
during the rehearsals instrument readings were recorded at 
this time in order to minimise any possible loss of infor­
mation if equipment happened to malfunction for any par­
ticular reason. 

Instrumentation 
The instrumentation used through out the erie 
measurements consi ted of a variety of ound Level 
Meter . The meter u ed were Brtiel & Kjrer Model 
223 1 Preci ion Integrating ound Le el Meter Cirru 
Research CRL 701 oi e ggi ng Exp ure Meter and 
CRL 702 Integrating Sound Le el Meter . All in tru­
mentation was checked for level efor and after ach 
performance/rehear al. 

Measurement p ition aroun 
e ent to e ent. The ingle fixed p ition w 
of the conductor lectern. Thi p iti n w 
erence point. 

aried fr m 

a ref-
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Other measurement locations were selected either as the 
result of a request of members of the orchestras or on a 
judgement made as to possible "noisy" areas taking into 
account both the nature of the music being played and the 
instruments involved. It was initially hoped that the mem­
bers of the orchestras would wish to be more involved 
with selecting the measurement locations. However, in the 
main positions were selected by those carrying out the 
measurements on the basis of discussions with orchestra 
members and on the music program and arrangement of 
the orchestra. 

Measuring instruments were either mounted on tripods 
with the microphone about 1m high or fastened to the mu­
sician's instrument stand with the microphone about 1.5m 
high. Microphones were set at a height which was condu­
cive to optimum performance while remaining as incon­
spicuous as possible. 

The measurements taken at each position were such as to 
give the approximate total noise exposure level that a mu­
sician at that location could expect to receive. It would be 
a very difficult task to state exactly the noise levels that 
any particular musician was exposed to for any particular 
performance/rehearsal. Levels vary depending on many 
factors such as the conductor, the layout of the orchestra, 
the enthusiasm of the players and the acoustic environ­
ment. Thus all levels expressed in . this report should be 
taken as a guide as to exposure levels and not as definitive 
statements. 

Results 

What are the Noise Levels? 
Remember here that we are not talking about music at a 
disco or "rock" music venue. Such a venue might be at 
an RSL Club or local Bowling Club. We are looking at a 
stage setting playing classical or more "popular" music. 

Table 1 summarises some of the measured exposures. 

There are some other unofficial results that are well worth 
quoting here. These are for a more recent stage perform­
ance concerning a single Asian lady. Measurements from 
a B&K noise dose meter worn by a member of the or­
chestra in the pit produced the following readings: sample 
time = 2h 55m; LA,eq = 96.7 dB(A); PND = 172%. Com­
ments from members of the orchestra indicate that they 
consider the music to be much louder than "Phantom" and 
even after wearing personally moulded ear plugs that 
nominally supply approximately 25 dB of protection, they 
stil l have ringing in their ears the next morning. 

Discussion 
The figures above confirm that those working in these 
ection of the mu ic industry receive a significant noise 

expo ure during a performance. Eq uivalent levels are 
mea ured during rehear a! , however, during a rehear a! 
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the levels are usually lower as periodically the playing 
ceases for discussion and direction by the conductor. 

How can musicians protect themselves against this poten­
tial hazard? This is a very difficult problem. There are the 
straight physical or scientific/engineering problems and 
the "human" problems. The scientific/engineering prob­
lems include the difficulty of reducing the noise levels to 
which the musicians are exposed and/or the use of per­
sonal hearing protection. While the human problems in­
clude actually being committed to wearing the personal 
hearing protection, the layout of the orchestra and the de­
sire to reduce the level of noise to which the individual 
musicians are exposed while not affecting the music or 
performance in any way. 

Reducing the overall noise level of the orchestra is not a 
very practical solution particularly in the case of a sym­
phony orchestra at a venue where the music is not ampli­
fied for the audience. The use of "clear plastic shields" has 
been tried in the US by Camp and Horstman (1992) and in 
New Zealand by Rosser (1992). Camp and Horstmann 
concluded that ''freestanding clear plastic shields provide 
little protection for the musicians downstream from a 
given sound-generating source" (p 92). Rosser found 
from an earlier study that there could be a reduction in 
noise level of up to 3 dB but in his 1992 study "it was in­
teresting to note that the perspex screens were not effec­
tive in the new rehearsal studio. This was most probably 
due to multiple reflections and high levels of reverbera­
tion in this studio" (p 15). 

The use of some form of clear screen is regularly sug­
gested for the obvious reason that vision is unimpaired 
while sound should be blocked. However, the provision of 
multiple, acoustically hard reflecting surfaces may present 
many acoustic paths for the sound thus 'trapping' the sound 
in the vicinity of the musician. This acts so as to raise the 
noise level from the musicians own instrument while 
blocking some sound from adjacent instruments. Screens 
can also cause a "distorted" sound to be presented to the 
audience and the conductor from the resultant multiple 
paths. This can clearly be demonstrated by simply listen­
ing to an orchestra from the rear as opposed to the normal 
frontal position can result is a very different perception of 
the music. 

Chassin and Chong (1994) suggested that some degree of 
protection was provided by the musicians themselves in 
the brass and woodwind sections. This occurs as a result 
of the blowing action producing a back pressure in the 
middle ear. Chassin and Chong estimated that: 

"this slight middle ear dysfunction can amount to the 
equivalence of a 2 - 4 dBA reduction in noise exposure 
for bassoon and oboe players (double reeded instru­
ments)and a 1 -2 dBA reduction for clarinets and saxo­
phone players (single reed instruments) and brass play­
ers" (p 171). 
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Table 1: 

Type of Orchestra Venue & Meas- Program LA,eq,T Exposure time, T 
urement Location dB(A) (hr:min) 

Small Pit Phantom of the Op-
(20 piece) !.Trumpets era, Act II 95.3 0:54 

2.Drums 90.3 
3 .2ndkeyboard 91.8 
4.Conductor. 89.0 

Symphony Open stage Tchaiovsky, 
Orchestra 1.Bassoon Symphony #5 95.4 0:57 

( ~ 100 piece) 2.Cor Anglais 89.3 
3.Violins 87.2 
4.Double base 84.9 
5.Conductor 85.3 

Symphony Open stage Xenakis, 
orchestra 1.Rear of tuba (contemporary) 95.0 0:31 

( ~ 100 piece) 2.Contra 88.9 
bassoon 85.9 

3.Horns 88.0 
4.Conductor 

Symphony Open stage Mahler's Third 
orchestra l .Prime bassoon Symphony 93.8 2:01 

( ~ 120 piece+ 2.Horns 96.3 
100 pers choir) 3.Woodwinds 91.7 

4.Harps 86.7 
5.Conductor 84.6 

Opera Pit 
orchestra I. Brass Salome 92.8 2:20 
(~50 piece) 2.Trumpet 88.6 

3.Horns 87.9 
4.Centre of pit 89.4 

Symphony Open stage 
orchestra I. Centre of Respeghi 90.9 1:15 

(~lOOpiece) orchestra 93.3 
2.Horns 85.1 
3.First violins 84.3 
4.Double bases 88.9 
5.Conductor 

Symphony Open stage 
orchestra 1.Violins Great 85.2 1:20 

(~ 70 piece) 2.Piccolo Classics 84.7 
3.Flutes 87.7 
4.Brass 88.6 

5.Conductor 84.5 

The use of barriers does not seem to be a particularly suc­
cessful approach to the problem. Some success has been 
experienced with the acoustic lining of orchestra pits. 
While not having a significant, if any, effect, on the direct 
noise, the reverberant field is minimised. Orche tra mem­
bers in the pit at "The Phantom of the Opera" found that, 
subjectively, there was quite an improvement in the 
acoustic conditions of the pit after the wall adjacent to the 
percussion section has been lined with a non-refl ecti ve 
acoustic foam. 

An orchestra, such as the Sydney ymphony Orche tra, 
works in very open condition wh n performjng at a enue 
like the Sydney Opera Hou e C ncert Th atre. The prob­
lem here ari e with the di rect ound from adjacent in-
trumen which are ery often very cl e in a relati ely 
mall area and thi i a very difficul t pro lem to ol e. 

The arrangement of the orche tra i a fixed parameter. 
There ee to ery li ttle opp rtun ity ~ r rearranging 
the layout in order t reduce the exp ure. Thi appear t 

be mainl y a cultural phenomenon and ed in the tradi-
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tions and history of the orchestra. The layout of the or­
chestra has a major influence on how the orchestra sounds 
to the conductor and to significantly vary the layout would 
affect the sound of the orchestra. 

The use of personal hearing protection presently seems to 
be the "best" solution or at least the only solution of of­
fering the degree of noise reduction required. Some musi­
cians and orchestras find this a satisfactory solution while 
others think it intolerable. With the choice being between 
plugs and muffs. The use of ear muffs is usually quickly 
dismissed the main difficulties being that firstly they 
physically get in the way when playing certain instruments 
and secondly the audience would start to wonder "just 
what is going on here?" The use of ear plugs is at least 
discrete. 

Many musicians dismiss the use of plugs because of the 
way the resonance of the head is affected and the conse­
quent distortion of that they experience in the sound of 
their own instrument. This distortion results from two ef­
fects. The first being the change in physical characteristics 
of the ear canal through the insertion of a plug; and the 
second from the non-linearity in attenuation across the 
frequency spectrum that is characteristic of any passive 
hearing protector. Chassin and Chong (1991 and 1994) 
suggest the use of "Musicians Earplugs" which have a lin­
ear attenuation over the frequency spectrum. This allevi­
ates the non-linearity problem but still leaves the physical 
change in the resonant characteristics of the ear canal (and 
head) and the subsequent distortion of the music. 

For the use of personal hearing protection musicians will 
have learn to listen to their music in a "different" way. 
That is, they will need to learn what the music sounds like 
while wearing the appropriate hearing protection. Cur­
rently for a dedicated musician this is an anathema, 
something almost unspeakable and almost incomprehensi­
ble. To implement such a course of action will take con­
siderable cultural change. 

Hall and Santucci (1995) suggested the same "Musician 
Ear" plug solution in conjunction with some form of on 
stage and/or in-ear monitoring of noise exposure during 
performances. For a "rock" band with only four or five 
members, while not being a trivial task, this approach is 
certainly a practical and workable solution. However, the 
difficulties of monitoring large orchestras are two fold. 
Just where do you monitor when the are 50 or 100 or­
chestra members and do you monitor, in-ear, all members? 
It would be an overwhelming logistic task for a full sym­
phony orchestra. 

Conclusion 
The reduction in the noi se levels to which musicians are 
expo ed, protected or unprotected, is not as simple as it 
might at first appear. While noi se experts may propose 
what they ee a a ati factory solution to an orchestra's 
noi e expo ure problem, the orche tra members them-
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selves may not have the same good feelings and enthusi­
asm about it's implementation. 

Before a complete solution can be found, there will need 
to be some further technical developments and extensive 
negotiations with the musicians themselves _as there does 
not appear to be a single generic solution. 
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Abstract 

For the purpose of developing a real-time transportation noise recognition system, a variety of 
acoustical features and statistical models of signals are examined. Finding an appropriate acoustical 
criteria to discriminate between several types of environmental noise is the goal of the present pa­
per. The main emphasis is put on the discrimination of transportation noise, music and speech. The 
results can be useful to operate any noise f!Ctivated system sensitive to transportation noise such as 
intelligent noise monitoring and control. 

Introduction 
A variety of different parameters and signal processing 
methods have been examined to distinguish between 
transportation noise and other environmental sound 
sources such as speech and music. Some parameters are 
required to distinguish between the low frequency, ran­
dom broadband nature of transportation noise and more 
complex spectra of speech, music and other sources of 
environmental noise. In this study, aircraft noise, heavy 
vehicle and mixture of traffic in dry and rainy weather 
are considered as transportation noise sources. 

A real-time intelligent system requires real-time data ac­
quisition, detection and pattern recognition. The pattern 
recognition problem can be divided into several stages 
of which feature extraction and source classification are 
two of the most important ones. The goal of this paper is 
to find some statistical features from transportation noise 
signals to be used in a noise activated control system. 

The feature extraction methods used in seismology, 
which deal with low frequency vibration recognition, are 
found applicable to transportation noise recognition. The 
criteria for automatic discrimination between nuclear 
explosions and natural seismic activity are also worth 
examining. Speech and speaker recognition systems 
have also employed a variety of signal processing and 
pattern recognition methods. They may be examined to 
identify transportation noise. 

The energy of a signal , the zero-crossing, the linear pre­
diction coefficients and the autocorrelation function are 
the time domain functions which have been used for 
successful waveform recognition in other field [ 1 ,2,3]. 
The frequency spectrum envelope, averaged-peak fre­
quency, maxi mum-peak frequency in each band and the 
plot of the first and the second frequencies are the other 
features that have already been used for transient event 

Acoustics Applied 

and aircraft type recognition [1,2,8]. The Euclidean dis­
tance and the maximum likelihood are the two methods 
of pattern recognition are applied to compare the pattern 
vector with the sample vector. 

In the following sections the characteristics of transpor­
tation noise are dicussed and a signal modelling proce­
dure is explained. A pattern classification method is then 
presented. Finally, a recognition algorithm and its appli­
cation to a transportation noise monitoring system is 
presented. 

Characteristics of transportation noise 
Aircraft noise and traffic noise are non-stationary and 
time dependent. Transportation noise emitted by cars, 
heavy vehicles and aircraft is variable in both time and 
frequency domains but its acoustic energy is mostly con­
centrated in the lower frequencies. The amplitude and 
frequency of land transportation noise is strongly de­
pendent on the acceleration, speed, operating mode and 
the conditions of the vehicle and road. Also, the distance 
between the source and the observer as well as the 
weather conditions are very important parameters. In the 
case of aircraft noise, the type of aircraft and propul ion 
system, load, take off or the landing position, the angle 
of flight and the weather condition all interfere the 
characteristics of the emitted noi e. Many random pa­
rameters such as the noi e of a vehicle brake and the 
sound of car horn and the vibration of trai ler are mixed 
with tran portation noi ·e. 

Time variation of energy and sound pressure 
Level 
In real-time ignal proce ing on of the mo t important 
parameter to be me ured i the energy f ignal. Thi 
parameter has been u ed to differentiate tween iced 
unvoiced and ilence in [3] . ig. I (a) i th re ult f 
monitoring the energy of the ignal from different envi-
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ronmental noise sources. It shows that the energy of 
background noise is considerably less than the energy of 
noise event. When the sensing system is turned off the 
energy is equal to zero. In the present research an energy 
threshold level is used to activate the recognition system 
and discriminate between the "Off' position of sensing 
system and the "Background" noise. Also, the energy is 
an indication of the beginning and end points of noise 
events. The sound pressure level of an acoustical signal 
is another parameter which can be easily measured Fig. 
1 (b) shows monitoring of sound pressure level from the 
same events in Fig. 1(a) under the same conditions. As 
the logarithmic plot is much noisier than the linear plot, 
particularly for the values close to zero, the linear plot is 
more useful for pattern recognition. 

In Fig. 1(a) and (b) each number represents a separate 
class of noise events as follow: 1) the sensing system is 
off, 2) a B&K 4230 calibrator, pure tone 1 KHz, 3) 
Background noise, 4) Noise of aircraft VH-CHT, 5) A 
piece of classic music, 6) Noise of aircraft VH-CZT, 7) 
Noise of aircraft VH-EWI, 8) A piece of speech, 9) A 
piece of rock music and 10) Noise of aircraft VH-TOO. 

Linear Prediction Model of Time Signal 
The "Linear Prediction Model" of time signals is one of 
the most powerful existing techniques available to dis­
criminate between different waveforms. Different char­
acteristics of this method have been used successfully in 
the field of speech and speaker recognition [3,4,5]. Also, 
there is a wide range of applications in the field of seis­
mology to classify nuclear explosions and earthquakes 
automatically [ 1 ,2,8]. The basic idea of the linear pre­
diction model of a signal is to model the signal as a lin­
ear combination of its past and present values with a hy­
pothetical input to the system. The input of such a model 
is white noise or an impulse and the output is the given 

signal. If xn is the time signal, the general form of such 

a statistical model can be represented as: 

bo = 1, 

(1) 

where, ak, b, are the model coefficients, G is the sys-

tern gain, wn is white noise sequence, p and q are the 

orders of model. The output signal , xn, is a linear func­

tion of pa t outputs, present and past inputs. The esti-

mated coefficients a k and b1 are useful parameters for 

pattern cia ification. The frequency domain repre enta­
ti n of quati n (I) i : 
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Figure 1: a) Energy monitoring of environmental 
noise. b) Sound pressure level monitoring of the 
same noise events shown in (a), sampling fre­
quency is 5 KHz for 512 samples. 

(2) 

where H(z) is the general pole-zero model which is. 
called an autoregressive moving average model 
ARMA(p,q). Equation (1) can be simplified as an all­
pole model or autoregressive model AR(p), equation (3). 

The autoregressive model of a signal, when bl = 0 . It 

can be considered as a recursive filter with feedback as 
follows: 

(3) 

Where, p is the order of the AR model. The most appli­
cable frequency spectral match for the AR model is 

2 
found by dividing G by the magnitude squared of the 

FFT from the sequence of 1, al, a2 • ···.a p. Fig. 2(a) i 

the result of 60-pole fit (AR) to a FFT signal spectrum 
computed from the noise of aircraft VH-CZT in landing 
mode. 

Discrimination of AR coefficients 
Tran portation noi e mainly contai n low freq uency en­
ergy and the randomne of the n i e i greater than 
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Figure 2: a) Frequency spectrum of autoregressive 
model with 60 poles, 512 samples from aircraft VH­
CZT in landing mode. b) Plot of the first and the sec­
ond coefficients of 2-pole AR model to discriminate 
between speech, music and transportation noise. 

other acoustic sources such as speech and music. A low 
order AR model for the 1 KHz filtered data from differ­
ent aircraft, heavy vehicles and mixture of traffic noise 
has been examined. There is a strong similarity between 
the plot of the first and second AR coefficients of air­
craft and road traffic noise. The same similarity has been 
found for classical music, rock music and continuous 
speech. A second order AR model gives a considerable 
separation between speech, music and transportation 
noise with the number of samples less than 128. In Fig. 
2(b) the results of 200 data from two pieces of classical 
music, a piece of rock music and an interview are com­
pared with the same number of data from aircraft VH­
CZT noise and a mixture of traffic noise. Fig. 2(b) 
shows that the second order AR coefficients are useful in 
recognising the transportation noise. They also have the 
potential of dealing with low frequency noise recogni­
tion. 

Acoustical pattern classification of Environ­
mental Noise Sources 
After studying different measurable and available fea­
tures and their abilities to discriminate between different 
acoustical sources, an attempt is made to fuse the ex­
tracted features to make a decision system. A are ult of 
the previous sections, the energy of a signal is a good 
indication of the start and the end of noi e events. In ad­
dition the energy of the signal is a discrimi nating factor 
between an "Off' signal and "Background" noi e. In the 
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present study the pattern recognition task is divided 
into two classes of recognition: 

1. Short-time acoustical source recognition, which is 
quick enough not to miss the noise event, as the 
ultimate goal of source recognition is to activate 
the system as the noise event starts. The data ac­
quisition, data processing, feature extraction and 
patten recognition must not take more than a por­
tion of a second. In such a short time extracting 
the detailed information from the acoustical 
source is impossible. Basically human being's 
hearing system is also not able to recognise the 
similar sound sources in a very short time. 

2. Long-time acoustical source recognition, which 
does not take more than 50 seconds duration. This 
case is useful to identify the particular vehicle or 
aircraft. To differentiate between different types 
of aircraft, a satisfactory number of data is re­
quired to be compared with the data base already 
made from statistical manipulation of data re­
corded from aircraft noise. 

Traffic noise in rainy weather contains a lot of high 
frequency signals that makes it easily identifiable 
from the other transportation noise. The high rate of 
zero-crossing in the time signal is the main charac­
teristic of this signal. The 4230 B&K calibrator gives 
a constant zero-crossing and sound pressure level. 

Short-time zero-crossing of time signal 
The zero-crossing is the number of zero crossings level 
by the time signals per duration of sampling. In the case 
of a pure tone, zero-crossing is a good measurement for 
frequency , but for broadband signals e.g. transportation 
noise, it can be a rough indication of frequency concen­
tration. Direct measurement of zero-crossing for a dis­
crete signal is difficult because the value of the signal is 
rarely zero. The process of detecting zero-crossing at a 
given time is based on the sign change of the product of 
multiplication of one data before and one data after that 
time. 

Short-time autocorrelation function 
The autocorrelation function has a lot of u eful proper­
ties real-time signal processing and detection in real­
time. An important property of the autocorrelation func­
tion for the pre ent study i the con iderable difference 
between geometrical configuration of thi function from 
transportation noi e and the th r acou tical ource . 
The main rea on can be the low fr quency nature f 
uch a noi e and i randomne . The num er f pea 

and the number of zero-cro ing in the case of peech 
and mu ic, i con iderably higher than that of aircraft 
and traffic noi . The num r f zer -cr ing f th 
autocorrelation function in time domain i t ta lly di r­
ent with the m aning of zero-cr ing uncti n f time 
ignal . Fig. 3 a i the re ul t of 2 pi f the num er 

of zero-cro ing of the aut correlati n function with re-
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spect to the zeroth element of the autocorrela­
tion function. 

The location of peaks 
The frequency content of transportation noise is mainly 
concentrated in low frequencies. Thus, it seems to be 
reasonable to draw the plot of the first and the second 
peak frequencies. Fig. 3(b) is the plot of fl and f2, the 
first and second frequencies of 200 samples from mix­
ture of heavy vehicle noise and the same pieces of 
speech and music, that were given in previous sections. 
The discrimination line shows a good separation be­
tween two classes of acoustical sources. 

Euclidean distance and maximum likelihood 
calculation 
In the case of short-time data acquisition and pattern 
recognition the features, eg. AR coefficients or fl vs f2 
from sample data, have to be compared with the related 
features in pattern space. By considering the discrimina­
tion line, which has the same distance from the means of 
two classes of noise, the distance between the feature 
from sampled data and the mean of feature from each 
pattern has to be calculated. The closest distance indi­
cates the type of sample data statistically. One of the 
simplest distance measurement is Euclidean distance. If 
the coordinates of the sample feature is (x, y) and the 
means of feature from source- I and source-2 are located 

at, (.Uix"uly), C.U2x, 1-lzy), respectively, then the sample 

belongs to source- I if the following condition holds: 

500.0 1000.0 1500.0 
JF irst Pe•k I 

' 
t ~ 

2000.Q 
ru:l j 
~ , 

Figure 3: a) Feature extraction from the autocor­
relation function for 200 samples of traffic noise, 
speech and mu ic. b) A plot of the first and the 
second frequencies of mixture of heavy vehicle 
noise in compari on with speech and music. The 
ampling frequency is 5kHz with 512 samples 
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(4) 

In equation (4) the Euclidean distances between sample 
and patterns are compared. This method is implemented 
to discriminate between speech, music and transporta­
tion noise based on AR coefficients and the number of 
zero-crossings in the autocorrelation function. 

The pattern vectors made from the acoustical signature 
of the environmental sources have to be compared with 
the sample vector made in the same manner. The statisti­
cal pattern recognition finds the maximum likelihood 
between the sample vector and pattern vector. The refer­
ence pattern of m types of noise source is represented as 
a vector [6,7]: 

(5) 

The sample pattern of noise character is represented as : 

(6) 

The sample vector and the reference patterns vectors 
will then be compared. To evaluate the similarity be­
tween a sample and references, the following set of con­
ditional distance has to be computed: 

n 2 0.5 
D(S,P)=[ I (s.-P .. ) .w .. ] 

I j=l j jl }I 

i=l,2, .. m, j=l , 2, .. n (7) 

where Wji is the weight of nth parameter for a noise 

source type and can be defined as the estimated variance 
of the nth parameter for ith source. The sample is as­
signed to a type of noise source where the distance score 
is the smallest value. The pattern made by the averaged 
spectrum from 5 types of aircraft have 256 elements per 
spectrum. The mean and variance of the data are calcu­
lated and compared with the same parameters in sample 
vectors based on equation (7). 

Frequency spectral patterns 
To identify the type of aircraft or vehicle a short-time 
data acquisition can not provide enough information to 
make a recognisable feature . Averaged frequency spec­
trum is a feature for long-time acquisition. This feature 
contains the time variation of the frequency spectrum 
and introduces a stable pattern from the frequency spec­
trum. An averaged spectrum has been used successfully 
to identify 5 different types of aircraft. After recognition 
of transportation noise, 5 types of aircraft will be identi­
fied (when the noise event is fini shed) . The main feature 
to identify the type of aircraft is the minimum Euclidean 
di stance between averaged frequency spectra of sample 
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Figure 4: Comparison between different spectral patterns of aircraft VH-TAD noise, a) A pattern of aver­
aged frequency spectrum, b) A pattern of linear averaged-weighted frequency spectrum, c) A pattern of 
linear maximum frequency spectrum, d) A pattern of linear maximum-weighted frequency. 

and patterns. The averaged spectrum of noise can be ex­
pressed as follows : 

m 
L X·· 

J=l lj 

yj = - m- i = 1,2, .. m, j = 1,2, .. n 

(8) 

(9) 

If the averaged frequency spectrum array IS 

Yj = YJ' Y2, · · · · Y11 , where n is the number of data in 

each spectrum array and m is the number of spectrum. 
Fig. 4(a) illustrates the averaged frequency spectrum 
pattern made from the overflight duration of aircraft 
VH-TAD with 512 samples and 2 KHz sampling fre­
quency. 

With the aim of searching for the inherent structure of 
data taken from acoustical noise sources, particularly 
aircraft, another pattern from the maximum amplitude in 
each frequency band can be made. This pattern is com­
parable with the averaged spectrum pattern . The main 
characteristics of the maximum spectrum pattern is to 
hold the growth of impulsive frequencies which are not 
observable in averaged spectrum. 

Yj = Mlx. Xij i = 1,2, ... m, j = l,2, .. n ( 10) 

The major problem with this feature is its large number 
of spikes and its instabi li ty . We can put emphasis on 
crucial parts of the averaged or max imum spectrum by 
weighting the frequencies of interest, e.g. Fig. 4(c) 
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shows the growth of frequencies higher than 1200 Hz 
and Fig. 4(d) shows the multiplications of those frequen­
cies by 3. 

Decision making and aircraft recognition 
The order of various features extraction stages and clas­
sifiers is crucial in making a right decision about the 
type of acoustical source. The first thing to know is the 
correlation between features and sources and realising 
the stage of decision making based on the extracted fea­
ture. The best method is to move from general criteria 
for a rough classification to spec ific criteria for a fi ne 
classification. 

A dec ision making algori thm based on the discussed 
features is presented in Fig. 5. The level of energy in 
short intervals is measured and compared with the 
threshold levels of background noise and noise events. 
When a noise event starts, the system wi ll change the 
sampling rate and start to measure zero-crossing, auto­
correlation func tion and the FFr. Then the AR model of 
the signal is determined. All information from these 
features are compared with some properly se lected 
threshold values. After evaluating the type of noise, if it 
belongs to the transportation noise class the monitoring 
system will be acti vated and then the spectral features 
will be calculated. They are compared with the patterns 
data base to find whether they are matched to a recog­
ni sable aircraft. The acou tical ource to be clas ified in 
the present re earch are: a) Sensing sy tern Off, zero 
voltage acoustical input, b) Background noi e, c) B&K 
4230 calibrator, 94 dB, I KHz, d) Traffi c noi e in rai ny 
weather, e) Music and speech, 2 pieces of class ic music, 
I piece of rock music and one piece of reading the news 
by male peaker, f) Transportation noise in dry weather 
including 5 types of ai rcraft, a mixture of traffic, a sam-
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Figure 5: Decision tree for transportation noise recognition and monitoring. 

pie of heavy vehicles and a mixture of traffic, train and 
aircraft noise together. There are two major stages in the algorithm, the first 

step is training and the second step is operating, which 
are different from the similar steps in other programs. 
Both stages are adaptive and will be activated only by 
transportation noise. The main reason that they are made 
adaptive is that the duration of overflight is different for 
different aircraft noise event. Therefore finding exact 
start and end points of the event can avoid interferences 
caused in the subsequent stages due to incorrect data. An 
example of that is the process of averaging the frequency 
spectrum which has a crucial role in aircraft noise rec­
ognition. 
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Intelligent transportation noise monitoring 
A sound pressure level monitoring system can be acti­
vated when the traffic noise or aircraft noise dominates 
the background noise. Such a recording and monitoring 
system can automatically record the desired noise. This 
program is able to calculate the time duration of an event 
and the maximum and the mean of sound pres ure level 
during an event. In a quiet environment this program 
counts the number of vehicles and aircraft with a noise 
level more than a proper threshold. The re ult of oper­
ating an intelligent noise monitoring sy tern for the noi e 
given in Fig. I are pre ented in Fig. 6. The monitoring 
ystem i activated only by tran portation noi e. When 

the nature of ound change r the level of energy and 
ound falls to Je than orne particular value the y tern 
top monitoring. 

Australian Acoustical Society 1995 Conference 



Conclusion 
In this paper some useful features to discriminate the 
transportation noise from other environmental noises 
such as music and speech have been introduced. 

The features used to discriminate the transportation 
noise from the other sounds are the energy of the signal, 
sound pressure level, linear prediction coefficients, 
autocorrelation function, peak frequency and zero­
crossing. The AR coefficients and the autocorrelation 
function provide reliable criteria to discriminate between 
transportation noise, music and speech in short-time data 
acquisition. These features have been used successfully 
to activate an intelligent noise monitoring system. There 
is also some false recognition when the speech segments 
are not continuous. 

Spectral features for long-time data acquisition are used 
to recognise the type of aircraft. The result of this re­
search is likely to be applicable to other acoustical noise 
recognition, such as intelligent noise control [9], count­
ing vehicles, acoustical diagnosis of defects in machines 
and even to medical diagnosis systems. In the future re­
search the model of other types of environmental noise 
such as bird sounds and thunderstorm, will be studied. 
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Abstract 

There is a conflict between the need for supplying fresh air and passive noise control by conven­
tional methods, particularly near airports, railway lines and beside the major trucking routes. A 
"noise activated system" sensitive to transportation noise is an automatic system which controls the 
outdoor noise intrusion only when it occurs. Such a control system can be linked to a programma­
ble ventilation system that closes the windows and ventilators when a noisy vehicle or an aircraft 
approaches and opens them when the noisy event passes. The window could be closed automati­
cally, at certain times of a day, week, month and a year when the noise level is higher than standard 
level. 

Introduction 
For the majority of people the only way to reduce air­
craft and traffic noise is to close windows in busy hours. 
Opening and closing a window is the simplest way to 
supply the required fresh air and moderate the tempera­
ture inside a building. The window transmits the outdoor 
unwanted noise to the inside space and disturbs the com­
fort conditions. In most noisy situations there is a con­
flict between the need to supply fresh air and the need to 
control noise penetration from aircraft, trains and heavy 
vehicles. A programmable system to control ventilation 
would permit the occupants to specify the type of noises 
that they do not wish to hear and the degree of required 
ventilation. The window could be automatically closed 
at the approach of a noisy event and opened when the 
noise source had passed. Based on interest of the user, 
the window could be automatically closed at the certain 
times of a day, week, month or year. Such a system 
would have to discriminate between the sounds as 
wanted or unwanted and based on reasonable criteria 
make a decision about its state of opening. A major con­
straint is that the method must be fast enough to be used 
to activate the window before the noise level peaks. In 
this paper the concept of a noise activated control sys­
tem to operate a window has been studied for two differ­
ent classes of noise sources; single acoustic source and a 
mixture of noise sources. 

Conventional methods of noise reduction inside build­
ings involve using two distinct methods, passive and ac­
tive noise control. In passive noi se control, ound ab­
sorbent materials are used to reduce the level of ound 
inside the building. To achieve high noi e in ulation the 
wall should not have any opening such a windows. 
Double glazing the windows and u ing acou tic in ulat­
ing material are the most popular method in pas ive 
noise control. In this situation, when the window mu t 
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be sealed and always closed, it is pointless to think about 
natural ventilation. Passive noise control is effective for 
high frequency noise. In reducing low frequency noise 
levels the bulk and cost of sound absorbent materials in­
creases exponentially and makes these methods expen­
sive to implement. In practice the windows are consid­
ered as important elements of a building, allowing for 
natural lighting, ventilation and visual contact with the 
outdoor environment [ 1]. 

Active noise control uses the superposition of acoustic 
waves to generate destructive interference. A stable de­
structive interference in active noise control is possible 
only for frequencies less than 500 Hz. A complete can­
cellation of unwanted noise by generating the secondary 
acoustical wave is dependent on the acoustical response 
of the medium and the response characteristics of the 
electronic equipment used in the system. It is a! o 
strongly related to the acoustical parameters of the pri­
mary source [2]. Active noise control is effective when 
the sound is steady or changing lowly, but outdoor 
noise is broadband and time-varying. Therefore, the ac­
tive noise control is not a good olution for re id ntial 
places. An active noi e control sy tern in a re idential 
building can cane 1 the low frequencie f peech and 
mu ic and the other low frequency und that pe pie 
want to hear. 
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Fig. 1. : A time history of sound pressure level from two aircraft. Graph 
1, when the window is open and graph-2 when the window is closed. 

as speech and music [3]. The calculation of the mini­
mum permitted time delay for a control system is pre­
sented. The proposed algorithm and the results are dis­
cussed and it is concluded that significant reductions in 
peak noise level could be obtained. 

Linear prediction coefficients, autocorrelation function, 
zero-crossing, energy of signal and sound pressure level 
can be employed as features to be extracted to make an 
adaptive algorithm for pattern recognition. This algo­
rithm is capable of training and operating the control 
system. As the result of the noise recognition process a 
decision can be made about the position of the window. 

Noise attenuation 
To realise how much a closed window can reduce the 
intrusion of transportation noise, an experiment has been 
arranged. The noise monitoring system was tested by 
being exposed to noise emitted from aircraft VH-CHT 
and VH-CZT and the sound pressure level for open and 
closed window was monitored from inside the building 
in vicinity of a window. The thickness of glazing is 5 
mm. 

Fig. 1 displays the time history of sound pressure level 
for an open and closed window in graph 1 and 2 respec­
tively. To record the result of closed window a loud 
speaker has been used. Fig. 1 shows that closed window 
reduces the maximum sound pressure level from 98 dB 
to 77 dB for the aircraft type VH-CHT and from 96 dB 
to 73 dB for aircraft type VH-CZT. The average of 
sound pressure level during the flyover of these two air­
craft is reduced from 82.26 dB to 66.63 dB. As glass 
attenuates the higher frequencies of noise more than its 
lower frequencies , the result of noise reduction in the 
ca e of some transportation noise which contents high 
frequency signals will be more satisfactory than that of 
aircraft noise. 

Smart ventilation 
One of the major problems in insulating buildings 
again t outdoor noi e such as transportation noise is 
natural ventilation. Air conditioning system are expen-
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sive to install, run and maintain. The use of natural ven­
tilation negates any attempt to add acoustic insulation to 
the windows. Smart ventilation as a part of an automated 
building would permit the occupants to specify the type 
of outdoor noises they wish to respond to. After a proper 
response of the system, the outdoor noise entering the 
building is attenuated more than 10 dB. Such a system to 
would identify the appropriate property of unwanted 
noise, based on the reasonable criteria and make a deci­
sion whether the window should be opened or closed. 
Speech intelligibility or sleep disturbance limits could be 
the boundaries of the operating system. 

In the design of a smart ventilation system, thermal com­
fort, quality of air and the occasions that human being 
decides to open or close the window such as strong 
winds have to be considered. Such a ventilation system 
could also be programmed to hold the window closed at 
certain times, such as when the television is on or a tele­
phone conversation is being held. Also, such a system 
could close the window in rush hours and when a known 
noise event such as garbage collection is taking place. 
Therefore, the acoustical signals of these sources and the 
thermal conditions of air are the inputs of the system. 
The output of the system is the position of the window. 
Other inputs such as thermal parameters of indoor and 
outdoor air, time and the residents voice commands 
could also be contemplated. 

Transportation noise categories 
Transportation noise emitted from aircraft and traffic 
flow is a non-stationary signal and the frequency spec­
trum is time dependent. The amplitude and frequency of 
road transportation noise are strongly dependent on the 
acceleration, speed, operating mode and the condition of 
car and road. In the case of aircraft noise, the type of 
aircraft and its propulsion system, load, take off or 
landing position, the angle of flight and the weather 
conditions can affect the characteristics of the emitted 
noise. A lot of random parameters such as the noise of 
vehicle brakes and sound of car horn and the vibration 
of trailers are mixed with transportation noise. In this 
paper we try to find applicable method to identify ap-
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proaching noise sources. These methods can be used to 
activate the control system sufficiently fast and accurate. 
As a first step traffic noise emitted from heavy vehicles 
and aircraft are considered as the unwanted noises. 
Transportation noise can be classified into two catego­
ries: "single noise event" and the "mixture of noise 
events". When a single vehicle comes into a quiet back­
ground, the time history of the signal can be considered 
as a "single noise event". Therefore, there is only one 
source of noise that can affect the measuring and control 
system. Aircraft noise and the noise emitted from the 
heavy vehicles at night time are examples of single noise 
events. Although the amplitude and frequency of signals 
change in different instants and positions of the vehicle, 
detection and recognition of single source in a quiet 
background is much easier than the mixture of noise. To 
have a better understanding of the difference between 
the single and mixture of acoustical events, we take the 
example of the crowd in a classroom. Each word is a 
regular set of acoustical signals which can be recognised 
and comprehended. But when different speakers start 
pronouncing different words, the combination of acous­
tical signals is difficult to comprehend. The only judg­
ment about the crowd is the level of loudness and noisi­
ness. Another important point in relation with the single 
noise event is that in the majority of pattern recognition 
situations the decision about the class of sample is made 
after the event has occurred. But in a real-time noise ac­
tivated system, a decision needs to be taken at the very 
beginning of the event to avoid any disturbance. 

In a noisy background, it is difficult to distinguish be­
tween different vehicles. In spite of having a lot of 
methods for reconstruction and detection of the known 
signal in a noisy background, detection of the time­
variant noise of vehicle with different characteristics and 
conditions is very difficult, especially when the back­
ground noise is traffic noise which usually has the same 
nature as the noise event. 

Minimum reaction time 
There is a time-delay between the instant at which the 
approaching vehicle is detected and the final reaction of 
the window controller system. This time delay consists 
of two parts. The first part is related to the algorithm 
computational time and the second part is the result of 
the inherent delay of the actuators and the mechanical 
system. 

The software system includes many stages such a : data 
acquisition, data calibration, indexing and bundling of 
data, logarithmic conversion , feature extraction, pattern 
classification and compari son between the variou c n­
ditions and inputs to make the right deci ion a out the 
position of the window. A stepper motor i the e t pr -
grammable actuator to contro l the angu lar po ition f the 
window. Therefore, after deci ion making, a equential 
coding is needed to operate the stepper mot r. 
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The data acquisition part is set up based on the required 
sampling period and the maximum frequency to be 
measured. The time needed to perform the data acquisi­
tion and processing for half a second sampling time with 
the rate of 5 KHz is 0.7 seconds. The time requirement 
for sequential coding to indicate the angular position of 
the stepper motor's shaft is the major time consuming 
stage. The total time delay of control system with respect 
to the beginning of noise event can be formulated as 
follows: 

t delay = t s + t p + t a + t i (1 ) 

where, t delay is the total time delay, t s is the sampling 

time, t P is the time requirement for data processing and 

pattern recognition, ta is the time of sequential coding 

to operate the actuator and f; is the inertial time delay 

because of the mechanical equipment. 

In a successful noise control experiment the total time 
delay must be much shorter than half of the duration of 
the whole noise event. It is assumed that the peak of 
noise event occurs at the half time of noise event. 

[delay < T/2 (2) 

where T is the duration of the noise event. An experi­
ment was arranged with a single noise event from a point 
source such as a heavy truck, with constant acoustical 
property with respect to time. The vehicle was driven 
with the maximum permitted speed of 60 Km/h, and the 
acceleration is assumed to be zero. The road is consid­
ered as a straight line. 

As it is shown in Fig. 2, the Gbserver is located at 5 m 
beside the road and the threshold of sound pressure level 
for detection is 70 dB . The maximum sound pre ure 
level of heavy vehicle at the ob ervation point i 95 dB. 
The whole detection time is T, and the length of the road 
which falls within the detectable area i X. The relation 
between sound intensities in ob ervation poi nt and de­
tection point can be describe a equati n (3). The ound 
attenuation through ab orption by air i negligi le. In the 
case of traffic n i e, for 0 percent re lati ve humi ity, the 
sound ab orption i le than 1 dB in m. 

2 
I 0 ' 1 

I;= rJ 

By repl acing th equi alent alu 
form f und pre ure le el and 
have: 

p = 20 

fr m the I 
un e 

(4 
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p .c Fig. 2: The schematic diagram of the experiment for noise 
measurement. 

(7) 

SPf..o=95(dB) and S~ is decided to be 70(dB), hence, 

r 1 =88.9 m and v = 16.7 (rnls), 

x = 'i cos( a) (8) 

X= 177.8 m 

X= v.T (9) 

which yields T = 10.63 (sec). 

The above values show that a heavy vehicle with a 
sound pressure level of 95 dB located at the distance of 
5m from the road is detectable only during 10.63 sec­
onds of the event. In other word for 10.63 seconds in 
circular area with diameter 177.8 m, the sound pressure 
level is higher than or equal to 70 dB. In this calculation 
the Doppler effect is not considered. In a program which 
was developed in a virtual instrumentation software, the 

sampling time, t s = 0.5 sec, the time required for data 

processing and pattern recognition t P = 0.2 sec, the time 

of sequential coding to operate the actuator t a= 2 sec 

and the inertial time delay f; = 0.6 sec because of small 

size of prototype. Therefore the total delay is t delay = 3.3 

sec. When the noise of heavy vehicle reaches its peaks 
after 5.32 sec, the window is closed. 

Noise classification 
To operate the window, sound pressure level and the en­
ergy of signal are good criteria. Therefore, as soon as the 
sound pressure level and the energy reach to certain lev­
els, the control system will be activated. But these crite­
ria are not dependent on a particular source of noise. 
The control system may be activated by any other 
acoustical source. The ventilation system should be acti­
vated only by transportation noise with a sound pressure 
level and energy of more than certain levels. In this 
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study aircraft noise, heavy vehicle and mixture of traffic 
in dry and rainy weather are considered as transportation 
noise sources. A major system constraint is the time 
limit imposed on the recognition task. It would not be a 
practicable system if the response to the noise event 
happened after or at the end of the event. Therefore, the 
acoustical features have to be selected that are extract­
able in a short-time during data acquisition process. 
Identifying the approaching unwanted source of noise at 
far distances is crucial. The first step in the design of a 
control system sensitive to transportation noise is to rec­
ognise the type of noise. The real-time control of a con­
trollable window requires real-time data acquisition, 
pattern recognition and decision making. The pattern 
recognition problem can be divided into several stages 
of which feature extraction and source classification are 
the most two important ones. Since there is no unique 
method to distinguish between different noise sources, a 
variety of parameters with different signal processing 
methods have been used. A discriminating parameter has 
to be used to distinguish between the random broadband 
transportation noise and complex spectra speech, music 
and other sources of environmental noise as such. This is 
the main purpose of acoustical feature extraction in the 
present work. The extracted features have to give an ap­
propriate measure of the observed data while retaining 
most of information that is useful for recognition. The 
major method used in this work is based on statistical 
feature extraction. The proper statistical function to treat 
the acoustical data has to be correlated to the inherent 
structure of data observed from the noise source. 

The low order linear prediction model of transportation 
noise and the autocorrelation function are useful to dif­
ferentiate this type of noise from speech and music. The 
zero-crossing rate of transportation noise signal is an­
other applicable criterion. The processes of detection 
and recognition of a particular source of traffic noise 
have a lot in common with what is done in diagnosing 
defects in machines, speech and speaker recognition and 
passive sonar tracking. All the sample patterns should be 
compared with a reference template pattern. Selecting 
the most effective reference should be based upon an 
appropriate statistical method. The maximum likelihood 
ratio is a useful discriminating scheme. In order to do 
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Fig. 3: The block diagram of a noise activated ventilation system. 

that a decision boundary should be defined as a criterion 
to compare a sample with the reference pattern. 

Noise activated ventilation control 
A significant characteristic of a noise activated control 
for ventilation systems is to operate at the start of the 
event rather than at its completion. In spite of the sim­
plicity in the operation of a ventilation system the 
acoustical detection and pattern recognition programs of 
such events can be as complex as that of a guided tor­
pedo detector. 

Fig. 3 shows the block diagram of a control algorithm to 
operate the ventilation system. It works in two modes of 
"Manual" and "Automatic" operations. The time and 
date of closing the window can be set up by the user. 
The criteria to activate the system are divided into two 
groups: primary and secondary criteria. The primary 
criteria such as sound pressure level and the energy of 
signal are more important. The secondary criteria are the 
linear prediction coefficients, autocorrelation function, 
plot of first and second frequencies and zero-crossing. 
When the system passes the boundaries of primary crite­
ria, the decision system will start to calculate the econ­
dary criteria. The control system would be activated 
when the sound pressure level reached to 70 dB and the 
energy of signal for 512 samples with the rate of 5 KHz 
exceeded 10 units of energy. If the re ult of recognition 
favours "transportation noise", the ystem end a win-
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dow shut command. On the other hand if the recognition 
favours other environmental sources such as speech · and 
music an open window signal will be issued. The 
"Automatic" mode of this program is implemented in 
two stages, "Training" mode and "Operating" mode. In 
the training mode the system is exposed to a set of 
training transportation noise signals in order to set the 
decision boundaries. In operating mode, during a real­
time data acquisition process, feature extraction and 
classification take place. 

Based on the temporal regularities that exist in some en­
vironmental phenomena such as traffic flow, the system 
can be predicably programmed with respect to time. 
These occasions can be some particular times of year, 
week or day. The user can set up the date and time of 
closing period in training mode. 

The comparison between indoor and outdoor air condi­
tions interferes the deci ion y tern. In orne occa ion 
thermal comfort priority has to be con idered. 

Simulation 
The interpretation of noi e and other events that happen 
during the operation of noi e activated window i hown 
in fig. 4. Thi figure i the time hi tory of ound pre ure 
level of aircraft h-ewi flyo er in landing mode. The 
fir t graph i the noi e monitoring when the wi ndow i 
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Fig. 4: The predicted result of monitoring the aircraft noise during clos­
ing the window. 

open. Graph-2 is the result of monitoring the same noise 
with the use of loud speaker when the window is closed. 

The actual received noise during the window operation 
is the path a-b-c-d-e-f. We have assumed that the user 
did not wish to receive transportation noise higher than 
70 db. At the beginning of the aircraft noise event, the 
recognition system identifies an approaching transporta­
tion noise. The start of noise event is at point (a) in 
graph- I. The sound pressure level increases from point 
(a) to point (b) where it exceeds the sound pressure level 
threshold. At point (b) the control system starts to close 
the window. If this process is supposed to happen im­
mediately then the noise level will jump from point (b) 
to (c). Otherwise there is a delay which prolongs the 
system reaction. When the outside noise is reduced back 
to 70 db the control system will start to open the win­
dow. In fact when the outside sound pressure level goes 
to point (e) the noise level will jump from point (d) to 
point (e). As a result the sound pressure level is reduced 
from 94. 85 db to 74.37 db at the peak with a time aver­
age reduction from 78.07 db to 65.2 db. There are two 
transient areas in the time history of sound pressure level 
in fig. 4 , which are shown inside ellipses. These two 
transient states are important as mentioned in section 5. 

Graph-1 in Fig. 5 shows the noise level when the win-

dow is open and Graph-2 is the actual noise signal re­
ceived inside the building during the operation of the 
noise activated system. The location of points a, b, c, d, 
e and fare comparable with the same points in Fig. 5. 
Point (c) is the instant at which the window is com­
pletely shut and point (e) is the instant the window is 
open. The paths b-e and d-e are the transient parts of 
noise reduction in which window is closing and opening. 
The transient part of noise control shown in Fig. 5 takes 
about 6.5 (sec) out of 25.5 (sec) for the whole event. As 
a result, there is a considerable noise attenuation for al­
most 75% of noise event duration. Also the noise peak 
would not be as annoying as it could possibly be. The 
distance between two lines passing points b and c indi­
cates the time delay of the actuator, which is equal to 

fa+ f; . 

Conclusion 
This paper explained a possible solution to overcome the 
existing conflict between natural ventilation and passive 
noise control. A noise activated control system can pro­
tect the indoor space against the intrusion of the outdoor 
unwanted noise if it detects and operates fast enough. In 
the case of single noise event in a quiet background such 
as aircraft noise event, this method is more efficient. 

Fig. 5: The result of operating a noise activated system to control 
the window position, the noise of aircraft VH-TOO. 
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The major problem to use the noise activated system is 
the accuracy in recognition. The results of this research 
can be used in other fields of acoustical source recogni­
tion system. In spite of the simplicity in the operating of 
a ventilation system the acoustical detection and pattern 
recognition algorithms can be very complicated. 

Finding a criteria to judge about the priority of thermal 
comfort or silence is helpful. Making a prototype from a 
noise activated ventilation at this stage is necessary for 
further studies with consideration of public demands. 
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Abstract 

This paper presents an alternative way of achieving satisfactory noise levels in buildings located in 
noisy environments. It is a continuation of preliminary research carried out into the use of quarter­
wave resonators located at a building ventilation opening to achieve a reduction of noise entering a 
building. The level and nature of the attenuation of noise entering a building by a multiple resona­
tor is determined, indicating that in addition to resonator action, there are diffraction effects similar 
in nature to that of a barrier which aid in the attenuation of noise entering the building. Future work 
will involve the use of "diffractors" located outside a window in a building to attenuate noise en­
tering the building. 

Introduction 
The need for a cost-effective technique of reducing noise 
entering buildings through ventilation openings such as 
windows is becoming increasingly urgent as more peo­
ple are becoming exposed to environmental noise. The 
use of quarter-wave resonators outside ventilation 
openings of buildings is a new application of a simple, 
~ell known noise reduction technique. Preliminary re­
search carried out into the possibilities of this new appli­
cation (Field 1995) involved sound intensity measure­
ments of noise entering a building with a resonator lo­
cated under a window. A comparison of intensity meas­
urements with and without the resonator present indi­
cated a substantial reduction in sound intensity in a nar­
row frequency range close to the resonant frequency of 
the resonator. The present research continues this work 
with the determination of the attenuation provided by a 
multiple resonator located outside a building ventilation 
opening. 

Experiments 

The Multiple Resonator 
The resonator used in previous research (Field 1995) 
was converted to a multiple resonator by the insertion of 
two partitions, allowing for a three resonator system. 
The new multiple resonator was primitive in design, with 
no calculations carried out to check the suitability of its 
geometry except that the length of the respective cavities 
corresponded to a quarter wavelength of the noise to be 
attenuated. These lengths were achieved by filling the 
respective cavities with sand up to the required height 
corresponding to a quarter wavelength. The main aim 
was to observe any attenuation provided by the multiple 
resonator which would warrant further detailing of an­
other resonator device. 
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Initial Experiments 
The room used in all experiments was a 6: 1 scale model 
based on a room used for determining the shielding pro­
vided by building facades (Lawrence et al 1983). In one 
wall there was a rectangular opening corresponding to 
1% of that particular wall area with a ratio of opening 
width to opening height of 0.85. The volume of the room 
was 0.14m3

. The resonator frequencies chosen for the 
first experiment were 1250Hz, 3150Hz and 6300Hz 
which would translate into relatively low frequencies for 
the full scale room. The nature of noise used in all ex­
periments was white noise produced by a Bruel and 
Kjaer Type 1405 noise generator in the range of 20Hz 
to 20kHz. The source consisted of a horn driver with a 
tube attached to simulate a point source as closely as 
possible. The receiver was a 112 inch Bruel and Kjaer 
Type 4133 microphone. A smooth, rigid and reflective 
ground surface was used between the source and re­
ceiver in all experiments. 

Initial experiments involved determining the effect of 
the multiple resonator on noise entering the building 
through the opening. In each experiment the sound pres­
sure level was measured just inside the model room at 
the opening in 113 octave bands from 1 k Hz to 1OkHz 
(using a Bruel and Kjaer Type 2034 Dual Spectrum 
Analyser and a computer program u ed to calculate 1/3 
octaves) when the re onator wa not pre ent ou ide the 
opening and. then when there onator wa pre ent. Mea -
uremen were not made in ide the r om ecau e of re­
flection fr m the in ide wall which would make the ef­
fect of the re onator more difficult to e . The ource 
was located 1040 mm from the recei er at a height of 
200 mm. The recei er w located ju t in ide the open-
ing in the del room at a height of I 0 mm. Thi 
ource-recei er geometry w kept con tant. The differ­

ence between the two Je el ga e the attenuation, in dB, 
du to the pre nee of the re onator. The acti n f the 

131 



,-.._ 
t:Q 

5 
"0 4 '-' 
!=: 

3 .:2 
C;j 

2 ::l 
!=: 

l ~ 
~ 0 

0 0 0 0 0 0 
0 0 0 0 0 0 
0 \0 IJ') 0 (V) 0 

('l "<!' \0 0 ....... 

1/3 Octave Frequency(Hz) 

Figure l(a) Attenuation vs 113 Octave Frequency 
(normal multiple resonator) 
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Figure l(b) Attenuation vs 1/3 Octave Frequency 
(resonator full ofsand) 
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Figure I (c) Attenuation vs 1/3 Octave Frequency 
(damped resonator) 

resonator was observed under different conditions. 
Firstl y the resonator was used in its normal state outside 
the opening with sand used to achieve the required cav­
ity lengths for the resonators. The resonator was then 
filled completely with sand to simulate a thick barrier 
(and no resonator) and finally the sand was poured out 
of the resonator and filled with absorptive materi al so it 
became a type of multiple barrier with damping in be­
tween the partitions. T he idea beh ind using these differ­
ent conditions was to observe the nature of the resonator 
ac ti on. The two poss ible mechanisms of noi se reduction 
by the resonator outside the building would be the in­
tended acti on of the resonators resulting in attenuation at 
the particu lar resonant frequencies and also diffraction 
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over a wide range of frequencies due to the presence of 
an obstacle near the building opening. The different 
conditions under which the resonator was tested would 
indicate the relevant mechanism. The results for the at­
tenuation provided by the resonator under various con­
ditions are shown in Figures l(a) to l(c). 

Figure 1 (a) indicates that the multiple resonator is not 
functioning as expected since the attenuation at the reso­
nant frequencies of the resonator ( 1250 Hz, 3150 Hz and 
6300Hz) is not significantly higher than in other l/3 
octave bands. A comparison between Figure l(a) and 
Figure l(b) shows that diffraction is the only mechanism 
of attenuation provided by the multiple resonator. Dif­
fraction is occurring at the tops of the partitions in the 
resonator and at the leading edge of the resonator ex­
posed to noise (acting as a finite width multiple barrier) . 
When the resonator is filled with sand, the partitions are 
no longer exposed. The attenuation achieved in Figure 
l (b) is then only due to the outside edges of the multiple 
resonator casing. Figure 1 (c) confirms that the resonator 
is not functioning properly. The addition of absorptive 
material should damp the resonator response but in some 
frequency bands there are increases in attenuation. A 
comparison of Figure l(a) and Figure l(c) shows that 
the undamped resonator gives similar results to the 
damped resonator. This indicates that the results are 
most likely due to diffraction at the tops of the partitions 
and outer edge of the multiple resonator. 

These initi al experiments indicated that there were two 
main problems with the multiple resonator. Firstly, after 
testing the resonator with normally incident white noise 
as opposed to grazing incidence in the model room ex­
periments, it was found that the sand used to achieve the 
correct height for the quarter wave resonators was 
damping the resonator response significantly. It was also 
found that the cross-sectional areas of the resonators 
were too large compared to the quarter wavelength of 
sound they were meant to be attenuating. These two 
factors were inhibiting the formation of standing waves 
along the length of the resonator. 

Experiments with a New Multiple Resonator 
A new resonator was designed which satisfied the neces­
sary conditions for good resonator response. This re­
quired the use of a rigid end in the resonator to facilitate 
the formation of standing waves and imposing con­
straints on the resonator geometry to prevent the forma­
ti on of cross-modes while sustai ning a high Q factor. 
The constraints were sati sfied by solvi ng the following 
optimisation problem for resonator diameter D (i n me­
tres) for a required Q factor (f is the required resonator 
frequency in Hz) : 

7if!J « I (Beranek and Ver 1992) 

Q < 1.455 x I 0-2 D,fj (lngard 1994) 
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Figure 2(a): Attenuation vs 113 Octave Fre­
quency(normal undamped resonator) 
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Figure 2(b): Attenuation vs 113 Octave Frequency (sand 
filled resonator) 
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Figure 2(c): Attenuation vs 1/3 Octave Fre­
quency( damped resonator) 

The resulting diameter was then converted to an 
equivalent square cross-section. The new multiple reso­
nator consisted of a 1250 Hz resonator and two 3 150 Hz 
resonators. 

The new multiple resonator was then used in a seri es of 
experiments similar to the initial experiments. For eight 
different source positions, the attenuation due to the in­
sertion of the resonator under the window of the model 
room was measured in 1/3 octave bands at the window 
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of the model room. The multiple resonator was then 
filled with sand and the experiment repeated . Finally the 
experiment was repeated with absorptive material added 
to the normal resonator in order to damp its response. A 
comparison of the three sets of experiments would pin­
point the mechanism of attenuation by the resonator, 
whether it be diffraction from the multiple resonator 
acting as a multiple barrier, the intended action of the 
resonator itself, or a combination of the two effects. 

Typical results from the three sets of experiments are 
shown in Figures 2(a) to 2(c). The particular source­
receiver geometry for these results included a source 
height of 185 mrn, a receiver height of 180 mm, the 
resonator height of 175 mm (the top of the resonator was 
in line with the bottom edge of the opening in the model 
room, hence there was a line of sight between source and 
receiver) and a source-receiver distance of 850 mm. 

From Figures 2(a) to 2(c) it can be concluded that both 
resonator action and a diffraction effect are present. 

The response of the 1250 Hz resonator is clear by a 
comparison of the attenuation levels in the 1250 Hz 113 
octave bands in Figures 2(a) and 2(c) . The undamped 
resonator achieved 6.0 dB attenuation while the damped 
resonator achieved 2.4 dB attenuation. The response of 
the 3150Hz resonator was less impressive. The un­
damped resonator achieved 2.3 dB attenuation while the 
damped resonator achieved 2.1 dB attenuation. This can 
be explained by considering the total energy in the re­
spective resonators. The total energy in each resonator is 
proportional to the volume of each resonator (lngard 
1994 ). The 3150Hz resonator, requiring a shorter length 
and smaller cross-section than the 1250Hz resonator, 
therefore has a smaller total energy than the 1250 Hz 
resonator. It would therefore require several 3 150 Hz 
resonators to achieve the same magnitude of attenuation 
as the 1250Hz resonator. 

The diffraction effect is evident by the similar trend in 
attenuation across the 1/3 octave bands not including the 
resonator frequencies for both the undamped and 
damped resonators. Since the experiments were carried 
out with a rigid , reflective ground surface between the 
source and receiver, the attenuation pattern will be influ­
enced by the interaction between the direct and ground 
refl ected rays arriving at the rece iver. At specific path 
differences between the direct distance from ource to 
receiver and the distance from the source to receiver in­
cluding a ground reflection , there will be constructive 
and destructive interference between the direct and re­
flected rays. For propagation over reflective grou nd , the 
phase difference correspond ing to thi path difference 
can be given a : 

( I ) 
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where A is the wavelength of sound, Lr is the reflected 
distance between the source and receiver and Ld is the 
direct disiance between the source and receiver. Equa­
tion (I) can be solved to find frequencies at which de­
structive and constructive interference occur. 

For the geometry corresponding to the results of Figures 
2(a) to 2(c) destructive interference is expected to occur 
at 2300Hz (7t radians out of phase) and 6900Hz (37t ra­
dians out of phase). Constructive interference is ex­
pected at 4600 Hz (27t radians out of phase) and 
9200 Hz ( 4n radians out of phase). The presence of the 
resonator, however, disturbs this interference pattern. 
This is similar to the insertion of a barrier between a 
source and receiver. The barrier can disturb the interfer­
ence pattern formed between direct and ground reflected 
sound without the barrier present, resulting in increases 
in sound level at some frequencies instead of reducing it. 

The effects of diffraction can be seen by a comparison of 
the attenuation levels in the 113 octave bands not in­
cluding the resonator frequencies of Figures 2(a) to 2(c). 
Similar to the results obtained in the initial experiments 
(Figures 1 (a) to 1 (c)), diffraction occurs at the partitions 
within the resonator casing and at the outer casing of the 
resonator itself. Figures 2(a) and 2(c) indicate diffraction 
at both the partitions and casing while Figure 2(b) shows 
the diffraction of the casing alone (since the resonator 
cavities were filled with sand). It should also be noted 
that the attenuation due to diffraction for the damped 
resonator (Figure 2(c)) is higher in most 113 octave 
bands than that obtained by the undamped resonator 
(Figure 2(a)). From these results the resonator with 
damping material in it could possibly be perceived as a 
multiple barrier with an absorbent coating on the barrier 
surfaces. Maekawa(1965) found higher values of at­
tenuation provided by barriers with a sound-absorbing 
covering on the source side and Fyfe et al (1995) found 
an increased performance by absorptive barriers above 
that of a standard barrier which was a function of the 
source to barrier distance. In order to test this possibil­
ity, the damping material was removed from the resona­
tor cavities. A thin layer of absorbent material was then 
added to the front casing of the multiple resonator. The 
attenuation experiment was then repeated with the same 
source-receiver geometry. It was found that the resona­
tor with the absorptive lining attached achieved higher 
attenuation levels (between 0.5 dB and 1 dB depending 
on frequency) in all 113 octave bands not including the 
resonator frequencies with a similar trend to that of the 
resonator filled with damping material. Hence the multi­
ple resonator filled with damping material can be 
thought of as a type of multiple barrier with lined with 
ab orbent material. 

Currently work i being carried out to develop a com­
puter program that predict the diffractional effects of 
the re n tor ba ed on theory developed for barriers in-
luding a refl ective ground urface. The difference in 
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path length of the direct and various ground reflected 
sound rays plays an important role in this program. 

Conclusions 
It has been found that a . model quarter-wave resonator 
can achieve 6.0 dB attenuation of white noise in the 113 
octave band containing the resonator frequency while 
providing further attenuation in other 113 octave bands 
due to diffraction at the outer edge and at partition edges 
within the resonator. For a multiple resonator system, it 
has been found that several higher frequency resonators 
would be required for each lower frequency resonator 
according to their volume ratios in order to achieve the 
same level of attenuation. Future work will include dif­
ferent source locations, interactions of the resonators, 
developing theory for the prediction of attenuation in 
complex situations such as near building facades and the 
use of "diffractors" located around the window of a 
room to achieve attenuation of noise entering the room. 
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New Sophisticated Absorption Materials. DECI-TEX® Acoustic 
Textiles 

Jenny Law 
/.N.C. Corporation Pty lid 

22 Cleeland Rd, Oakleigh South 3167. 

Abstract 

A new range of sophisticated sound absorption materials, known as Deci-Tex ®' have been success­
fully developed. These engineered fabrics absorb sound effectively, efficiently and economically. 
Without the bulk normally associated with traditional sound absorbing materials, Deci-Tex acous­
tic textiles are installed with an air gap between them and the panel behind or even as freely sus­
pended banners. The depth of the air space matched with the impedance of the Deci-Tex results in 
sound absorption equivalent to the same thickness of many traditional acoustic materials. The ab­
sorption mechanism is proposed. Experimental test results are displayed, as well as the results ob­
tained in two previously noisy commercial applications. 

Introduction 
Traditional sound absorption materials include polyure­
thane foams and fibrous materials, such as fibreglass, 
polyester and so on. These traditional materials absorb 
and dissipate sound energy through friction in the open 
cell structure of foams, or between the fibres of the po­
rous fibrous materials. Generally, as the thickness of 
these traditional materials increase, the sound absorption 
also increases1

• However, a new range of sound absorp­
tion materials have been successfully developed at 
I.N.C. Corporation. These new acoustic textiles have 
found to be a practical alternative to foam and fibre 
sound absorption materials, eliminating the bulk nor­
mally associated with traditional materials. 

Background 
The project aim was to develop high flow reststlvtty 
membranes that were thin, inexpensive, good sound ab­
sorbers with aethestic appeal to be used in internal sound 
absorption applications. This resulted in engineered, fab­
ric based sound absorbing materials, now known as 
Deci-Tex acoustic textiles. As the sound passes through 
the textile, it is forced through a series of tiny pores 
which provide resistance to the flow of air. The flow re­
sistance of a porous material is the ratio of the air pres­
sure differential divided by the normal air velocity at the 
surface of the the sample2

. The flow resistance of Deci­
Tex has been acoustically optimised to ensure maximum 
sound absorption. 

To achieve their remarkable performance, Deci-Tex 
acoustic textiles are installed with an air gap behind 
them and the wall as shown in Figure 1. The depth of the 
air space matched with the impedance of the Deci-Tex 
results in sound absorption comparable to the arne 
thickness of some conventional acou tic material . Re­
cent experiment resul ts al o show that Deci-Tex Pl6 
performs when freely suspended a banner . In thi 
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study, the performance of two main types of Deci-Tex 
were evaluated by laboratory testing. Results are also 
shown for the commercial of Deci-Tex P16. 

'r .....---_, r 

Incident Sound I --<--\ ~ 
DECI-TEX I 

Figure 1: The sound wave passes through Deci-Tex and 
is absorbed. 

Results 

Deci-Tex P16 
Deci-Tex P16 is a thin non-woven acoustic textile, de­
signed for use as a ceiling or wall lining. It can be used 
as an acoustic fi nish in it's own right. The sound ab­
sorption of Deci-Tex P16 at various cavity depth i 
shown in Figure 2. These results show that a the cavity 
gap increases, the maximum ound ab orption peak at 
lower frequencies. 

In addition to the advantage mentioned above, Deci­
Tex P16 can be laminated to a wide range of decorative 
fabric . The acou tic performance i guaranteed by the 
acou tic textile whil t the facing fa ric can be almo t 
any pattern r tyle. Thi pro ide huge freedom t inte­
rior acou tic de ign, which can e e ily updated or 
changed. 
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Figure 2. Sound absorption for Deci-Tex P16 at 
various cavity depths. 

Adding a thin layer of non-woven polyester in-fill pro­
vides damping of the cavity resonance, significantly in­
creasing the sound absorption, as shown in Figure 3. 
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Figure 3. Comparison of Deci-Tex P16 and a 25mm 
cavity with various backings. 

Earlier applications utilised the sound absorbing proper­
ties of Deci-Tex P16 stretched a certain distance from a 
reflecting plane. From an architectural point of view it is 
not always convenient nor as creative to install the tex­
tile fabric next to the wall or ceiling. The most recent 
performance tests conducted at RMIT Acoustic Labo­
ratory displayed very exciting results. Deci-Tex P16 was 
tested as freely suspended, vertical banners. Results 
showed that banners separated lm, 1.5m and 3m re­
tained the sound absorption properties per square metre 
of acoustic textile. The acoustic performance of 3 freely 
suspended banners (1.8m x 2m, separated 1.5m from 
each other), proved to be similar to that of Deci-Tex Pl6 
installed with a 50mm air cavity from a reflecting plane, 
shown in Figure 4. There is an encouraging performance 
improvement of the banners in the low frequency range 
and in the high frequency range resulting in a slightly 
higher NRC index. 
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Figure 4. Comparison of 3 Deci-Tex Pl6 Banners and 
Deci-Tex P16 with 50 mm air cavity 

Deci-Tex P52 
Deci-Tex P52 is a thin, rigid non-woven acoustic textile 
designed for use in suspended ceilings, behind perfo­
rated panels. Deci-Tex P52 is easy to install, non-toxic 
and contains no synthetic mineral fibres. The sound ab­
sorption for Deci-Tex P52 behind a thin perforated 
metal panel of 30% open area at various air gaps, is 
shown in Figure 5. The results again show that as the air 
gap increases the maximum sound absorption peaks at 
lower frequencies. 
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Figure 5. Sound Absorption for Deci-Tex PS2 installed 
behind perforated metal panels tested at air gaps of 25, 
50, 250 and 500mm. 
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Figure 6. Sound Absorption of Deci-Tex P52 with 
diferent polyester backings at 250mm air gap, In­

stalled behind a perforated metal panel. 
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As with Deci-Tex P16, the acoustic performance can be 
increased further by the addition of a thin layer of non­
woven polyester in-fill within the air cavity (refer to 
Figure 6). 

Case studies 
(1) Application of Deci-Tex P16 for an indoor swim­
ming pool. 

The pool owner's business _of teaching young children 
how to swim, was at risk. After numerous complaints 
about excessive noise from the neighbours, the owner of 
the private indoor swimming pool in the Melbourne 
suberb of Bentleigh, desperately required an economical 
solution to her noise problem. 
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Figure 7. 

'f-~ 

150m3 

50m2 

100mm 

4000 

The volume of the pool enclosure measured 300m3
. 

50m2 of Deci-Tex P16 was installed on the ceiling with 
a 1 OOmm air gap between the acoustic textile and the 
hard ceiling surface behind. The reverberation time was 
measured before and after the installation of Deci-Tex 
P16 and the results are shown in Figure 7. 

From this the sound absorption coeffiecients at various 
frequencies were calculated and the graph is presented in 
Figure 8. The performance of Deci-Tex P16 exceded 
expectations, reducing the external noise level by 5 - 6 
dB(A), which stopped the neighbours complaining. 
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Figure 8. 

(2) Application of Deci-Tex P16 in a re tuarant. 
The recently opened Via Mare Re taurant in Frank ton, 
Victoria, was stylish but somewhat noi y. The L- haped 
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restaurant has large windows, tiled floors, plaster board 
walls and other such sound reflecting surfaces. The 
owner contacted an I.N.C. distributer for a practical and 
attractive solution. 

VIA MARE Restaurant 
Reverberation Time before & after installation of 

Deci-Tex P16 
1.2 r-----.----,-----,------,----,--..., 

Reve rberation lime 
before -..._._ .---

1.0 "'\: Noise Treatment ........._V ........_ 

~ 0.6 ~ v 
~ ', / -------- - -~/---- -
e 0 .6 ' -' Reverb:~=~ Time __ +-----+---~---1 i 

0
_
4 

Noise Treatment 

a: 
Restaurant Vol~..me 150 m3 

0.2 +----j----f----+--- DECI-TEX P16 24m2 

Air ~avity 250 
1
mm 

0.0 4-----i----..._----1------l----+--1 
125 250 500 1000 2000 4000 

Frequency, Hz 

Figure 9. 

24m2 of Deci-Tex P16 laminated to an olive coloured 
fabric chosen by the owner, was subsequently installed 
with a 250mm air cavity. The area of the acoustic textile 
was limited due to the location of the down lights in the 
ceiling. The results were pleasing to the owner, although 
not as outstanding as those obtained for the swimming 
pool installation. Figure 9 shows the difference in rever­
beration time before and after the Deci-Tex P16 instal­
lation, while Figure 10 reveals the calculated absorption 
coefficient based on the reverberation results. The 
acoustic textile has effectively reduced the reverberation 
time especially around 500 - 2000 Hz, which is in the 
vicinity of the human speech range. 
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Introduction 

The quantification of sound propagation outdoors may range from relatively simple to very com­
plex, depending upon the nature of the source and distribution of the affected surrounding areas. If 
the source is composed of many individual component sources, as would often be the case with an 
industrial plant, and the surrounding area is extensively affected then the use of a computer to carry 
out the analysis associated with noise level prediction is essential and a number of schemes (Tonin, 
1985) have been designed for the purpose. These schemes generally rely heavily upon empirical in­
formation determined from field surveys but gradually empiricism is being replaced with well es­
tablished analysis based upon extensive research. At present the most successful schemes rely upon 
a mixture of both theory and empiricism as exemplified by the procedures outlined in the draft In­
ternational Standard, ISO/DIS 9613-2. The work outlined here presents a more rigorous approach 
to the problem of predicting outdoor sound propagation than presented in the standard and is con­
sidered suitable for inclusion in a computer model. 

Outdoor noise level prediction procedure 
In all cases the method of predicting community noise 
levels proceeds as follows: 

1. Determine power levels Lw of all sources. 

2. For a given environment calculate the individual 
components of excess attenuation AEi for all sources i 
= 1 toN. 

3. Compute the resulting sound pressure levels at se­
lected points in the environment for each of the indi­
vidual sources. 

4. Compute the predicted sound pressure levels pro­
duced by all of the individual sources at the selected 
points in the environment by converting the sound 
pressure level due to each source to pressure 
squared, adding the squared pressure contributions 
and converting the total to sound pressure level. 

The question of accuracy of prediction is always of im­
portance and experience suggests that ±5 dB may be ex­
pected (Marsh, 1976). Alternatively an accuracy of ±2 
dB has been claimed but in the latter cases measured 
data were used to refine the prediction scheme (Marsh, 
1982; Delany, 1972). The major problem which makes 
accurate prediction of total sound pressure levels at 
community locations difficult is the variability of 
weather conditions. In practice, the sound pressure level 
corresponding to the least favourable weather conditions 
is often calculated and cited as a worst case. In addition, 
the average sound pressure level LAeq at various hours 
during the night and day is calculated assuming the mo t 
commonly occurring weather conditions for tho e times. 
Overall night-time and daytime LA eq's are then calculated 
on a squared pressure (or energy) average basis. In many 
cases L 10 and Lw are also calculated. Fortunately it can 
be shown that if the error in sound level prediction for 
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any source is to be expected, the error for 100 such 
sources combined randomly will be no larger (Tonin, 
1985). 

The expression relating sound pressure level, LP, and 
sound power level, Lw, for a single source is 

Lp = Lw - K + DIM - AE (1) 

where K is the geometrical spreading factor, Diu is a di­
rectivity factor to account for the directional radiation 
properties of the source and AE is the excess attenuation 
due to all other effects. While it is generally recognised 
that the various components of attenuation may be inter­
related and not simply additive, investigations have not 
proceeded as yet to the extent that it is possible to quan­
titatively express all of the possible inter-relations in one 
encompassing algorithm. Rather, attenuation of sound 
propagating out-of-doors is approximated as a linear 
sum of the component effects embodied in AE when car­
rying out the computations of step 3 above. 

In general there will be many sources contributing to the 
sound field. Incoherent sound addition is u ually as­
sumed, in which case the ound pre ure level at the ob­
servation point in the field due to N ource may be 
computed where L p; is the ound pre ure level due to 
the ilh ource as the urn f contribution as follow : 

N 

1 oiog
10
I, 1 ot OLp;I IO (2) 

i= l 

Geometrical spreading factor, K 
For a point ource in free pace, the preading factor K 
i gi en by 
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Figure 1: Arrangement for a line source, show­
ing the angle subtended by the source at the ob­
server. 

(3) 

where r is the distance from the source to the point of 
observation. 

For a line source, the spreading factor K is given by, 

K = 10log10( 4nrD I a) (4) 

In the above equation D is the length of the line source, r 
is the distance from the source centre to the point of ob­
servation and a ( = au - a1) is the angle subtended by the 
source at the point of observation as shown in Figure 1. 

For a wall modelled as a plane incoherent radiator, K has 
the following form. 

K = 10log102n + 20log10r -101og10 F( a,f3, y,8) (5) 

The dimensionless variables of Equation (5) are; a = 

H/L, f3 = h/L, y = r/L and 8 = d/L (see Figure 2). In the 
case of the near field, where (y/1 0) < a,~,8, the function 
F takes the following form. 

z 

0 

1 y 

H 

_L r~ 

Figure 2: Plane source arrangement and nomen­
clature. 
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_ 1 (a- /3)(8+11 2 ) 
t~ --;================== 

r~(a- !3? + (8+ 112)
2 

+ r2 

-1 /3(8+112) 
+ tan --r=================-

r~/32 + (8+1/2r + r2 

_
1 

(a - f3 )( 8-1 I 2 ) 

-tan rJ(a-{3? +(8-112)
2 
+r2 

(6) 

-1 /3(8- 112) 
-tan rJ/32 +(8-'tS +r2 

Alternatively, in the case of the far field, where (y/10) > 
a,~,8, the function F = 1 and the corresponding term in 
Equation (5) is zero. 

Directivity factor, DIM 
The directivity factor, DIM excludes reflection in the 
ground plane but includes reflection from other reflect­
ing surfaces (Bies and Hansen, 1988, Ch.5) as well as 
the source inherent directivity. 

Excess attenuation factor, AE 
The excess attenuation factor, A£, is defined as the sum 
in decibels (dB) of five separate terms as follows. 

AE = Aa + Ab + At + Ag + Am (7) 

The terms of Equation (7) are Aa. the attenuation due to 
air absorption; Ab, the attenuation due to barriers; At, the 
attenuation due to forests (if present); Ag the attenuation 
(which may be a gain rather than a loss) due to reflection 
in the ground plane and Am the attenuation due to mete­
orological effects such as wind and temperature gradi­
ents (which may also be either a gain or a loss). Each of 
these terms will be discussed in the following sections, 
except for barrier and forest effects (Ab, A1) which are 
discussed in detail in Bies and Hansen (1988). 

Air absorption, AM 
An extensive review of literature on sound propagation 
in the atmosphere is provided in the report Conservation 
of Clean Air, Water and Energy (CONCAWE) 
(Manning, 1981 ). The author recommends the method of 
Sutherland (Gill, 1980) as being the best available 
scheme for calculating air absorption and quotes an ac­
curacy within ± 10% from 0 oc to 40 °C. 

Air absorption, A a. is dependent upon temperature and 
relative humidity. Calculated values of absorption rate m 
(Gill, 1980), averaged over an octave band, are listed in 
Table 1 for the frequencies shown for representative 
values of temperature and relative humidity. For propa­
gation over distance X, the absorption Aa is 
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Table 1: Attenuation due to atmospheric absorption (calculated using Sutherland's method 
(Sutherland et al 1979) 

Relative Temp 
Humidity (%) (°C) 

63Hz 125Hz 250Hz 

25 15 0.2 0.6 1.3 

20 0.2 0.6 1.5 

25 0.2 0.6 1.6 

30 0.1 0.5 1.7 

50 15 0.1 0.4 1.2 

20 0.1 0.4 1.2 

25 0.1 0.3 1.2 

30 0.1 0.3 1.1 

75 15 0.1 0.3 1.0 

20 0.1 0.3 0.9 

25 0 .1 0.2 0.9 

30 0.1 0.2 0.8 

Aa = mX (8) 

Ground effects, method 1, A9 
If it is assumed that the reflection from the ground is in­
coherent with the direct wave (as is probable at very 
large distances from the source, then the ground effect 
may be determined by calculating the ground reflection 
coefficient to determine the attenuation of the reflected 
wave and combining the result incoherently with the di­
rect wave (that is, adding pressures squared). 

The plane wave reflection loss in decibels given by 
AR = -20 log10 I Rp I, where RP has been calculated using 
the following equation. 

Zmcose- pccosllf 
= (9) 

Zm cos 8 + pc cos l/f 

where 

(10) 

Reference to Equation ( 1 0) shows that when 
km = k2 >> k1 = k , the angle 'If tends to zero and 

Equation (9) reduces to the following form, 

Zmcos e - pc 
R = 

P Zmcos 8+ pc 
(11) 

which is the equation for a locally reactive surface. 

In the preceding equations, km and Zm are the complex 
propagation constant and complex impedance of the 
ground respectively and may be calculated u ing the 
procedure outlined by Bies and Hansen ( 1988, Appendix 
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m (dB per 1,000 m) 

500Hz 1kHz 2kHz 4kHz 8kHz 

2.4 5.9 19.3 66.9 198.0 

2.6 5.4 15.5 53.7 180.5 

3.1 5.6 13.5 43.6 153.4 

3.7 6.5 13.0 37.0 128.2 

2.4 4.3 10.3 33.2 118.4 

2.8 5.0 10.0 28.1 97.4 

3.2 6.2 10.8 25.6 82.2 

3.4 7.4 12.8 25.4 72.4 

2.4 4.5 8.7 23.7 81.6 

2.7 5.5 9.6 22.0 69.1 

2.8 6.5 11.5 22.4 61.5 

2.7 7.4 14.2 24.0 58.4 

3). The quantity pc is the characteristic impedance of air 
and the angle e is the angle of the incident wave meas­
ured from the normal to the ground surface. 

The excess attenuation Ag is calculated as follows. 

A g = -10log1Jl+IRp12
] = -10log1J 1 + w·AR/10] (12a,b) 

The quantity Ag will vary between 0 and -3 dB, depend­
ing on the value of AR (which is always positive). 

Ground effects, method 2, A9 
A more accurate (and more complex) means of deter­
mining the ground effect is to assume spherical wave re­
flection including the effects of turbulence, to calculate 

the corresponding reflection term r , defined later in eq. 
35. The excess attenuation, Ag, may then be calculated 
using the following equation. 

(13) 

The problem of determining the reflection coefficient, 
Rs, for a spherical wave incident upon a plane interface 
between two media which i produced by a point source 
above the interface has been considered by Rudnick 
(1947) and more recently by Attenborough (1994a,b), 
who gives the following expre ion for the pherical 
wave reflection coefficient. 

( 14) 

In Equation (14) RP i the plane wave reflection c effi­
cient di cu ed previou ly. F r the general case that the 
refl ecting interface i exten i ely reacti e, B i defined 
a follow . 

141 



8 = (15) 

where 

81 [cosO+ _E!:_(l- k: sin2 0)
112

][1- k: ]
112 

( 16) 
Zm km km 

[ 

1/2 1/2 ( 2 ]1/2 

82 = (I- :~J +;:[I-:: J cosO+ 1-(;:)}in6 (17) 

( 'f[ J"' 83 cosO+~ 1-~ 1--
1
- (18) z k2 p2 m m m 

[ k2 r2 

84 = l-2sinO (19) 
km 

[ ]

3/2 [ 2]112 
85 = 1-P?n [2sin0]

112 1-(::J (20) 

where e is defined in Figure 3. 

The argument, w, of G(w), called the numerical distance, in equation (14) is calculated using the following equation. 

I . 112 83 
w = -(1-J){2k(n+n)J 172 (21) 

2 86 

In equation (21), 83 is defined above by equation (18) and 86 is defined as follows. 

[ ( 
2 )1/2 1/2 ][ l -1/2 

86 = I+ ;c 1-~ cose + (1- ;c) sin 0 1- -j 
m km m Pm 

The term G(w) in equation (14) is defined as follows . 

G(w) = 1- JJTiwg(w) 

where 

g(w) = e·w' erfc(jw) 

For small w ( I w I < 3) 

(23) 

(24) 

-wl 2jw " (-2 w 
[ ]

00 2yl 

g(w) = e - ;rr112 ~ 1x3x ... x(2n + I) (25) 

(22) 

For values of w where the real part is greater than 3 or the imaginary part is greater than 2 and either is less than 6, 

(w) = _ ·w[ 0.4613135 + 0.09999216 + 0.002883894 ] (26) 
g J w2 - 0.1901635 w2 - 1.7844927 w2 - 5.5253437 

For real or imaginary parts of w greater than 6 
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( ) . [ 0 .5124242 0.05176536 ] 
g W = - )W + 

w2 - 0.275255 w2 - 2.724745 
(27) 

As shown by Rudnick (1947) the numerical distance, w, becomes very large at large distances from the source and 
the function G(w) tends to zero. Reference to equation (14) shows that as G(w) tends to zero the reflection coefficient 
for spherical waves becomes the reflection coefficient for plane waves. Alternatively, w approaches zero close to the 
source and G(w) approaches 1. 

For the case that the frequency of concern, f, satisfies the following relation, the porous surface is essentially locally 
reactive. 

f < w-3 R1 (28) 

When equation (28) is satisfied and the porous surface is essentially locally reactive the following simplifications are 
possible. 

BI = BJ = cose +p::_ 
Zm 

(29a,b) 

B2 (l+ sine / 12 (30) 

B4 = (31) 

B5 = (2sine / 12 (32) 

B6 = B~ (33) 

Equation (21) becomes 

w = ~(1-j)[2kJ(r1 +r2 )1 112 (cose+ ;c)(1+sinet112 (34) 
m 

Effects of turbulence 
Turbulence in the acoustic medium containing the direct and reflected waves has a significant effect on the effective 
surface spherical wave reflection coefficient. This effect will now be discussed with particular reference to sound 
propagation outdoors over the ground. Experience suggests that local turbulence near the ground is especially im­
portant because it introduces variability of phase between the reflected sound and the direct sound from the source to 
the receiver. Variability in phase between the direct and reflected sound determines whether the two sounds, the di­
rect and the reflected sound, should be considered as adding coherently or incoherently. Coherent reflection requires 
minimal variability of phase and can result in constructive or destructive interference in which case the variation in 
level can be very large while incoherent reflection, associated with a large variability of phase, can result in at most a 
3 dB variation in observed level. 

Solar driven local air currents near the ground, which result as the ground heats up during the day relative to the 
cooler air above, will cause local convection and turbulence near the ground of the kind of concern here. Sound of 
wavelength of the order of or less than the turbulence scale will be observed to warble strongly only a short distance 
away from the source when observed across a paved parking lot. The model proposed here suggests that coherent re­
flection should be observed more often at night than during the day. 

The effect of turbulence on sound propagation over an acousticall y smooth urface has been inve Ligated by Clifford 
and Lataiti s (1983) and by Raspet and Wu ( 1995). The pre ence or absence of turbulence may be included by a gen­
eralisation of their results to give the followi ng general expression fo r the reflection term, r , 
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which can be used to calculate the excess attenuation 
due to the combined ground and turbulence effect as 
follows, 

Ag = -10log10 (1+r) (36) 

In equation (35), Rs is the spherical wave reflection coef­
ficient given by Equation (14) and the distances r, r1 and 
r2 are shown in Figure 3. 

The exact solution (Clifford and Lataitis, 1983; and 
Raspet and Wu, 1995) for the term T which appears in 
equation (35) is very complicated. However, simplifica­
tions are possible which lead to the following approxi­
mate expression. 

where 

<I> = 0.001 L ~o 
A 

(37) 

(38) 

In equation (38), Lis the horizontal distance between the 
source and receiver (see Fig. 3), Lois the scale of the lo­
cal turbulence and 'A is the wavelength of the sound un­
der consideration. A value of Lo of about 1 to 1.2 m is 
suggested if this quantity is unknown or cannot be meas­
ured conveniently. When <I> is greater than 1, incoherent 
refl ection can be expected and when <I> is less than 0.1 
coherent reflection can be expected. If reflection is inco­
herent then the spherical wave reflec-
tion coefficient given by Equation 
( 14) reduces to the simpler plane 
wave refl ection coefficient. 

medium 1 

(35) 

value a = 0.5, the latter value will be used to evaluate 
the exponent of the right hand side of equation (37). 

The term < n] > is the mean square of the fluctuations 

in the speed of sound relative to its mean value in the 
absence of turbulence. A value of 5x 1 o-6 ·is suggested 
(Raspet and Wu, 1995). Evaluation of the exponent al­
lows equation (37) to be rewritten in terms of the figure 
of merit, <I>, introduced in equation (38) as follows. 

T = e-0.17<1> (39) 

As the figure of merit, <1>, approaches 0 indicating little 
or no turbulence the term T approaches 1, resulting in 
coherent ground reflection and a large variation in at­
tenuation as a function of distance and frequency. On the 
other hand, as the figure of merit becomes large, indi­
cating a large turbulence effect, the term T approaches 0, 

equation (35) reduces to r = 1Rsl2, and at large distances 
it can be seen from equation (14) that Rp = Rs (as G(w) 
goes to zero), and the direct and ground reflected waves 
are combined incoherently, resulting in an expected ex­
cess attenuation of between -3 dB and 0 dB. 

The excess attenuation, Ag averaged over a one-third 
octave or octave band is calculated by combining loga­
rithmically the attenuations calculated at several differ­
ent frequencies (at least 1 0) equally spaced throughout 
the band. This band-averaged attenuation is probably 
more useful for noise predictions in practice, as atmos­
pheric turbulence and undulating ground will result in 
considerable fluctuations in the single frequency values. 

receiver 

In equation (37), a has the value 0.5 

when L I k « Lb and the value 1 

when L/k » Lb. For values of Uk 

and L0 which do not satisfy either of 
the impo ed condi tions use of the ex­
act fo rmulation for T may be used 
(Ra pet and Wu, 1 995). However, the 
exact olution i ex tremely compli­
cat d on the one hand and on the 

,. 
medium 2 lf-oo•F----::~;;-,.....:"'-------- L 
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-"' 
image 
source 

Figure 3: Arrangement and nomenclature for refl ection f ound in the 
ground plane. 
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Figure 4: Calculated contours (shown parametrically in decibels in the figure) of octave band exce s 
sound attenuation due to ground reflection and propagation. Source height, H (m), receiver height, h 
(m), distance between source and receiver, L (m), wavenumber, k (m-1

). Surface flow re i tivity: (a) 
200,000 MKS rayls m·1, H =h. (b) 200,000 MKS rayl m·l, H = 2h. (c) 200 0 MK rayl m·1

, H = 
lOh. (d) 6,000,000 MKS rayls m·1

, H = h. (e) 6,000,000 MSK rayl m·1 H = 2h. (f) 6 ,000 MKS 
rayls m·1

, H = lOh. 

Acoustics Applied 145 



Examples of octave band averaged excess attenuation 
Ag, calculated assuming coherent combination of the 
direct and reflected waves using equation (14), as a 
function of non-dimensional distance kL 
(wavenumber k, distance L) from the source, are pre­
sented in Figures 4a-f for a source height of H and a 
receiver height of h. The ground flow resistivities 
used in the calculations were chosen from the mid 
range of the values given by Embleton et. a!., (1983); 
2 x 105 MKS rayls m-1 for grass-covered ground and 
6 x 106 MKS rayls m-1 for hard-packed earth. For 
each type of ground surface, data for three ratios of 
source height to receiver height are presented (H/h = 
1, 2, 10). As expected, the curves show that for small 
source heights (relative to a wavelength) and large 
distances from the source, the relative source to re­
ceiver height is not important. 

Meteorological effects, Am 
The two principal meteorological variables are wind 
distribution and vertical temperature gradient. When 
the temperature increases with height and the gradient 
is thus positive the condition is termed an inversion. 
When the temperature decreases with height and the 
gradient is thus negative the condition is termed a lapse. 
It has been established (Rudnick, 1957) that curvature of 
sound propagation is mainly dependent upon the vertical 
gradient of the speed of sound, which can be caused ei­
ther by wind or by a temperature gradient, or by both. It 
has also been shown (Piercy, Embleton and Sutherland, 
1977) that refraction due to either vertical wind or verti­
cal temperature gradients produces equivalent acoustic 
effects which are essentially additive. 
A positive temperature gradient (temperature inversion) 
near the ground will result in sound waves that normally 
travel upwards being diffracted downwards towards the 
ground, resulting, in turn, in increased noise levels on 
the ground. Alternatively, a negative temperature gradi­
ent (temperature lapse) will result in reduced noise lev­
els on the ground. 

As wind speed generally increases with altitude, wind 
blowing towards the listener from the source will diffract 
sound waves downwards, resulting in increased noise 
levels. Conversely, wind blowing from the listener to the 
source will diffract sound waves upward, resulting in re­
duced noise levels. Atmospheric turbulence results in 
fluctuati ons of the sound received by the listener; the ef­
fect is usually greater during the day than at night. 

If the weather conditions are accurately known, then the 
methods outlined in the literature (Manning, 198 I ; 
Tonin, 1985) may be used to predict the excess attenua­
tion due to meteorological effects. Otherwise, it is gen­
erally assumed that meteorolog ical effects will result in a 
sou nd level variation about the predicted level, as shown 
in Table 2. 
Alternatively, recent work (Stinson, et al, 1995; Di and 
Daigle, 1994; and Gilbert and Di, 1993) has shown that 
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Table 2: Variability in sound level predictions due to 
meteorological influences. 

Octave band Distance 
centre from 

source (m) 

frequency (Hz) 100 200 500 1,000 

(dB) 

63 ±I +4, -2 +7, -2 +8, -2 

125 ±1 +4, -2 +6, -4 +7, -4 

250 +3, -1 +5, -3 +6, -5 +7, -6 

500 +3, -1 +6, -3 +7, -5 +9, -7 

1,000 +7, -1 + 11, -3 +12, -5 +12,-5 

2,000 +2, -3 +5, -4 +7, -5 +7, -5 

4,000 +2, -1 +6, -4 +8, -6 +9, -7 

8,000 +2, -1 +6, -4 +8, -6 +9, -7 

it is possible to combine meteorological effects with 
ground effects and turbulence. Although the work repre­
sents a great step forward, the input data requirements 
regarding atmospheric temperature and wind profiles are 
extensive as is the calculation procedure, thus making it 
difficult to implement in practice. 

Conclusions 
A procedure has been described for predicting the at­
tenuation of outdoor sound propagation which includes 
the combined effect of ground and atmospheric turbu­
lence added to other effects. However, the problem of 
accurately predicting outdoor sound attenuation remains 
complex with a number of interrelating factors deter­
mining the sound level at a particular location. Never­
theless, more complex prediction algorithms which take 
the interrelationships between various effects into ac­
count are gradually replacing algorithms which consider 
each effect separately, with a corresponding increase in 
prediction accuracy. However the price paid for in­
creased accuracy is increased detail regarding wind and 
temperature profiles, ground impedance and turbulence 
levels. The complexity of the accurate calculations pre­
cludes the production of generalised, non-dimensional 
charts and tables, due to the huge range of combinations 
possible for the input data, thus relegating future outdoor 
noise propagation predictions to the computer equipped 
with sophisticated software. 
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Calculation Of Effects Of Wind Speed Fluctuations 
On Pulse Waveform. 

I. D. McLeod, C. G. Don and G. G. Swenson 
Department of Physics, Monash University, Clayton, Victoria 

Analysis of previous impulsive sound studies. 
Impulsive sound propagating over distances from 5m to 
16m has been studied extensively by the authors1 and 
details of the source used for these measurements and a 
typical experimental layout are described elsewhere2

.3. 

The conclusions reached in these studies were: 

1. The propagation time can be accurately calculated 
from the wind speed measurements, especially if ray 
bending corrections are included. 

2. In the time domain it is the peak pressure of the 
pulse that experiences the greatest variation due to 
the presence of turbulence. After propagating for a 
distance of only 16m, the peak pressure varies by 
less than 3% indoors, however, . in the presence of 
outdoor winds the changes can halve or double the 
peak pressure. 

3. The pulse width can vary significantly, generally in­
creasing with propagation distance. At 5m the re­
ceived pulse shape is relatively unchanged. 

4. 

5. 

There is no evidence of an increase in energy pres­
ent in the tail of the pulse, indicating that scattering 
of energy back into the pulse from alternate distant 
paths is not a major contribution. 

Changes in the time domain acoustic parameters 
such as peak pressure, width and energy content do 
not correlate with the wind speed fluctuations ( eg. 
wind speed difference between source and receiver, 
mean wind speed or integrated wind speed over the 
propagation path). 

Present Work 
The lack of correlation obtained from time domain 

be noted that the majority of the pulse energy is concen­
trated around 1kHz, however, there is still significant 
energy at 1OkHz and higher, so that changes in these 
components will affect the pressure peak of the pulse. 
The data in Fig. 1 indicate that the range of component 
amplitudes at 1kHz is independent of the increase in 
distance, whereas the 1OkHz component shows a signifi­
cant change. 

Background theory 
Effects of turbulence on sound have, in the past, been 
described in terms of the standard deviation in sound 
pressure amplitude4

. Using the theory of Tatarski5 the 
standard deviation in pressure amplitude is dependent 
upon the square of the acoustic frequency (f), the propa­
gation length (x), the standard deviation for time aver­
aged wind speed and the correlation length of the wind 
speed (L), as given by Eq. 1. The braces in Eq. 1 indi­
cate time averaging over several minutes, corresponding 
to the period of the wind speed. 

(IP- Pol 2
) = (2n /)

2 (lu- U 0 1

2 )Lx (1) 

Note Eq. 1 suggests that the ratio of changes in one fre­
quency compared to another should be independent of 
distance. This contradicts the observations from Fig.1 . 
Tatarski identified the appropriate wave equation for the 
acoustic pressure including the effects of turbulence. He 
then solved it by expanding the wavefunction, P, into a 
non turbulent part, P 0 , and a perturbed (to first order) 
part. A Greens function method was used, comprising 
the free Greens function G0 and the perturbed Greens 
function, G1, to obtain the following integral for the 
perturbed part containing the turbulence effects: 

analysis of the received pulses suggests that 
turbulent effects may be better understood by 
frequency analysis. Individual pulses were 
Fourier transformed and the component ampli­
tudes at various frequencies were compared to 
the peak pressure. Figure 1 shows the results at 
1kHz and 1OkHz for propagation distances of 
5.3m and 16m, where 1 on the vertical and 
horizontal axis corresponds to the amplitude of 
pulses measured indoors. The changes in am­
plitude at 1kHz show a slight correlation with 
the peak pressure at 5.3m, however, by 16m 

f 
u(x · ,t )H (x · ,t )d 3 

=Po+ I I x · x-x · 

there is little correlation. At 1OkHz the rever e occur : 
there is a weak correlation between amplitude and peak 
pressure at 5.3m but good correlation at 16m. It should 
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(2) 

Thi in tegral doe not have an analytical oluti n the 
wind peed u i generall y a random fu nction f di tance 
and time. An expre ion for the time averaged tand ard 
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Figure I. Frequency information derived from pulses for two different source-receiver distances. 

deviation of the sound pressure about the average pres­
sure, which corresponds to the non turbulent sound, can 
be derived and has the form 

• the change in the wind speed over distance is 
assumed to be adequately described by a cor­
relation function. 

(I 12) f f j ( . ) ( .. )) H( x, )H( x,) . .. 
P - Po = \ u x u X lx - x, jjx - x, j dx dx 

• the calculation is valid for averages taken 
over several minutes, which corresponds 
to several cycles of the wind speed struc­
ture. 

(3) 

This can have an analytical solution by assuming a suit­
able form for the autocorrelation of wind speed. A Guas­
sian correlation function for the time averaged wind 
speed, Eq. 4, was used in Eq. 3 to obtain Eq. I. 

(4) 

In thi work, the original theory of Tatarski was used, 
avoiding everal a umption implicit in Eq . 1 to obtain 
a r ult which can be applied to impulsive sound data. 
The important facts concerning Eq. 1 are: 

• the effect have been integrated over all pace. 

15 

Equation 1 has the advantage of requiring only two 
parameters, the correlation length and the variation in 
time of the wind speed: which can be determined by two 
wind speed probes separated by a fixed distance. How­
ever, the impulse sounds under consideration only occur 
for a few milliseconds, invalidating point 3 above. Thus, 
for impulses, it is necessary to solve Eq. 2. This requires 
the wind speed at all positions over a large area to be 
known, which implies a multitude of probes, especially 
if large propagation distances are involved. 

Because the flight time of an impulsive sound over a 
distance of, say, 20m is only 59m , the atmosphere can 
often be regarded as "frozen in time" during this inter­
val, since little change in wind speed may occur even in 
a 4 or 5 second interval. Therefore, there is no need to 
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Figure 2. Selection criteria for a linear wind speed pattern. The interval between t0 and the dashed line represents the 
flight time of the pulse. 

undertake the time averaging implied by the theory. If it 
is possible to determine the wind speed pattern over a 
short propagation path, then Eq. 2 can be solved. Here, 
this has been done by modelling the wind speed as a lin­
ear function in distance and afterwards comparing the 
predictions with data from pulses propagated under ap­
propriate conditions. From previous field measurements, 
large changes in peak pressure have been observed for 
lms long acoustic pulses over 16m. This means that the 
perturbed part in Eq. 2 can be significant for an individ­
ual pulse, though when averaged over hundreds of 
pulses the standard deviation in pressure is small. 

The calculation 
The acoustic pressure was calculated in sufficiently 
small steps that the perturbed term in each step was less 
than 20% of the unperturbed part. For the purpose of 
these calculations we neglect any ray bending and as­
sume the pulse travels in essentially a straight line with 
no energy scattered in from distant parts of the atmos­
phere. P 0 (x,t) is taken to be a plane wave, or more cor­
rectly the pulse is Fourier decomposed into plain wave 
components, of which P 0 (x,t) is the one at frequency f. 
Assuming u is a linear function of displacement, Eq. 2 
gives 

( 
(2n /)

2 
t::.uJ P(x,t) = P

0
(x,t) 1+ 

3 2n c 

where t::.u = u(x)- u(O) with the source and 
receiver located at 0 and x respectively .. 

(5) 

Q) 
"C 

~ 
a. 
E 
ca 
"C 
Q) 

~ 
(ij 

E 
0 
z 

the shift is exaggerated for clarity. The wind speed ef­
fectively does not change during the pulse flight time. 
Under the conditions sought here, the wind speed pattern 
as a function of distance, u(x), moves at a mean speed, 
uav• so that a time trace at the receiver will resemble that 
of the source but shifted in time, the shift being the 
source receiver distance divided by the mean wind 
speed. If the wind speed is reasonably linear in distance 
between source and receiver then the rate of change in 

wind speed , !!...!!:_, at the source should be close to that at 
Jt 

the receiver. The concept that the wind speed pattern 
moves, without a marked change, at a constant speed is a 
reasonable approximation over short distances such as 
16m6

. However, it is less likely that a linear section will 
occur just when the pulse is propagated. Thus, relatively 
few of the measured pulses meet the above criteria. 

Equation 5 was evaluated at 1kHz and a propagation 
distance of 5.3 m for various flu values and the results 
are plotted in Fig. 3. Also in Fig. 3 are the measured 
1kHz components from the pulse data plotted against 
measured wind speed difference For the range of meas-

ured flu values it was necessary to divide the space 
between source and receiver into 4 regions and calculate 
the value for each region separately, permitting the result 
of the previous region to be modified by the next. The 
single step result is shown as the broken line in Fig. 3, 

1.2 

1.1 

0.9 

0.8 

0.7 

-5 -4 -3 -2 -1 0 2 

Wind speed difference, m/s 

To understand how a particular wind speed 
condition was determined to be linear in dis­
tance, consider Fig. 2 which represents typical 
wind speed time traces recorded simultane­
ously at the source and receiver. Time t0 corre­
sponds to the moment that the pulse leave the 
source, labelled A and B on both time trace of 
Fig. 2, and it arrives at the receiver 15ms later. 
This is indicated by the da hed line in Fig. 2, 

Figure 3. Compari on between the ry and experiment at lk.Hz. 
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while the result for four separate regions is the solid 
curve. The latter differs from a 3 step calculation by the 
width of the line, indicating that the limit had been 
achieved .. 

The agreement between data and theory in Fig. 3 is quite 
good. Unfortunately, the few pulses propagated under 
the type of wind structure required by Eq. 5. For greater 
distances the calculation of turbulence effects will re­
quire more complex expressions for the wind speed pro­
file. 

Conclusion 
A better understanding of the effects of turbulence on 
impulsive sound may be achieved by considering the 
pulse behaviour in the frequency domain. At larger dis­
tances, around 16m, it is the higher frequency compo­
nents (around 10kHz) which display effects due to tur­
bulence. Such changes are responsible for the majority 
of variations observed in the peak pressure. At shorter 
distances the 1kHz and 1OkHz show similar behaviour. 
Calculations assuming a linear wind speed profile over a 
propagation distance of 5.3m gave reasonable agreement 
with the measured data at 1 kHz. However, this type of 
wind speed profile does not often occur and certainly 
over larger distance, such as 16m, a more realistic wind 
speed function need to be considered. What is shown 
here is that even short distances require the propagation 
path to be divided into a number of small regions for 
calculation purposes. 
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Acoustic Propagation Over Barriers With Caps and Apertures 

C.G.Don, G.G.Swenson and M.Butyn 
Department of Physics, Monash University 

Clayton, Victoria 3168 

A hole or a crack in a barrier can alter the insertion loss 
of the barrier, typically decreasing the attenuation at 
some frequencies and producing enhancement at others. 
The prediction of such effects requires an appropriate 
model which, in turn, needs a full understanding of the 
various mechanisms which may contribute to the resul­
tant sound. Using a continuous wave acoustic source, it 
is virtually impossible to separate these mechanisms as 
the different contributions simply add, with appropriate 
phase shifts, to give another wave of altered amplitude1

. 

However, if a short duration pulse is utilised, different 
paths produce different delays, so the resulting wave­
form is a succession of pulses, which may partially 
overlap. By sorting out the resulting pattern, there is the 
potential to determine the mechanisms involved and, 
moreover, the relative importance of the mechanisms 
from the fraction of energy in the various pulses. 

This philosophy has been utilised in the study of various 
shaped apertures placed on an acoustically hard wide 
barrier. Some preliminary results will be discussed 
shortly, however, a short summary of the measurement 
technique will be presented first. 

Experimental arrangement 
Like the set-up used in previous barrier studies involving 
an impulse source2

, an undeviated direct pulse waveform 
is compared with that of a pulse which has travelled an 
equivalent distance around the barrier, Fig. I. By always 
using the direct pulse to trigger the waveform capture 
electronics, a Data 6000 waveform analyser, any slight 
change in the flight time of the pulse which has passed 
around the barrier can be detected as well as the timing 
of any delayed pulse components. The sampling interval 
used in these experiments was 5~s. 

As described elsewhere2
, the barrier was mounted with 

the diffracting edge vertical to maximise the delay from 
unwanted reflections from the floor or ceiling of the 
laboratory. Measurements were taken on a plane 1.4m 
above the floor, such reflections were easily removed 
before analysis of the data. The fixed barrier used in 
these studies was solidly constructed from wood and was 
0.362m across. When required, a movable second bar­
rier of the same thickness could be positioned at various 
distances from the fixed barrier, forming a parallel sided 
slit of known width or a wedge-shaped slit. Alterna­
tively, a board, 0.362m across and 12mm thick, could be 
mounted at different distances from the fixed barrier 
forming a cap or, when combined with the second bar­
rier, a double slit system. The slit was formed along the 
full 2.5m vertical dimension of the barrier. All the meas­
urements discussed in this work were obtained when 
both the source and receiver were lm from the nearest 
diffracting edge of the fixed barrier and at a<!> of 60° 

Results 

Barrier with single slit formed by cap or second 
barrier. 
The pulse waveform obtained with a single 50mm wide 
slit and e = 60° is presented as the solid line in Fig.2 (a) 
along with the simple diffracted pulse measured when 
only the fixed barrier was present, Fig 2(b). In these, and 
all further waveforms, the vertical axis is pressure. Also 
shown by the dotted line in Fig.2(a) is the direct pulse 
from the source, scaled down in amplitude by a factor of 
6. 7. Inspection of the curves indicates that the signal re­
ceived through the slit is composed of a simple dif­
fracted pulse with a series of additional pulses superim-

posed at various intervals. At 
a given e value, only about 
3% of the energy incident on 

~~~~~~~~~~~~~~~~~~~~~~~~~~D~~~ect the ~itpa~ed through W the 
"" Microphone receiver wi th just over half of 

this energy being in the bare 
barrier diffraction component. 
Mea uremen u ing the arne 
geometry ut with a cap 
paced 50mm away from the I 0362m arrier were e entially iden-

. 

Fig. I: Plan view of experimental layout showing the case of a dou le li t in an 

wide barrier. 
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Fig.2: Pulse waveforms associated with a 50mm 
wide, parallel sided, slit in a barrier. 

Careful observation of the onset of the direct pulse and 
that diffracted through the slit showed that they arrived 
within the sampling time of the system when the path 
lengths were equal and that they did not shift when dif­
ferent thickness slits were created, indicating that the 
diffracted pulse always travels across the face of the bar­
rier at the free-space speed of sound. The shape of the 
diffracted pulse produced by a wide bare barrier can be 
calculated reasonably accurately using a number of theo­
retical models3

. 

The nature of the superimposed pulse train becomes ap­
parent when the simple diffracted waveform is sub­
tracted from Fig. 2(a) to give the curve of Fig. 2(c). This 
is typical of the results for other slit widths, where a 
strong first peak, containing 56% of the received energy, 
is followed by a very narrow one (16% ), the later peaks 
getting progressively broader and weaker. Eight or more 
peaks can be observed from a 20mm wide slit while be­
yond 150mm it is difficult to distinguish more than the 
first two peaks. The delay of a particular peak is best 
made by reference to the onset of the diffracted peak, 
however, the onset of other peaks is often difficult to 
judge, especially in the case of the small broad peaks 
which occur at greater delays. Thus, time differences 
were obtained using the peak position. 

The explanation of these peaks would appear to be the 
formati on of various modes within the slit4, or 
waveguide, as suggested by the ray-type diagram of 
Fig.3 . The path di fference between that taken by the dif­
fracted ignal which just grazes the top of the fixed bar­
rier and the length travelled in the different modes can 
be calculated from the known geometry and plotted 
again t the mea ured delay, a in Fig.4. The trend would 
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Fig.3: Possible modes in guide. 

appear to verify the mode model, however, the gradient 
of this graph indicates that the wave-speed of the sound 
through the waveguide is 355ms-1. It might be noted 
that the first, and strongest peak, rarely fits the trend of 
later peaks. For comparison, the dotted line corresponds 
to a speed of 380ms-1 while the dashed line is 340ms-1

• 

Similar data can be gathered for other slit widths; the 
estimates of the speed of sound being given in Table 1. 
While increasing consistently, many of the speeds ap­
pear to be unacceptably high. Two independent experi­
ments have since been carried out to determine if the 
speed of sound in such a parallel sided waveguide is 
greater than in free space. These confirmed that the 
speed is greater, however, they do not suggest such a 
large increase. One experiment indicated that the wave 
speed does not return to the free-space value until the 
separation between the walls of the guide exceeds 0.5m. 

For slit widths exceeding 0.1 m, another possible ray 
path exists - direct reflection of the sound from the sur­
face of the guide (i.e. barrier) facing the source and re­
ceiver. When this path difference is calculated it is only 
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Fig.4: E timation of peed in guide. 
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T bl a e 1: Apparent sound speeds for different slit widths. shaped slit. The opening 
of the slit on the inci­
dence side was main­
tained at 1 OOmm and e 
was 60°. The received 
pulses display an overall 

Slit width (mm) 20 30 50 

Sound speed (ms-1) 320±5 340±5 355±8 

T bl 2 A a e o.pparent speed as function of angle e. 

Angle 20° 40° 60° 

Sound speed (ms-1) 335±5 345±8 355±8 

slightly shorter than the difference for the first mode. In­
deed, at such distances the "first" peak after the diffrac­
tion pulse does split into two distinct components at 
11 Omm, the first having a higher amplitude, consistent 
with this concept. 

The mode model of Fig.3 predicts path differences 
which are independent of the angles <1> and e. As indi­
cated in Table 2, measurements made at different e val­
ues for a 50mm wide slit, do show an angle dependence. 

At small e values, over 10 well defined peaks are appar­
ent, however, beyond 70° they become small and 
broaden making it difficult to be certain of the position 
of more than 3 peaks. Various attempts have been made, 
unsuccessfully thus far, to modify the mode model to 
make it more realistic. For example, by assuming the 
source of radiation is, say, 1 em outside the physical end 
of the guide ( analogous to the end correction for an or­
gan tube), it is possible to obtain an angular dependence, 
although not of the correct magnitude. However, ex­
tending the effective path length in this way also 
increases the effective speed in the guide. 

Angled slit 
In these experiments, the mobile barrier was rotated 
about the corner closest to the source to form a wedge 

(a) 

(b) 

(c) 

,.,/' 
(d) 

(e) 

70 100 150 

365±10 370±10 400±20 

80° 

behavior which is simi­
lar to that discussed above in that they consist 
of at least two parts, a diffraction waveform 
and an additional disturbance with high peaks. 

390±20 
Figure 5 shows the residual pulse after sub­
tracting the diffracted pulse over a bare barrier 
from the received pulse. Results (a) to (e), 

which correspond to moving from a contracting, to par­
allel and then diverging slit, indicate that the peaks 

... 

move to later times 
for the same order, evolve from wider smaller 
disturbances, through sharper peaks in the near 
parallel slits, to return to wider and smaller 
maxima for the most divergent case. 

The first peaks in (d) and (e) show significant changes in 
their trailing edge, possibly indicating that they could be 
made up of several unresolved peaks. Unlike the parallel 
case, the wedge geometry has a limited number of 
modes which obey a pure Snellian reflection law. In 
general, the results displayed more pulses than the num­
ber predicted by the simple mode model. As a result, it 
is difficult to determine a sound speed, as in Fig. 4, al­
though overall value of 350 ±10 ms-1 appears to fit the 
data. 

Two parallel slits 
This situation will be discussed in terms of two 1 OOmm 
wide slits, withe and <I> both 60°. The simplest model is 
to assume that the two slits are independent, which is 
supported by the general appearance of the received 
pulse waveform shown as Fig.6(a). 

10°-.. 50---paralld-
50--

10°--
Fig. 5: Re idual Waveform for a Variety f Wedge haped Gap 

Acoustics Applied 155 



Time 

Fig.6: Waveforms resulting from two IOOmrn wide slits separated by a 12mm wide opaque region. 

Because of the wider slit, more of the diffraction peak is 
evident, before the arrival of the first strong peak, than 
in Fig.2. When the waveform obtained from a single 
1 OOmrn slit geometry is subtracted from that of Fig.6(a), 
the result is as shown in Fig.6(b). There is almost com­
plete cancellation of the first peaks, leaving what ap­
pears to be the first two modes for sound moving 
through the second slit. Calculations based on a 355ms·1 

sound speed and the geometric path differences expected 
for the second slit were in reasonable agreement with the 
timing of the residual peaks. 

Two parellel slits with foam lining 
The effect of placing different types of foam on one sur­
face of a double slit system is shown in Fig.7. Waveform 
(a) is the full received signal which, as above, has initial 
peaks characteristic of sound passing through the first 
slit. When such a signal is subtracted, the residual wave­
forms are those in Fig. 7(b) and (c) for a "yellow" foam 
and a "black" foam respectively. After the small residue 
caused by imperfect subtraction, the dominant peak is 
due to sound passing directly through the slit combined 
with sound transmitted through the foam itself. The yel­
low foam ( flow resistivity 1800Pa s m'2) is relatively 

(a) 

(c) 

soft compared to the hard black foam ( 25000Pa s m'2) . 

It appears that the yellow foam allows more Ieakage4
, re­

sulting in a slightly broader first peak, i.e. earlier arriv­
ing sound, with an increased intensity. Somewhat curi­
ously, the yellow foam slit exhibits a marked later peak 
which is not present in the grey foam case. One might 
have expected the black foam to have acted as an effec­
tively hard surface, producing stronger mode reflections 
- however, this is not the case. 

Conclusion 
This work has demonstrated the ability of pulse tech­
niques to provide useful information about the mechan­
ics behind the passage of sound through a slit system in 
a wide barrier. Further, while the mode model has limi­
tations, it appears to be a useful way of calculating the 
effects of more complex structures. 
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Abstract 

Journal bearings are used extensively on large and small turbogenerator units in the process and 
power generation industries. The ability to predict the condition of the white metal bearing surface 
using non-invasive means such as measurement of the shaft motion in two orthogonal planes could 
lead to a reduction in maintenance costs due to unnecessary overhauls and could also improve the 
operational safety of the high speed rotating machines. The failure of the journal bearing surface 
can quickly lead to an increase in bearing temperature, shaft rubs, increased friction, degradation of 
the hydrodynamic lubrication regime and subsequently catastrophic failure. This paper presents an 
analysis of actual 120 MW shaft displacement probe data indicating the typical transient shaft mo­
tion which can occur, and an overview of a simplified dynamic model of a turbogenerator shaft 
predicting the shaft response to a transient forcing function. 

Introduction 
Orbit analysis is a vibration monitoring technique which 
has been in use for the last few decades based on the use 
of two proximity probes mounted in journal bearings to 
monitor low frequency displacement of the shaft with 
respect to the bearing housing [ 1-9]. The output signals 
from the probes are typically used to produce orbit plots 
representing machine shaft centre line motion which can 
be used as an indicator of general machine condition 
and various machine malfunctions [10-16]. For moni­
toring shaft motion in turbogenerators it is normal for 
two probes to be used orthogonal to each other to meas­
ure x-y or horizontal-vertical motion. 

The residual unbalance of a turbogenerator rotor cou­
pled with the differing stiffness and damping properties 
of the fluid filled bearing will generally give rise to an 
elliptical motion of the shaft centre in a plane normal to 
the rotation axis. A typical elliptical orbit motion in a 
rectangular coordinate or real-imaginary complex plane 
can be represented in the frequency domain by positive 
and negative frequency vectors [17, 18, 19]. If the Fast 
Fourier Transform (FFf) is used on the periodic form of 
the complex time motion over exactly one shaft revolu­
tion then the results from the FFf will provide the aver­
age amplitude and phase of the forwards and backwards 
whirl components which make up the elliptical shaft or­
bit motion. A lot of information about the shaft rotation 
can be determined from an orbit plot including unbal­
ance, misalignment, resonance, fluid induced instabili­
ties and preload, to name but a few [9-13]. 

The trending of orbit plots over time can provide a clear 
indication of changes in the running condition of the 
rotor system. A number of avenue exist for trending the 
results from orbit analysis and include trending the a) 
amplitudes of the positive and negative frequency com­
ponents, b) orbit centreline po ition (eccentricity), c) 
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maximum orbit amplitude from centre, d) phase of the 
maximum orbit amplitude and e) combined amplitudes 
of the high frequency shaft orders. These trend parame­
ters will all be based on the averaged orbit plot obtained 
over a number of shaft revolutions to indicate the stable 
part of the shaft motion at the current period in time. 
The ability to obtain the average shaft orbit motion over 
a number of shaft revolutions is a particularly powerful 
technique which has been used extensively in gearbox 
vibration analysis [18], to reduce extraneous signal 
components which are not periodic with the shaft mo­
tion. The positive and negative frequency spectrum of 
the averaged orbit motion contains the same information 
as the orbit and also lends itself to automatic fault clas­
sification [20]. 

The FFf while providing the average forward and 
backward whirl components is unable to represent the 
transient nature of the orthogonal shaft motion within 
each revolution. The transient motion of the shaft will 
be the result of a number of forcing inputs such as steam 
pressure fluctuations and hydrodynamic pressure varia­
tions due to journal fluid film thicknesses and surface 
damage. To further analyse the transient shaft motion, a 
range of time-frequency analysis techniques can be used 
such as the Short Time Fourier Transform, Wavelet 
Transform or variou form of the Wigner-Ville distri­
bution [21, 22]. It should al o be po ible to analy e the 
instantaneou orbit motion of the haft rather than the 
average orbit to detect the pre ence of tran ient type be­
haviour of the rotor y tern. The focu of thi paper i to 
outline current re earch method aimed at inve tigating 
the link etwe n the tran ient haft motion and the pres­
ence of I cali ed white metal damage. An analysi of 
tran ient haft motion me ured from a 120 MW tur-

ogenerator with large fluid filled earing i pre ented 
along with a implified theoretical m del of a turbogen-
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Once per revolution 
pulse 

Figure 1: Schematic of the PC based data ac­
quisition and signal processing system. 

erator having a transient forcing function representing 
localised white metal damage. 

Measurement and analysis of transient shaft 
motion 
As part of an ongoing research program, a PC based 
data acquisition and signal processing system was de­
veloped using commercial hardware and software al­
lowing on-line measurements of four channels of tran­
sient data to be recorded from a number of 120 MW 
turbogenerator bearings under typical load and speed 
operating conditions. A schematic diagram of the hard­
ware is given in Figure 1 showing the four channels be­
ing digitised after signal conditioning and stored on the 
PC hard disc for later analysis. The data acquisition card 
chosen for the project was a National Instruments AT­
A2150 providing 4 channels, simultaneously sampled 
on a single AID card with automatic onboard anti­
aliasing filtering protection. 

A desktop 486 PC with the AID card was taken to a 
number of 120 MW turbogenerators and four channels 
of data were digitised for each bearing, at 24kHz per 
channel, with direct memory access being used to write 
the continuous 16Mbyte data file to hard disc. The 
LABVIEW software from National Instruments was 
used to control the data acquisition, with all post­
processing accomplished using the MATLAB software 
[ 18]. 

Figure 2 shows an orbit plot obtained over 1 single shaft 
revolution from a bearing of a 120 MW turbogenerator 
unit at Western Power. The resulting +ve and -ve fre­
quency amplitude spectrum is shown in Figure 3. 

The orbit shaft motion shown in Figure 2 illustrates the 
transient nature of the shaft motion over each revolution 
of the shaft and a number of high frequency transient 
events appear to be present. A large number of signal 
processing techniques can be used to analyse the tran­
sient shaft motion. One of the simplest ways of analys­
ing the tran ient shaft motion is to plot the amplitude 
and pha e components of the orbit as separate quantities 
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Figure 2: Orbit plot over 1 revolution with 256 
points per revolution. 

about the position (0, 0) of the orbit plot. Figure 4 
shows the amplitude of shaft motion over 5 consecutive 
shaft revolutions and Figure 5 shows the corresponding 
phase. The shaft amplitude motion as seen in Figure 4 
contains a significant amount of high frequency detail 
which is almost exactly repeated over consecutive 
revolutions. 

20,----.----.----.----.---~----~--~--~ 

Figure 3: Amplitude spectrum of the complex orbit mo­
tion showing the +ve and -ve whirl frequency components 

The high frequency shaft motion would be expected to 
contain the information regarding the quality of the 
white metal bearing surface as any resulting pressure 
fluctuations must affect shaft motion. Other factors such 
as non-homogeneity of the shaft material and shaft sur­
face, non-uniform shaft loading, etc, will also be de­
tected with the proximity probes. From Figure 5 it can 
also be noted that periodic rotational forcing of the rotor 
occurs once per revolution, possibly due to steam pres­
sure fluctuations or due to the complex nature of the 
coupling of the bearing stiffness and damping in the x 
and y directions. 

The major lesson obtained from the measured high fre­
quency orthogonal proximity probe data is that a lot of 
transient shaft motion occurs, predominantly periodic 
every revolution, along with significant differences be­
tween revolutions. The shaft motion shown in Figures 2 
- 5, were known to come from a journal bearing with 
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significant white metal damage [23]. The difficult task 
of relating the transient shaft motion with damage in the 
white metal journal surface remains and is the subject of 
on-going data analysis and dynamic modelling research. 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Shaft rotation (one revolution) 

Figure 4: Shaft amplitude motion over 5 con­
secutive revolutions. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Shaft rotation (one revolution) 

Figure 5: Shaft phase motion over 5 consecutive revo­
lutions. 

Simplified turbogenerator model 
The lumped mass approach was chosen to create a sim­
plified dynamic model of the continuous shaft and iner­
tia of the rotor system. Coupled linear and cross journal 
bearing stiffness and damping were included and the 
major forcing function for the model was assumed to be 
some slight residual unbalance of the attached rotor. A 
transient pressure fluctuation induced forcing function 
was superimposed onto the unbalance forcing function 
to simulate the effect of journal pressure variations 
caused by localised white metal damage. When local­
ised white metal damage occurs it would be expected 
that the pressure profile within the hydrodynamic lubri­
cation regime of the journal bearing would be modified 
as the shaft moved closer to the damage region [23]. 

Figure 6 shows a simplified model which is currently 
being used to investigate the effect of the pressure fluc­
tuations upon shaft motion where the rotor flexib ility 
has been taken into consideration by including the shaft 
critical frequency of interest as an additional degree of 
freedom in both orthogonal directions [23]. 

The present model has included the effects of quadra­
ture journal bearing stiffness and damping, tran ient 
pressure fluctuations, residual imbalance and rotor 
mass. The three lowest cri tical whirl frequencie of the 
actual rotor (2 1.7, 39.3 and 55 .8 Hz) have been mod­
elled separately by adjusting the natural freq uency of 
the system to be equal to the shaft critical frequency of 
interest. The equations of motion derived from the 
model using Newtons econd Jaw, 

I Forces = mass* acceleration 
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give for the x direction, 

Fei~+transient(9) 

Figure 6: Simplified bearing model. 

mi+ Qeqxx+ Keqxx+ Qxyy + kxy y = Fx, (1) 

and for the y direction, 

my+ Qeqy y + Keqy y + Qyxx + kyxx = Fy , (2) 

where Fx and Fy are the resulting unbalance and impul­
sive forces resolved into the x and y directions respec­
tively. 

The equations of motion can be rewritten in state space 
form so as to use standard numerical integration tech­
niques for their solution. Introducing state variables, 
vi= X, v2 = y , v3 =vi= X, v4 = v2 = y, 

gives, v3 =.X, and v4 = y, which can be rewritten 

from equations (1) and (2) as, 

v3 = - v3(Qeqx 1m)- vl(Keqx 1m)- v4(Qxy 1m)- v2(Kxy 1m)+ Fx 

(3) 

and 

v4 = - v4(Qeqylm) - v2(Keqylm)- v3(Qyxlm) - vl(Kyxlm) + Fy 

(4) 

The parameters l<eqx and l<eqy are regarded in the simpli­
fied model as being that equivalent rotor stiffness re­
quired to give the critical frequencies of the actual rotor 
system. The mass m was 2700kg, being the equivalent 
mass of the turbine/bearing stage. The direct equivalent 
stiffness and damping and quadrature stiffness and 
damping parameters can be developed from the bearing 
geometry and are function of the eccentricity ratio, 
bearing geometry, oi l visco ity, temperature, bearing 
radial clearance, etc [23] . To further implify the model, 
value of quadrature tiffne and dampi ng were cho en 
to give a convergi ng haft olution. To include the first 
three critical frequencie in the m del, ince the rotor 
mas remain the arne, the equi alent rotor tiffness 
was changed o as t gi e the required natural fre­
quency. 

The fo rcing function u ed in the model was the uperpo­
ition of the once per re olution unbalance and the im-
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pulse due to the transient pressure fluctuations as the 
shaft moved closer to the white metal damage. The 
force function was developed assuming an unbalance 
force of 2500N and a peak transient pressure pulse of 
IOOON due to the white metal damage. The force ex­
pressed analytically is given by 

f(t) = Funbalance ejrot + Fimp (5) 

where the impulse described in stepwise form becomes 

{

0, 0 ~ (I) t < 5.06 

Fimp = fimp sin(30(w t- 5.06)), 5.06 ~ w t ~ 5.165 

0, 5.165 < w t < 2n 

where .fimp is IOOON for this simulation. 

Figure 7 shows a representation of the force function 
f(t) with the unbalance and pressure impulse combined. 

The force impulse is positive because the pressure re­
duces in the presence of the white metal damage as the 
shaft moves closer to the damage (23]. The simulation 
of the simplified rotor-bearing system was accomplished 
with each critical frequency in turn using the MATLAB 
ode23 numerical solution of differential equations. The 
equivalent bearing stiffness in each of the x and y direc­
tions was initially chosen so as to correctly represent the 
critical frequency of interest with the cross stiffness val­
ues chosen so as to give a stable converging solution for 
shaft motion. Table I contains the resulting stiffness and 
damping values for the initial simulation of the shaft 
motion for the first critical frequency with an eccentric­
ity of0.7. 

The shaft motion resulting from the unbalance force 
alone of 2500N gives a stable and repeatable shaft orbit 
as shown in Figure 8. 

When the transient force impulse of 1000 N is applied 
in addition to the unbalance force, the shaft orbit motion 
becomes more erratic as shown in Figure 9. The pres-

Direct Quadrature Direct Quadrature 
stiffness stiffness damping Damping 
(N/m) 

(N/m) (Ns/m) (Ns/m) 

X 5xl07 5xl06 7.35xl03 7.35xl02 

dir'n 

y 5xl07 5xl06 7.35xl03 7.35xl02 

dir'n 

Table 1. Direct and quadrature stiffness and damping 
values for the first critical shaft motion simulation. 
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Figure 7: Forcing function f(t) due to the effects of un­
balance and the transient pressure fluctuation. 

ence of the once per revolution pressure induced tran­
sient force excites the resonance at 21.7 Hz which then 
decays with the damping until the next transient force 
occurs. 
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Figure 8: Stable shaft orbit motion over 50 revolutions 
due to an imbalance force of 2500 N. 

Frequency analysis of the x and y shaft motion data con­
firms the presence of the 50 Hz forcing function and the 
first critical resonance at 21 Hz as shown in Figure 10. 

Further analysis of the proximity probe shaft displace­
ment data recorded from the turbogenerator bearing 
with significant white metal damage [23], is shown in 
Figure 11 where the power spectrum is shown upto 
1000Hz. 

The power spectrum shows a broad frequency peak near 
28 Hz. However, similar results were obtained from 
other journal bearings having no significant white metal 
damage. Rather than being an indication of resonance, 
the peak near half shaft speed is most likely to be from 
the presence of oil whirl. The interesting point to note 
from the above power spectrum is the large number of 
shaft related harmonics. This would appear to indicate a 
very complex forcing function, periodic with the shaft 
rotation. 
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Figure 10: Power spectrum resulting from the simula­
tion of shaft motion including the unbalance and tran­
sient pressure induced forcing function . 
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Figure 11: Power spectrum obtained from proximity 
probe data measured from a bearing with significant 
white metal damage. 

Discussion and conclusions 
The vibration signal processing and simplified dynamic 
modelling presented in this paper should be seen as an 
initial attempt at understanding the complex area of ro­
tor dynamics. The signal processing of the measured 
proximity probe data from damaged white metal bear­
ings has shown considerable amount of high frequency 
transient shaft motion. It is recognised that this motion 
can be caused by a number of non-bearing related phe­
nomenon such as the non-homogeneity of the shaft ma­
terial and shaft surface, non-uniform shaft loading ef­
fects, steam pressure fluctuations, etc. The high fre­
quency transient motion has been detected in both dam­
aged and undamaged journal bearings and the standard 
time and frequency analysis techniques have been un­
able to detect appreciable differences between the di f­
ferent states of damage. 

The simplified dynamic model o f the turbogenerator 
system is known to have several defi ciencies. The direct 
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and quadrature stiffness and damping values in both di­
rections have been assumed to be the same which is 
clearly incorrect, particularly as the actual bearings were 
known to be elliptical in shape. The transient pressure 
induced force pulse has been assumed to occur as a re­
duction of pressure when the shaft moves closer to the 
journal damage. This hypothesis has as yet not been ex­
perimentally confirmed [23]. The stable unbalance force 
is known to be an oversimplification as there are clearly 
many higher harmonics of shaft motion observed in any 
measured orbit or spectrum analysis. These could be in­
cluded in any more complex simulation if required. 

The model has shown that system resonances can ap­
pear in the shaft orbit motion in the presence of transient 
forcing functions . The resulting motion will appear to 
be more erratic than the regular orbit motion with no 
transient force applied. The irregular once per revolu­
tion shaft motion does actually occur in practice and can 
easily cover 5-IOI..lm as the simulation shows. 

This research program is continuing experimentally and 
theoretically to try and identify the effects of white 
metal damage in the journal surface. A flexible rotor 
system with journal bearings is being designed which 
should allow the study of journal pressure profiles in the 
presence of white metal damage and the measurement of 
x and y shaft motion under controlled laboratory condi­
tions. A more sophisticated dynamic model of a flexible 
rotor is also being developed and will include the model 
of the continuous shaft-rotor-shaft and journal bearing 
direct and quadrature stiffness and damping. 
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Introduction 
The finite element method is now increasingly used in 
th~ analysis and design of complex ship structures[ I]. A 
ship has to be analysed not only as a non-uniform rigid 
body but also as a flexible structure taking hydroelastic­
i~y int~ consideration[2]. The analysis of rigid body mo­
tion will determine the stability of the ship, while the 
study of resonant response of the flexible ship structure 
may lead to the prediction of fatigue cracking followed 
by ultimate failure. Undesired vibration and noise radia­
tion . are also important issues associated with the dy­
namic response of the ship structure[3]. 

Most of the previous research was concentrating on the 
global dynamics of the ship and little work was found on 
the local distortions of the hull. If a ship is to survive 
side impacts or local slamming, the local response of 
ship hull needs to be analysed in detail[4]. Often the lo­
cal response of a ship can be described in terms of a sub­
structure subject to an external loading. Any interaction 
between the sub-structure and other part of ship structure 
will be included as boundary conditions. The character­
istics of the sub-structure is described by the natural fre­
quencies and mode shapes. Frequency response and 
transient response of the structure to an impact are often 
used as measures of the structural dynamics. 

The prediction of structural response of a ship hull to 
point impact forces is the concern of this work. Because 
of the complexity of the sub-structures and of the impact 
force, structural engineers usually resort to the finite 
element packages seeking a solution to the problem. 
However, uncertainty in the predicted results may rise 
when finite element programs are used for the dynamics 
of complex structures. This is due to the following: 

I) The assessment of the accuracy of the FE results is 
difficult because no other theoretical method can be 
used as a benchmark test of the complicated struc­
tures; 

2) No quantitative guidelines are available to describe 
the structural uncertainty and to show the error in 
prediction when the structure and structural bound­
ary conditions are idealised in the pre-process of the 
modelling ; 

3) The exact damping information of the structure is 
not available; 
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4) Practical hydrodynamic loading is often provided in 
a statistical sense. 

This work is dedicated to show the possible uncertainties 
in the prediction of structural response when FE models 
are used. Firstly, quantities of interest, such as resonance 
frequencies, frequency response and impulse response of 
a s~b-structure model of a ship hull, are obtained using 
vanous FE models. Then experimental model is used to 
provide measured values for comparison. The analysis 
of the difference in the results between the FE model 
predictions and experimental measurements will provide 
an understanding of the possible uncertainties. This 
work suggests that a good understanding of the under­
lying physics and a feeling of the expected results will 
always be useful before the FE analysis is applied to a 
new complex structure. Also illustrated in this work are 
the role of the structural components in the transmis­
sion/attenuation of vibrational energy and the effect of 
the impact positions on the response of the structure. 

Experimental test rig and procedure 
To provide an experimental comparison, a scaled middle 
section of a bulk carrier ship hull was constructed. 
Structural response to the impacts on the side of the sec­
tion will be the focusing area of investigation. The test 
structure shown in Figure 1 is a 1 :50 scale model repre­
senting an actual bulk carrier. The model is constructed 
from mild steel plating because steel is the most com­
monly used material for large ships. The model has the 
whole cross section because the boundary conditions for 
the symmetry line are difficult to produce in practice. 
The skin of the hull model is a 0.6 mm plate with the 
transverse and longitudinal ribs constructed from 0.8 
mm plates. The keel plate ( 1.6mm thickness) is con­
nected to the transverse ribs by riveted angle secti ons. 
All the ribs are soldered to the hull since any form of 
welding would buckle the plating. Soldering was also 
used by other researchers[ 4] on their test rigs and fa­
vourable results were achieved. 

As freely-supported conditions are commonly u ed[5), 
the test structure is suspended from the ceiling to pro­
vide a free dry hull. The dry hull respon e is a good rep­
resentation of the overall response of the hull when it is 
in a flu id environment[3) . The natural freq uencies of the 
free rigid body motion of the te t model were found to 
be less than I Hz. The hull was impacted with an impact 
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Figure 1: Experimental test model 

hammer fitted with a force transducer. The hammer fit­
ted with a plastic tip weighs 284.1 grams and can give 
force in the range of 100 N to 700 N. The estimated im­
pact time is about 1.5 to 5 ms and the frequency spec­
trum of the force ran~es from 0 to 2000 Hz. 

The response was measured by a light wei~ht acceler­
ometer(2.4 grams). The accelerometer was fixed to the 
hull plating by bees wax. Char~e amplifiers were used to 
amplify the force and acceleration signals and to filter 
out all frequency components below 1 Hz and above 
1000 Hz. The two signals are then fed into a two channel 
frequency analyser _for the qualities of interest. 

Finite element models 
Three FE model~ with different dearces of details and 
approximations were investigated. The aim was to com­
pare the results from the three models aaainit each other 
and against the measured results of the teit model, and to 
assess the feasibility of the FE models for the dynamic 
response of ship hull structures. The three FE models are 
representing the experimental test hull. 

Shown in Figure 2, model 1 consists of a series of plate 
elements joined together to represent the shape of the 
hull. The equivalent plate thicknesses were calculated so 
that the bending stiffness of the element is equivalent to 
the ribbed hull. This equivalent thickness had to be cal­
culated in both longitudinal and transverse direction . 
For the structure considered here, the equivalent thick­
nesses turned out to be different in these two directions 
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For the isotropic plate elements used in this model, the 
larger thickness was selected for both directions. Conse­
quently, the bending stiffness of the plate elements is 
equivalent to the stiffness of the test model about the X 
axis, and the stiffness of the elements about the Y (or Z) 
axis is higher than that of the real structure. The material 
density of the elements was adjusted to give equal stiff­
ness to mass ratio as the test model. 

Model 2 (Figure 3) is a more detailed model where the 
transverse ribs are represented with equivalent beams 
and the skin and longitudinal stiffeners are replaced by 
equivalent plate elements following the same procedure 
as for model 1. This simplification leads to a higher 
bending stiffness about the X axis than that of the test 
model. For the model 3 shown in Figure 4, the mesh 
density was increased to a level that computing cost is 
still reasonable. It enables more realistic mode shapes 
and accurate transient impact response. 

An averaged damping of the test structure was mea ured 
and inserted into the FE models as a con tant structural 
damping coefficient. In this study, the action of impact 
hammer is described as a point impact force( 1 00 N, for 
2 m ). To investigate the effect of tructural component 
( kin, rib and stiffener ) in the dynamic behaviour of 
the hull , the frequency re pon e of the tructure wa ob­
tained for the frequency range I : 1 0 Hz. The impact re­
pon e c vered a one- econd peri od. The impact po i­

elected are located at the I wer and the middle 
f the ide of the hull and den ted a a and b in 
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Figure 2. The responses were examined at 4 position 
shown in Figure 2. The excitation at transverse ribs and 
longitudinal stiffeners was also examined to investigate 
the effect of these structural components on the dynamic 
behaviour of the hull. 

Results And Discussions 

Structural characteristics 
The structural characteristics are described by the mode 
shapes and corresponding resonance frequencies. The 
mode shapes obtained from the FE analysis are depicted 

in Figure 5. The predicted and measured resonance fre­
quencies (up to 100 Hz) of these modes are included in 
Figure 5. The mode shapes of the test structure corre­
sponding to the measured resonance frequencies were 
also checked experimentally. By comparing the reso­
nance frequencies, the following may be summarised: 

1) Although model 1 is consisted of only 384 plate 
elements, the resonance frequencies were predicted 
at a reasonable accuracy. This indicates that the 
simple model can be used in the early design stages 
while the more detailed model can be used in the fi-

Figure 2: Finite element modell- 'equivalent thickness'. 

Figure 3: Finite element model2- 'cour e mesh ' 
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nal design stages when accurate and detailed re­
sponse is needed. One of the merits of the equiva­
lent thickness model (model 1), which over weighs 
its reduced accuracy, is that it allows a quick look at 
the mode shapes and a check of mesh size for the 
frequency range required. The rule of thumb is that 
five elements in each half wave length should be 
considered so that the corresponding mode can 
contribute reasonable accuracy to the response. 

2) It seems that the FE models tend to give overesti­
mated resonance frequencies. 

3) The discrepancy of the resonance frequencies by 
model 1 and model 2 from that of model 3 is mainly 
due to the fact that the bending stiffnesses about Y 
(or Z) axis for model 1 and about X axis for model 
2 are higher than the corresponding ones in model 3 
which is close to the test model. Any mode with 
highly curved shape in a certain direction, its reso­
nance frequency is very sensitive to any inaccuracy 
of the stiffness modelling in this direction( eg. mode 
4 and mode 6 for model 2 and mode 2 for model 1 ). 

Structural response 
As Shown In Figure 2, The Structural Response Were 
measured at 4 locations respectively(main deck, non­
excited side, bottom plating and excited side). Impact 
force was applied either at location a or b as shown in 
Figure 2. The frequency response from FE calculation 
and measurement are shown in Figures 6 and 7. We can 
observe the following: 

1) In general, FE models provide under-estimated fre­
quency response; 

2) The measured frequency response shows that the 

damping of structural modes is different from one 
mode to the other. For example, the mode at 66 Hz 
is very lightly damped resulting in a very high re­
sponse as compared to the FE predictions. This re­
sult shows that even though the recommended or 
measured values of averaged damping are used, the 
predicted response will still deviate from the meas­
ured response. 

The predicted maximum overshoot of the structural ac­
celerations response to an impact is very sensitive to the 
mathematical representation of the time history of the 
impact process. For the FE prediction, a mathematical 
representation of the measured force from the impact 
hammer was used so that experimental results can be 
used for comparison. The maximum overshoots of the 
structural acceleration are presented in Table 1. The ex­
perimental values are consistently higher than the FE 
predictions. 

The acceleration responses on the deck (position 1) and 
the side (position 2) to an impact at location a are plot­
ted in Figure 8. It is observed that the lower frequency 
modes have greater contribution to the impact response 
of the deck and that the responses decay at different 
rates. 

In summary, the FE models can predict most of the 
resonance frequencies and mode shapes of the test 
model at reasonable accuracy. However, the simplified 
FE model is not able to predict a few modes which exist 
in the test model and are predicted by the other FE mod­
els. This is largely due to the fact that the bending stiff­
ness about the Y (or Z) axis for model 1 and about X 
axis for model 2 is much larger than that of the test 

Figure 4: Finite element model 3- 'fine mesh'. 
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model. In general, all the present FE models tend to 
overestimate the resonance frequencies of the test 
model. It is understood that stiffness of the three models 
were higher by different degree than that of the test 
model. 

Using averaged structural damping from the test model 
and measured impact force, the transient response of the 
structural acceleration can be predicted using the FE 
models. In general, the predicted maximum overshoots 
of the response are all lower than the that from the 
measurement. The relative difference between predicted 
and measured values may vary from 20% to 90%. 

Experimental investigation of the effect of the impact 
positions on the structural response indicates that: an 
impact at a transverse rib is usually associated with low 
vibrational levels in the local area of the impact and high 
vibrational level over the entire hull, while an impact 
between the transverse ribs produces highly localised vi­
brations and lower level of vibration on the rest of the 
hull. It is believed that this will also be the case for the 
impact response of full scale vessels because impacts on 
the highly stiffened areas will lead to minimum energy 
dissipation in vicinity of the impact and the energy im­
parted to the structure will be carried by the stiff frames 
to the remote areas. On the other hand, the impact re­
sponse in the area between the transverse ribs tends to be 
localised, because the transverse ribs behave as rigid 
boundaries so that the impact energy is confined and at-

tenuated locally. 

Conclusions 
Accurate prediction of the dynamic response of ship 
structures using FE models can be a difficult task. The 
accuracy of the results are usually governed by the 

1) accuracy of structural idealisation; 

2) accurate finite element representation of real struc­
tures; 

3) refinement of the FE mesh; 

4) values of damping; 

5) accuracy of the impact force model. 

Although a good accuracy may be attained in assessing 
the resonance frequencies and mode shapes, the levels of 
accelerations and consequently stresses and strains have 
to be interpreted in view of the above mentioned factors. 

Experimental investigations revealed that the transverse 
ribs play the main role in transmitting the vibrations due 
to impacts through the hull structure. Impacts on the po­
sitions of transverse and longitudinal ribs produce higher 
vibrational levels as compared to impacts on the plate 
panels between stiffeners. Finally, as the present study is 
conducted on a dry hull, further research including the 
hydrodynamic loading is recommended. 

Figure 5: Mode shapes and resonance frequencies from .E. model and test model. 
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Table 1. Maximum accelerations (m/s/s) predicted by F.E.models and measured experimentally. 

Impact on position (a) 

Response position 1 2 3 
F.E. Modell 

F .E . Model2 

F.E. Model3 

Experimental 

12 20 11 

13 11 15 

15 38 24 

19 105 142 
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Figure 6: Frequency response at positions 1, 2, 3 and 4 to excitation at 'a'. dotted line: model1; dashed line: 
model 2; solid line: model 3; solid line with crosses: experiment. 
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Figure Figure 7: Frequency response at positions 1, 2, 3 and 4 to excitation at ' b ' . dotted line: mode11; dashed 
line: model 2; solid line: model 3; solid line with crosses: experiment 
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Abstract 

Conflicting views became apparent in the quiet Perth suburb of Peppermint Grove, when St Hilda's 
Anglican School for Girls proposed to install a set of eight bells in the new Chapel. Ringing the 
bells would clearly exceed noise regulations, and the community was divided on the issue. There 
were also at least four other proposals to install sets of bells in other locations around the State. 
The Department of Environmental Protection became involved in the issue and decided to conduct 
a community survey to identify a bellringing schedule which would satisfy the great majority of 
residents around the school. As part of this process, detailed measurements of sound levels of other 
bells were carried out and predictions made of the likely noise emissions from the Chapel bell­
tower. This paper outlines the sound level measurements and predictions and the survey methodol­
ogy and results. The development of a Ministerial exemption to allow limited bellringing is also 
discussed. 

Introduction 

Sound versus noise 
Sound may be described as everything we can hear, 
while noise refers only to those sounds which are un­
wanted. 

In the case of Haddon v. Lynch (1911), the plaintiff 
complained of the "unmelodious sound of the church 
bell of St Paul's Church of England, Malvern at seven­
thirty and eight on a Sunday morning", while a neigh­
bour for the defendant claimed that "The bell ought to 
ring. Whoever opposes it is no man." 

While the sound of bells may be pleasant to many peo­
ple ("sound"), it may be regarded as a nuisance by others 
("noise"). The sound levels from bells, when measured 
in a residential area, are likely to exceed statutory re­
quirements. A set of sound level measurements however, 
cannot tell us whether the ringing of bells will be per­
ceived as sound or noise. Thus it is important that the 
perceptions of local residents be considered in deter­
mining appropriate times for bellringing. 

Bell Ringing 
Bell ringing is an ancient practice and bell f c t 
bronze have been a ociated with Engli h churche ince 

at least the seventh century 1. Bell were u ed 
worship, to signify the time t mark cele rati n and 
sometimes in emergencie . The practice f " h ge 
ringing", in which a team f ix r eight pe pte ring e 
of tuned bell in equence, h een c mm n in the 
United Kingdom ~ r centurie ut h n t gener lly n 
adopted in Europe or el ewhere. Bell are n rm Hy rung 
in "touche " of 10 t 15 minute ' durati n lth ugh n 
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occasion they may be rung in a "peal" of up to three 
hours' duration. 

In Western Australia, the earliest set of bells was the St 
George's Cathedral bells, installed in 1902. The only 
other significant installations were at Holy Trinity 
Church, York and Christ Church, Claremont, both in the 

late 1980s2. The Australian and New Zealand Associa­
tion of Bellringers have advised of several other propo -
als to install sets of bells in churches or civic buildings 

in this State3. 

St Hilda's Project 
Approval for con truction of a chapel at St Hilda' 
School was granted by the Town of Mo man Park in 
January 1993. Although the chapel incorp rated a bell­
tower, the approval pecifically excluded the in tallati n 
of bell . In Augu t 1994, St Hilda' applied f; r appr val 
to in tall a et of eight e ll in the t wer, the i f the 
application ing that the t wer w de igned t fully 
enclo ed for practice e i n and w uld only pened 
for ringing on certain defined occ 
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Assessment of sound levels 

Sound generation 
Bells are normally cast in bronze, cons1stmg of 77% 
copper and 23% tin. The sound produced by a bell is a 
complex series of harmonics radiated from the various 
parts of the bell. The bell is tuned by varying its thick­
ness, a thinner bell having a deeper note than a thicker 
bell of the same size. A set of bells is normally tuned so 
that their strike notes form a major scale, with the 
"tenor" bell as the tonic (lowest) note and the "treble" as 
the highest note. 

A set of bells used for change ringing is supported in the 
belltower with the open end facing upwards and the 
clapper resting against the side of the bell. When the 
rope is pulled, the bell swings down and then on the re­
verse upwards swing, the clapper strikes the rim 
("soundbow") of the bell, producing a tone. This tech­
nique produces a consistent sound level each time the 
bell is rung. 

Sound Measurements 
Sound level measurements were conducted at the Holy 
Trinity Church in York and at St George's Cathedral in 
Perth to provide a basis for sound level predictions for 
the St Hilda's bells. Tests were conducted both inside the 
towers adjacent to the bells and outside at distances up 
to typically 100 metres. The measurements were con­
ducted by the author and Mr Richard Langford of the 
Department of Environmental Protection, accompanied 
by acoustical consultants Herring Storer Acoustics in the 
case of the York tests. All results are quoted as LAeq,T 

levels, in units of decibels, or dB(A). LAeq,T is the 

"average" sound level, taken over timeT; in this case the 
averages were taken over periods of typically 1 to 
3 minutes, while bells were being rung continuously. 

The results of the measurements inside the two bell tow­
ers indicated typical sound levels of 109 dB(A) at Holy 
Trinity Church, York and 116 dB(A) at StGeorge's Ca­
thedral. This difference is in part explained by the meas­
urement position being closer to the bells at St George's 
and in part by the greater weight of the StGeorge's bells. 
As the weights of the St Hilda's bells are generally in 
between those of St George's and Holy Trinity, it was 
considered relevant to use these as the basis for sound 
level predictions forSt Hilda's. 

The measurements outside the two belltowers illustrate 
the effect of openings in the tower structure. At Holy 
Trinity, the tower had openings in the wall in the rever­
beration chamber above the bells and folding doors in 
the roof, which were open at the time of the tests. The 
small windows adjacent to the bells had been blocked in 
with perspex. The sound level at 50 metres away was 
68 dB(A) and at 100 metres was 60 dB(A). 
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The St George's tower has an open roof with a canopy 
surrounded by a parapet wall. The openings in the east­
ern wall were open at the time of testing, while those on 
the western side were closed. The sound level 40 metres 
away on the eastern (open) side was 74 dB(A) and on 
the western (closed) side was 67 dB(A). These results 
indicate that the majority of sound at 40 metres on the 
eastern side is from the open wall, the reduction in sound 
level from inside to outside being 42 dB(A). This result 
is comparable with Holy Trinity, where the sound level 
reduction from inside to 50 metres outside was 
41 dB(A). With the enclosed wall, the reduction from 
inside to outside at St George's was 49 dB(A) and the 
sound from the open roof tended to predominate. 

These results were used as the basis for a series of sound 
level predictions for the St Hilda's Chapel, as described 
below. 

Sound Level Predictions 
Sound level predictions were carried out for the St 
Hilda's Chapel by acoustical consultants Herring Storer 
Acoustics (HSA), using the sound level data outlined 
above. They used the well-accepted Environmental 
Noise Model (ENM) to predict sound levels emanating 
from the Chapel, taking into account the structure of the 
tower, with its solid walls, sealed windows and open 
roof incorporating acoustic doors and canopy. 

The model predicts sound levels over the surrounding 
area, taking into account distance from the source, to­
pography and other factors which affect sound propaga­
tion. The sound level predictions were only carried out 
for calm conditions. The results were plotted as a series 
of sound level contours, as shown in Figure 1. 

These contours show the nearest residences about 
50 metres away receiving sound levels of approximately 
60 dB(A). As expected, this result is consistent with the 
result for the western (enclosed) side of the tower at St 
George's Cathedral. The predicted levels drop to 
40 dB(A) at a distance of about 600 metres from the 
Chapel, except on the southern side where the rising 
ground provides a screening effect and the contour is 
closer to the Chapel. 

Community survey 
A survey of community attitudes towards bell-ringing 
was conducted in December 1994, by means of a ques­
tionnaire delivered to all properties in the study area. 
This was not intended as a rigorous social survey, but 
rather as a series of specific questions to gauge commu­
nity views. 

Study area 
The study area was defined as all those properties within 
or touching the 40 dB(A) contour as predicted by Her­
ring Storer Acoustics. This level was selected as repre­
senting those residences where the sound of the bells 
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would be generally audible. A total of 566 proper­
ties was identified as within or touching this con­
tour level and this was defined as the study area. 

TABLE 1 "Y IN " R es 0 esponses b s >Y ound Leve Range 

Sound Level "Yes" "No" TOTAL 
Range dB(A) 

Questionnaire 40-44 98 (82%) 22 (18%) 120 

45-49 41 (82%) 9 (18%) 50 

50-54 19 (70%) 8 (30%) 27 

55-59 11 (55%) 9 (45%) 20 

60-64 3 (75 %) 1 (25%) 4 

A one-page questionnaire was delivered to each 
property in the study area on the weekend of 10 to 
11 December 1994, with a response requested by 
20 December. The sound level contour map 
(Figure I) was incorporated on the back of the 
question sheet to assist respondents in under­
standing that the sound of the bells would be audi­
ble at their premises and to allow them to indicate 
what range of sound levels they were within. It was 
accepted that many residents might not understand 
the meaning of the map. 

No indication 12 4 16 

Response Rate 
A total of 238 responses was received up until 31 Janu­
ary 1995 and all but one were included in the analysis. 
The exclusion was the response from the school itself, 
which would possibly have skewed the results for the 
very small group of responses in the range 60 to 
64 dB(A). The 238 responses represent 42% of possible 
responses, which indicates a high level of interest in this 
issue. Analysis of the response rate against sound level 
shows the response rate rising with sound level (34% re­
sponse in the range 40-44 dB(A) rising to 100% in the 
range 60-64 dB(A)), indicating those closest are more 
concerned about the issue. 

Yes/No Responses (Question 1) 
Question l simply asked whether or not people agreed 
with "open" ringing of the St Hilda's bells and requested 
them to tick either: "Yes, at reasonable times" or "No, 
not at any time" . Overall, 184 (78 %) said "Yes" and 
53 (22%) said "No". Table I gives a breakdown of these 
figures by sound level. 

Table I shows a consistent response across the 40 to 
49 dB(A) range. The "No" response increases sharply 
from 18% to 30% then 45% over the range 45 to 
59 dB(A). It then drops to 25% in the highest range. 
This may be explained either by the small sample size or 
by the fact that these four respondents are the School's 
closest neighbours and therefore have a different rela­
tionship or expectations regarding the School. 

However one interprets Table 1, the result indicates sig­
nificant opposition to open ringing, especially from the 
residents in the ranges above 50 dB(A). The 18 "No" re­
sponses in the ranges above 50 dB(A) represent 22% of 
the 81 possible responses from thi s area. With this result 
in mind , it is relevant to now consider the general com­
ments in Question 6 of the questionnaire. 

TOTAL 184 (78%) 53 (22%) 237 

General Comments/Reasons for Answers Given 
(Question 6) 
Question 6 asked respondents to "Please explain your 
reasons for the answers you have given." All respon­
dents were asked to complete this question, regardless of 
whether they had answered "Yes" or "No" in Question 1. 
The vast majority of respondents took the opportunity to 
make comment and, as expected, their answers em­
braced a wide range of views. To facilitate analysis, the 
comments were grouped under the following headings: 

"No objection" No objection to bell ringing, in 
some cases provided it was 
done at reasonable times. 

"Like bells" Includes expressions such as 
"bells are beautiful", "we like 
bells". 

"Heritage" Includes comments to the ef­
fect that bells are part of a tra­
dition , or English/Christian 
heritage. 

"Enhance community" Includes responses to the effect 
that the school and its Chapel 
are part of the community, or 
the sound of bells is preferable 
to other noises such as traffic. 

"Intrusive" Includes responses to the effect 
that the sound of bells will in­
trude on the peace and quiet of 
the area, the area is al ready too 
noisy, ringing outside of re­
stricted times wi ll be intrusive. 

"Need for rest" Bells would disturb rest for 
ch ildren/elderly/sick people. 

"Disli ke bells" Includes expre sions such as 
"we don't like bells", "we don't 
want to hear them". 

"Unfair to neighbours" Some respondents commented 
that., whi le they liked bell s, 
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"Not needed" 

"Enforcement" 

"Trial" 

"Other institutions" 

"Query noise" 

they lived far enough away for 
it not to be a problem, and it 
may be unfair to others living 
closer. 

Some noted that the bells were 
not needed, as other schools 
did not have bells and most of 
the occasions would be for St 
Hilda's only. 

Responses such as "Give an 
inch, take a mile" were classed 
under the issue of whether 
ringing restrictions would be 
adhered to. 

Includes calls for a trial period 
or trial ringing. 

Raised the issue of whether the 
bells would set a precedent 
whereby other religions or in­
stitutions would also be al­
lowed to make excessive noise. 

Some responses queried the 
meaning of the sound levels 
provided with the question­
naire, some noting that they 
found it difficult to comment 
without understanding the 

TABLE2 S ummary o fG en era IC ommen s 

Comment 

"Too loud/close" 

sound levels . 

Includes comment to the effect 
that the noise would be too 
loud and/or the respondents 
lived too close. 

The results are presented in summary form in Table 2, 
broken down into two sound level ranges: above 
50 dB(A) and below 50 dB(A). 

The most common response was "Like bells", which ap­
peared 74 times (31 % of all responses). This view 
strongly outweighted the "Dislike bells" comment (3% 
of all responses) and was reflected in the "Enhance 
community" response which appeared 35 times (15% of 
all responses) . This positive comment is significant in 
that a decision not to allow any open ringing would dis­
appoint a substantial proportion of the population which 
would like to hear the bells and feel they would add 
character to the area. 

The second most common response was "Intrusive", 
which appeared on many of the "No" responses and also 
on a number of the "Yes " responses. This was supported 
by the number of comments on "Need for rest" , "Unfair 
to close neighbours" and "Too loud/close" (42 alto­
gether). 

Finally, "Query noise" and "Trial" were mentioned 31 

No. of 
Responses 

Sound Level Sound Level Sound Level TOTAL 
50 - 64 dB(A) 40-49 dB{A) Not Indicated 

"No objection" 6 23 I 30 

"Like bell s" 8 61 5 74 

"Heritage" 2 9 2 13 

"Enhance community " 7 26 2 35 

"Intrusive" 15 35 5 55 

"Need for rest" 3 7 1 II 

"Dislike bells" 3 5 0 8 

"Unfair to neighbours" 4 II 0 15 

"Not needed" 3 3 0 6 

"Enforcement" I 2 I 4 

"Trial " II 2 0 13 

"Other institutions" I 5 1 7 

"Query noise" 10 7 I 18 

"Too loud/close" 7 8 I 16 
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times, indicating the need for a trial period should open 
ringing be allowed. Assuming such a trial went ahead, 
the answers to Questions 2 through 5, (which those who 
answered "Yes" to Question 1 were asked to complete) 
provided a basis for developing a possible set of oper­
ating conditions. 

Preferred Occasions for Open Ringing During 
the Day (Question 2) 
Question 2 asked those who had answered "Yes" to 
Question 1: "What would be the best number of occa­
sions for open ringing of the bells?" The notes to the 
question specified that the question related to ringing 
between 8.00 am and 7.00 pm; that each "occasion" 
meant one peal or "touch" of 10 to 15 minutes' duration; 
and the maximum duration of open ringing in one day 
would be 30 minutes. Respondents were asked to nomi­
nate a preferred number of occasions in any month by 
circling one of the numbers 5, 10, 15, 20, 25 or 30, or 
indicating a number of their choice. Most respondents 
circled one ofthe numbers, however a few (7) indicated 
numbers below 5 and a larger group indicated numbers 
above 30 or "No limit". The results are presented in Ta­
ble 3. 

The results are presented in two sound level ranges, 
above 50 dB(A) and below 50 dB(A), the results within 
these ranges having been found to be fairly consistent. 

For the respondents in the sound level range above 50 
dB(A), the strongest indication was for 5 occasions per 
month or less, supported by one third of respondents in 
this group. Almost half of this group opted for 10 occa­
sions or less . Eight responses (24%) opted for 30 or 
more occasions. The responses from the group in the 
range below 50 dB(A) were similarly spread, with 35% 
opting for 10 occasions or less and 40% opting for 30 
occasions or more. Once again, a range of views is ap­
parent, from those who would happily hear the bells 
daily to those who would be concerned at more than a 
few occasions per month. 

Other restrictions on open ringing during the 
day (Question 3) 
Question 3 was an open question related to Question 2, 
asking: "Are there any other restrictions which should be 
applied?" Of the 184 "Yes" responses to Question I, 
107 (58%) responded to Question 3. Of these, 73 (68%) 
indicated that no further restriction was needed beyond 
that in Question 2. Of those who called for further re­
strictions, 16 mentioned ringing times, I 0 mentioned 
types of occas ions, I 0 mentioned ringing duration and 2 
mentioned sound level. 

Open ringing during the evening (Question 4) 
Question 4 asked the I 84 respondents who had answered 
"Yes" to Question I to nominate ti mes bells should be 
rung with the tower open outs ide the hours 8 am to 7 pm 
by nominating one or more of fo ur options. The re-
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sponse forms contained a total of 236 answers to Ques­
tion 4, some having ticked more than one box (which is 
a valid response). 

There was considerable support for some ringing in the 
evening, especially for "Christmas/New Year" (114 re­
sponses) and "4 other evenings" (72 responses). In the 
open part of Question 4 ("Other"), 33 responses were 
received, and of these 17 said "No restriction". A further 
17 responses ticked "Never" to open ringing during the 
evening. 

Ringing one bell before and after school 
(Question 5) 
In Question 5 those who had answered "Yes" to Ques­
tion 1 were asked: "Would you also agree to one bell 
being rung for Jess than one minute at the start and end 
of each school day?" 

The "Yes" response outweighed the "No" response with 
76% of the responses to Question 5. As expected, the 
"Yes" response was weaker in the 50- 64 dB(A) range 
(67%) than in the 40-49 dB(A) range (77%). 

Development of ringing schedule 

Assessment Criteria 
The criterion used to identify an appropriate schedule 
for open ringing was that any open ringing activity 
should not go against the wishes of more than 10% of 
the householders in the study area, as expressed in the 
responses to the questionnaire. In using this criterion it is 
assumed that those who did not respond to the question­
naire are not strongly opposed to some open ringing. 

The choice of "10%" as a criterion level was made in 
recognition of both the expressed wish of a large group 
of people to hear the bells and also the need to provide 
protection of the peace and quiet of those who do not 
wish to be di sturbed. 

Assessment 
There were 53 "No" responses to Question I out of the 
237 responses, representing 9% of a total of 566 house­
holders in the study area. It may therefore be assumed 
that allowing some open ringing would go against the 
wishes of 9% of the householders in the study area. The 
10% criterion suggested above would therefore allow for 
a small amount of open ringing. 

Analysis of the resul ts to Questions 2 and 3 ind icated 
that open ringing would meet the I 0% criterion if al­
lowed on 6 occasions per month between the hours 8.00 
am - 7.00 pm Monday to Saturday and 9.00 am - 7.00 
pm Sunday, for a period of not more than 10 minutes on 
each occasion, with a total of not more than 20 minutes 
on any day. There may be some cope to vary the num­
bers of occasions and their durations slightly, within the 
confines of a total of 60 minutes' ringing per month. 
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: re erre TABLE3 P (! dN b um ero fO (! 0 CC3SIODS or •pen R' ID21D2 

No. of 
Occasions per No. of Responses 

month 

Sound Level Sound Level Sound Level TOTAL 
50- 64 dB(A) 40-49 dB(A) Not Indicated 

0-5 11 

6- 10 5 

II - I5 5 

I6- 20 3 

21 - 25 0 

26-30 4 

Above 30 4 

Did not answer I 

TOTAL 33 

Ringing during the evening would not meet the 10% 
criterion. While ringing one bell before and after school 
would not meet the 10% criterion, this activity may pos­
sibly be brought within the noise legislation by careful 
selection of the bell and the ringing duration. 

It was therefore considered appropriate to allow the 
bells to be heard by members of the community so they 
could make their own assessment. This is now in the 
process of being done done by means of a Ministerial 
exemption under the Environmental Protection Act 
1986, with conditions reflecting the findings of the 

study4. 

Conclusions 
While bell-ringing may be expected to invoke a positive 
response from many hearers, it must also be recognised 
that the same sound may cause a negative reaction from 
others who do not wish their peace and quiet to be dis­
turbed. The assessment of noise from the proposed St 
Hilda's School Chapel Bells showed that, to the great 
majority, bells are "sound" and not "noise" , provided the 
bells are rung at reasonable times. The study also 
showed that it is possible to balance the desire of the 
great majority of the community to hear bells at reason­
able times with the wish of others for undisturbed peace 
and quiet, through a combination of objective sound 
level predictions with a imple subjective community 
urvey . 
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Abstract 

An acoustic projectile location system which is capable of detecting both subsonic and supersonic 
projectiles without the use of a special box target has been developed. A theoretical uncertainty 
analysis for the configuration proposed indicates that, for a target area 600 mm by 700 mm, the 
maximum uncertainty is less than 8 mm. Field tests of this system reveal other sources which can 
degrade the accuracy achieved. Various techniques for improving this accuracy are discussed. 

Introduction target; 
There are several commercially available projectile lo­
cation systems. Generally, systems such as the Lo-

mah/Superdart I ,2 which rely on detecting the leading 
edge of the shock wave generated by supersonic bullets, 
do not work for subsonic rounds and will not detect 
oblique shots. On the other hand, systems which work 

(ii) to improve on the accuracy of detection by us­
ing cross correlation technique to determine the 
time delays between microphone signals in­
stead of using the leading edge of the micro­
phone signals; and 

for both supersonic and subsonic rounds3 require a box 
target made of special material which has to be replaced 

on a regular basis. Australian Patent No. 5238974 pro­
vides good background information on the various 
means of detecting ballistic projectiles. 

The objectives of this study on projectile location system 
were to explore 

(i) the feasibility of detecting both subsonic and 
supersonic projectiles using a microphone­
based system, without the use of a special box 

ooter s Vtew 

Firing 
Direction 

(iii) to compare the accuracies achieved from field 
tests with theoretical uncertainty estimates. 

Apparatus & instrumentation 
As shown in Figure 1, the proposed acoustic projectile 
location system consists of 3 electret microphones sepa­
rated by 350 mm from each other. The microphones 
were of electret type with impedance 600 n, sensitivity 
-64 dB at 1 k Hz and frequency response 50 Hz - 16 kHz, 
and were mounted directly behind the target. In the fea­
sibility study, a triggering microphone was used to initi­
ate the data acquisition. The microphone signals were 

Figure 1 Set-up of micro­
phones and target. 
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conditioned using Tektronix AM502 differential ampli­
fiers. The three microphone signals were then digitised 
using a WIN-30 DS4 I MHz data acquisition card with 
simultaneous sample and hold . The sampling rate was 
250 kHz per channel. The data acquisition card was in­
stalled in a Toshiba 3200SXC laptop computer. The ac­
quired microphone signals were then processed off-line 
to determine the location (x,y) 
coordinates based on cross­
correlation analysis. It is envis­
aged that in the prototype sys­
tem, all the electronic hardware 
involved (such as signal condi­
tioners, AID converters includ-
ing data processor) can be as­
sembled into one card and the coordinates of the target 
location can be calculated in real-time. With the set-up 
as shown in Figure I , no special target box is required 
and the microphones can be further shielded from stray 
bullets . 

Uncertainty analysis 
The three microphone signals were used to determine 
the delays in path lengths o1 and o2 between the two 

end microphones and the central microphone (Figure 3). 
If the microphones are separated from each other by "a" 
and if the distance of the 'hit' location (x,y) is at a dis­
tance I from the central microphone, then it follows from 
geometry that 

12 = x2 + y2 (I) 

(2) 

Triggering microphone --------....., 

Electret microphones 

TOSHIBA 3200SXC Laptop Computer with 
WIN-30 DS4 750kHz Data Acquisition Card 

Figure 2 Schematic diagram of data acqui sition 
system. 
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(3) 

It can be shown that the uncertainty in x, I and y can be 
estimated from equations (4),(5) and (6) respectively: 

(5) 

(6) 

The total error e can, therefore, be quantified by 
{11x2 + 11y2 . The minimum theoretical uncertainty in 
estimating 111 may be attributed to the resolution of the 
digital sampling rate. For a sampling rate of 250 kHz 
and the speed of sound of 340 m/s, an uncertainty of 
1.36 mm in 111 can be expected. 

The theoretical uncertainties in the determination of the 
x and y coordinates for microphone separations of 350 
mm are displayed in Figures 4(a) and (b) respectively. It 
can be seen that for most of the target area, the uncer­
tainty in the x-coordinate due to the sampling rate is less 
than 2 mm while that in the y-coordinate is considerably 
higher. The total error e corresponding to the uncertain­
ties in 11x and 11y shown in Figure 4 is depicted in Fig­
ure 5. It is evident that the total error is dominated by 
the error in 11y. For a target area 600 mm by 700 mm, 
the theoretical total error is within 8 mm. An obvious 
method to improve on the accuracy is to have an addi­
tional 3 microphones lined up on one side of the target. 

y 

X 

Figure 3 Coordinate system used determining the 
target location (x,y). 
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This option, however, is not desirable because these mi­
crophones could be damaged by stray bullets. Other 
means of improving the accuracy is currently being in­
vestigated. 

It must be pointed out here that this uncertainty analysis 
only takes into account the uncertainty due to the reso­
lution in the digital sampling rate. Errors due to the na­
ture and shape of the signal which could be influenced 
by other means have not been considered. 

Field tests and discussions 
The proposed system was tested in both indoor and out­
door range for a range of weapons with projectile ve­
locities ranging from subsonic to supersonic, namely, 
.22 Ruger, 5.56 mm M16A2, 9mm Heckkler and Koch 
SD and 9 mm Heckler and Koch A3 weapons. 

3 

2 

400 500 

Figure 6 Comparisons of mi­
crophone signals with and 
without installation of a baf­
fle. 

During the tests, it was noted that the signal from the 
9 mm projectile was masked by a precursor noise and 
could not be recovered for processing. It appeared that 
the sound from the bullet penetrating the target was 
masked by a noise conducted along the target at a higher 
speed than the speed of sound in air. As soon as a baffle 
was installed between the target and the microphones as 
shown in Figure 1, this noise was significantly reduced 
and processing of the signal was possible. The effect of 
the installation of a baffle on a typical signal acquired is 
illustrated in Figure 6. It must be pointed out that the 
precursor noise appeared to occur only in the signal ac­
quired from a large diameter projectile. This is perhaps 
the precursor noise due to a small projectile is too low in 
level to interfere with the signal. 

It was also noticed that the spurious noise occurred at a 
much lower frequency than that of the signal of interest. 

Raw Data 

Filtered Data 

Figure 7 Comparison of unfil­
tered and filtered signals. 
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Table 1 Averaged errors in determining the 'hit' locations. 

OUTDOOR RANGE 

Ref Weapon Velocity (m/s) Del x (mm) Del y (mm) Error (mm) 

a .22 Rue;er 317 1.7 

b 5.56 821 2.2 

INDOOR RANGE 

c 9mmSD 317 3.6 

d 9mmA3 410 3.5 

An attempt was, therefore, made in extracting the signal 
embedded in the spurious noise using digital filtering 
technique. It has been found that a 256 point digital filter 
with Hamming window reduces the spurious noise by a 
factor greater than 2 while reducing the peak amplitude 
of the signal of interest by less than 10%, as shown in 
Figure 7. It is envisaged that in the prototype system, 
both a physical barrier for the microphones and digital 
filtering will be used to enhance the extraction of the 
signal of interest. 

The results for the tested weapons in both outdoor and 
indoor range are listed in Table 1. The averaged error in 
mm in the x direction obtained from a number of shots is 
tabulated as 'Del x' while that in the y direction is tabu­
lated as 'Del y'. The distance in mm from the actual po­
sition in the target to the position determined by the mi­
crophone system has been determined for each shot and 
the average is tabulated as 'Error' in Table I . It can be 
seen that for the .22 Ruger projectiles, the averaged er­
ror is reasonably close to the theoretical values predicted 
by the uncertainty analysis which only accounts for the 
digital sampling rate. On the other hand, the averaged 
error for other weapons are about twice as much as what 
would have been anticipated from the uncertainty analy­
sis. This is because the accuracy in determining the 'hit' 
position is highly dependent on the nature of the signal, 
especially the signal-to-precursor noise ratio . It is ex­
pected with shielding of the microphones, the signal of 
interest will be greatly enhanced and coupled with digi­
tal filtering, the accuracy of the proposed target location 
system can approach that predicted by the uncertainty 
analysis presented here. 

Conclusions 
An acoustic projectile location system based on 3 low 
cost electret microphones has been propo ed. A theo­
retical uncertainty analysis which only take into account 
the resolution of the digital sampling rate shows that for 
a target area of 600 mm by 700 mm, the uncertai nty in 
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determining the 'hit' position is dependent on its position 
within the target area but is generally within 8 mm. Field 
tests have shown that for smaller projectiles, this accu­
racy is being approached. For larger projectiles, because 
of the presence of a precursor noise, the accuracy 
achieved is double that of what is expected from the un­
certainty analysis. It has been demonstrated that the pre­
cursor noise can be significantly reduced by proper 
shielding of microphones and applying appropriate 
digital filtering to the signals . By optimising the shield­
ing of the microphones and the choice of digital filters, 
an accuracy of about 8 mm using the proposed system 
for both subsonic and supersonic projectiles can be ex­
pected to be achievable. A system based on 5 micro­
phones is currently being considered which has the po­
tential to improve on this accuracy. 
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Abstract 

Australian Standard AS20 12.1-1990 Acoustics - Measurement of airborne noise emitted by earth­
moving machinery and agricultural tractors - Part 1: Determination of compliance with limits for 
exterior noise. This Standard describes a method for determining the exterior noise emitted by 
earth-moving machinery and agricultural tractors in terms of the A-weighted sound power level 
while the machine is stationary. At six positions on a hemispherical surface, the equivalent con­
tinuous A-weighted sound pressure levels are measured. The A-weighted sound power level of the 
machinery is calculated from the measured values. This Standard applies to the following types of 
machinery: a) agricultural tractors; b) crawler and wheeled excavators; c) crawler and wheeled 
loaders; d) crawler and wheeled dozers; e) backhoe loaders; f) graders; g) compactor/loaders; h) 
four-wheel drive skid-steer machines. In the absence of an Australian Standard for earth-moving 
machines larger than an agricultural tractor and the items listed above, suppliers and users of large 
earth-moving machines, such as dump trucks, shovels and draglines, expect AS2012.1 to be suit­
able and satisfactory for their purposes. This is not the case, as our paper and seminar presentation 
will show. To overcome the difficulties caused by this limited situation, I want to present a new 
Australian Standard to fill the vacancy for the sound level measurement of large earth-moving ma­
chinery. 

Introduction 
As the name implies, Standards are designed to provide 
a set of steps to be taken in a process of construction or 
testing, repeated from time to time. The purpose is to 
gain uniformity in the process so that the task is carried 
out the same way each time. By definition then, it must 
not leave room for ambiguity where a different interpre­
tation can be applied by different persons. 

By the same token, the Standard is not a set of regula­
tions bound by law unless the Standard is included for 
application within a Lawful Regulation. Normally, to my 
knowledge, this is not the case. Therefore, if in the proc­
ess of applying a Standard, some procedure cannot be 
carried out, for whatever reason, no crime is committed. 
The results obtained may or may not be the same as 
previous measurements, or the same as the next set of 
measurements, or the same as those obtained by others 
who were able to apply the Standard. Nevertheless, if the 
Standard can be followed it should be. If it cannot be 
followed then some notation should be made in the Re­
port Document to this fact. 

At my last count there were 45 Standards on Acoustical 
Subjects listed in the latest Catalogue of Australian 
Standards. I cannot claim to have used all of them or 
even most of them, but I do use some of them repeat­
edly. One such Standard is AS2012 - 1990 - Acoustics ­
Measurement of airborne noise emitted by earth-moving 
machinery and agricultural tractors - Stationery test con-
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dition. There are two parts to this Standard. Part I: cov­
ers the Determination of compliance with limits for exte­
rior noise. Part 2: applies to the measurement of noise 
levels in the 'Operator's position.' 

AS20 12 commenced its life of service in 1977 following 
the issue of a Draft and the receipt and consideration of 
comments. It was given the Title "Method for the meas­
urement of AIRBORNE NOISE from agricultural trac­
tors and earth moving machinery." 
I believe this original Standard came from work carried 
out by Mr Horrie Weston of the NSW Dept of Health in 
an attempt to passively introduce the need for hearing 
protection for those working on road construction and 
on farms. All the requirements of this Standard for op­
erator noise exposure and for the bystander position 
point to this fact. 

The Preface to the Standard described the method for 
the measurement of noise emission as perceived at the 
operator's position and at specified bystanders positions·. 
It then stated: The information in this standard may be 
used for noise control by engineers, for comparison of 
machines by purchasers, or for legislative control. 

The text is expressed in a imple, logical and traight­
forward manner and include measurement of noise gen­
erated by the machine during its operation and operation 
of any attached implements. The measurements for a 
backhoe for example would include operation of that 
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implement. Measurements were to be taken at 7 metres 
from the surface of the machine, on each side, at the 
front and at the rear. For self-propelled earth moving 
machinery, sound levels were to be taken at the bystand­
ers position at 7 metres, on each side of the machine. 

Noise measurements were then taken at the operator po­
sition to allow a noise dose to be determined for the op­
erator. Further details were given in Appendix A for the 
calculation of the dose covering various time frames or 
cycles of operation typical for such a machine. This sec­
tion of the Standard included Table AI, listing typical 
work cycles for the machines which may be measured. 
These machines included Loaders, Dozers, Scrapers, 
Tractors, Graders, Rippers, Rollers and Off-highway 
Trucks. 

While measurements were taken at 7 metres for the by­
stander position rather than for determination of an 
acoustic power level for the machine, the Standard was 
soon used for this purpose. It also became apparent that 
certain aspects of this Standard could not be applied, 
such as measuring in front of a bulldozer while it was 
operated. The term bystander became an operative word 
meaning just what it said. We then had to adjust the dis­
tance of 7 metres if this situation was hazardous. So, the 
bystander position was applied by us to mean a safe 
place nearby, where operation of the machine could be 
observed and the sound level measured. 

Observance of the Standard for some machines started to 
come adrift at this stage. Some machines operate by 
movement of implements while remaining stationary 
while others operate by moving along. 

Then came difficulties due to the size of the machine. 

At this stage, the Standards Committee A V /6 produced a 
draft standard revising the 1977 issue. It applied a com­
pletely different methodology for measuring the noise of 
the machine. It also had a new purpose, that is, to deter­
mine the sound power level of machines. 

To achieve this purpose we now had to measure the ma­
chine at 6 locations, on a hemispherical surface having a 
radius related to the size of the machine. When the ma­
chine to be measured had a length greater than 4 metres, 
the radius for measurement is 16 metres. Four of the lo­
cations were 1.5 metres above the ground and two loca­
tions at 11 .36 metres above the ground. Further study of 
the Standard revealed that it applied to the same types of 
machinery as applicable in the 1977 issue, viz: 
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(a) Agricultural tractors; 
(b) Crawler and wheeled excavators; 
(c) Crawler and wheeled loaders; 
(d) Crawler and wheeled dozers; 
(e) Backhoe loaders; 
( f) Graders; 

(g) Compactor/rollers; 
(h) Four-wheel drive Skid-steer machines. 

No reference is made to larger machinery such as Scrap­
ers and Off-highway Trucks etc. 

To quote again from the revised Standard, " Ideally, the 
site for the measurement of these machines should be 
asphalt or concrete, with no sound reflecting obstacles 
within a distance from the source, equal to three times 
the greatest distance from the source centre to the lower 
measuring positions." This equates to a radius of 48 me­
tres, almost the size of a football field. 

I decided the Standards Committee personnel were not 
people who undertook the measurements required by the 
Standard they were designing. Further, Caleb Smith 
Consulting could become fairly unique in being able to 
undertake the measurement of machines at the specified 
locations using a telescopic mast or boom, assuming we 
could find a football field made of concrete. 

Because this new version of AS20 12 was so different 
from the 1977 issue in its requirements and methods of 
measuring Airborne Noise from Agricultural Tractors 
and Earth Moving Machinery, I wrote to the SAA and 
suggested that they leave the 1977 issue as it was and 
give the new version a new number. In that way I could 
continue to measure Dozers, Scrapers, Off-highway 
Trucks and large mining machines under the auspices of 
the 1977 Standard and the new Standard could be used 
to measure sound power levels from the specified ma­
chines, ie, Tractors, Graders, Backhoes, Front End 
Loaders, etc. 

While this draft standard was being created I was using 
the current 1977 issue to measure the sound from all 
sorts of machinery regardless of whether it was nomi­
nated in the text or not. The only departure I made from 
the quoted methodology was the measuring distance of 7 
metres from the surface of the machine. This I took upon 
myself to decide, relative to safety and accessibility . 

There had been no suggestion of a laboratory type situa­
tion or environment in the 1977 Standard. Rather, the 
sound level measurements were to be taken while the 
machine carried out its normal function . Certainly there 
was the necessity to ensure that the background sound 
level was more than 10 dB(A) below that of the ma­
chine, that the weather was suitable and apart from the 
ground, there were to be no reflecting surfaces within 50 
metres of the machine being measured. 

So as you can see, there was no reason to limit the type 
of machines that could be measured under this 1977 is­
sue of Standard AS20 12. 

Because there was a Standard available, albeit a little in­
appropriate in the type of equipment originally intended, 
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I could see no reason not to use it for the measurement 
of mining machinery, regardless of its size, that is, until 
the new version came along specifying a measuring dis­
tance of 16 metres, which I could ignore, and the insidi­
ous measuring position 11 .36 metres above the ground 
around the machine. I can carry a sound level meter and 
tripod on to the mine site and measure any mining ma­
chine, believing I had the right to choose a safe distance 
away from the machine to carry out the measurements. 
Now I ask you, how was I supposed to get myself, or the 
microphone, 11.36 metres above the ground. Let us face 
the fact that the authors of the new version of the Stan­
dard tried to have the measurements carried out in a 
laboratory type environment. 

My letter of concern to the Standards Association of 
Australia indicating the inappropriateness of the new 
Standard went unheeded. The 1977 Standard was with­
drawn and in its place came the new Standard AS2012-
1990 - Acoustics - Measurement of airborne noise emit­
ted by earth-moving machinery and agricultural tractors­
Stationary test condition. 

The world would not stand still while we considered our 
position. The new Standard claimed to be appropriate 
for the measurement of many machines scheduled in the 
1977 issue. While I applied the Standard for the meas­
urement of any and all earth moving machines, and I 
suppose I am as guilty as anyone in applying the Stan­
dard to those machines for which it did not apply, the 
simple fact is, the 1977 issue did not apply to Shovels, 
Draglines, Scrapers and Off-road Trucks. There was no 
Standard in the catalogue to cover the measurement of 
these machines. So I could ignore it. Not so fast. 

By the time I had measured a thousand machines be­
tween 1977 and 1990 under the 1977 Standard and is­
sued a thousand reports quoting same, mining personnel 
had become habituated to the Standard and its title. 
Within this time-frame also, EPA type persons required 
to know how much noise was being propagated into the 
environment and I was being asked to provide the an­
swer. 

Now, in order to be informed in their decision making, 
some mining people bought the Standard and quoted it 
in their purchase specifications as "Operator noise expo­
sure levels and machine sound power levels shall be 
measured in accordance with AS20 12 - 1990." 

New and proposed mines were being investigated by 
Commissions of Enquiry and in the course of events, the 
Authoritative Powers gave permission for the mine to be 
constructed and operated, provided the sound power 
level of equipment did not exceed such and such dB(A). 
Where did this magic number come from? Well it so 
happens, one mine being investigated had to purchase all 
the farm lands on which it would operate as well as all 

Acoustics Applied 

the farm land where the sound level due to mining would 
exceed the background sound level plus 5 dB(A). 

What was the background sound level? We could and 
should have a seminar on that subject alone, the contro­
versy that question caused. When was the sound meas­
ured? Where was it measured? For how long was it 
measured? What was the weather at the time? Were 
there insect noises? Was there a temperature inversion 
applying at the time? 

After much deliberation the Authorities investigating 
this particular mine decided the background sound level 
was 32 dB(A) and the mine could create an Ll 0 sound 
level of 37 dB(A), when measured at the nearest ex­
posed residence under neutral atmospheric conditions. 
When the nearest residence was identified and the dis­
tance to the mine established, the authorities then de­
cided to limit the sound power level of all mining 
equipment on the site to 118 dB(A)Lw. 

Now, such is the power of the EPA in NSW that before 
you could say hold on, all and sundry persons having 
any association with a mine, be he operator, manager, or 
supplier of equipment, knew that all mining equipment 
operating in the Hunter Valley of NSW must be meas­
ured under AS20 12 - 1990 and must have a sound power 
level not exceeding 118 dB(A)Lw. 

The Standard also requires the measurement of sound 
absorption of the ground on which the item of equipment 
is to be measured. The result of this measurement is then 
applied to the calculated average sound pressure level of 
the machine and the calculated sound power level ad­
justed to compensate for sound absorption due to the 
ground condition. The adjusted sound power level is 
then quoted in the report. 

So, when the adjusted sound power level of the machine 
came to 119 dB(A) or any other number greater than 
118 dB(A), the machinery supplier and the mine man­
agement decided we had obviously measured the ma­
chine incorrectly. The mine management and/or their 
suppliers then went through the Standard and through 
our measuring methodology with a fine tooth comb to 
find why their machine had exceeded the Authority's 
permissible power level of 11 8 dB (A)Lw. 

This is why we need a standard for the measurement of 
LARGE earth moving machines and what better time to 
create one than here today with the best acoustical brains 
in the country gathered in one place. 

If manufac turers of mining machinery are going to make 
larger and larger machinery to suit the demands of the 
mining industry, we who monitor the acoustical amenity 
of the residential neighbours need to come to grips wi th 
the necessity to measure the emission of noise from 
these kings of the lode. 
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Agenda For The Construction Of A New Standard 

Introduction 
Let us assume that those attending this seminar have 
read the Paper and now come to its presentation, to take 
part in the design of a new standard for the measurement 
of sound emanating from LARGE earth moving ma­
chines. Mr Chairman, I invite all those present to take 
part in the design of this Standard. 

1. What machines are to be included in the Standard? 

a) Shall we include any earth moving machine not 
included under AS2012.1? 

b) All those having a length greater than 8 metres? 

2. What is expected of the Standard? 

a) Sound pressure level measurements of all earth 
moving machinery, both stationary and mobile 
types, while operating in a stationary position on 
high-idle and the determination of the Sound 
Power Level. 

b) Sound pressure level measurements of stationary 
machinery at a safe distance while the machine is 
operated on a normal work cycle, such as Shovel, 
Excavator and Dragline. 

c) Drive-by tests for those machines that work by 
mobile operation such as Trucks, Graders, Scrap­
ers, Front End Loaders and Dozers. 

d) Measure within the Drivers Cabin during a nor­
mal work cycle. 

e) Measure adjacent to the Driving Engine or within 
the Machinery House, if applicable. 

3. In what direction and at what distance shall we 
measure the stationary machines? 

a) The decisions for these two question must be re­
lated to the type of machine being measured. We 
need to measure at a safe distance from the sur­
face of the machine while it works for a few min­
utes or a few cycles, which will give a clear indi­
cation of its Sound Power Level for its working 
operation. I believe we should measure the sound 
level of the machine on each of the clear sides 
while in a stationary position with the engines on 
high idle, when applicable? 

b) If we plan to measure at a distance from the sur­
face of the machine equal to one major dimen­
ion of the machine, then 1.5 times the dimension 

then twice and if po ible at two and a half times 
the major dimen ion, I believe a sensible overall 

Sound Power Level of the machine can be deter­
mined. 

4. Do we want any measurements over the machine as 
described in AS2012.1-1990? 

If so, how will those measurements be under­
taken? 

5. What about sound absorption of ground conditions 
where the machine is measured as required by 
AS2012.1-1990? 

a) Can this sound absorption factor be obtained by 
measurements taken at the three or four distances 
described in 3 above? 

b) At the present time, we determine the additional 
sound propagation loss due to the condition of 
the ground using a sound power source before the 
machine has arrived on site or after it has been 
taken away. However, this may not be possible 
with very large machines, particularly those de­
signed to work from a stationary position such as 
Shovels and Draglines. We can, of course, return 
at another time to obtain this information after 
the machine has been moved, or, we can measure 
a similar piece of ground remote from the ma­
chine construction site. 

c) Shall we say, "the propagation loss shall be de­
termined by an appropriate means, and suggest 
each _of the above methods. The engineer will 
then make the decision on site at the time and 
note the method in the Report." 

We need to include the measurement of sound at the op­
erator position. 

a) In regard to this aspect, I believe we should adopt 
a method similar to that described in AS20 12-
1977, or AS1269-1989 as it will provide an op­
erator noise exposure level for a cycJe of operat­
ing conditions rather than for a static situation. 
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ABSTRACT 

In the field of education of the deaf and hearing impaired, the "LING THING" 
has been widely utilised. The Ling Thing has a foundation in specific 
acoustical properties of sounds and their representation of the entire speech 
spectrum. This presentation will review the acoustical properties of the the 
Ling Sound Test and its applications in the areas of audiology and education of 
children with hearing loss, generally known as the Ling Thing. 



INTRODUCTION 

Acoustics may be defined as the science of sound. Sound may be described in 
terms of a physical phenomena such as frequency, intensity, and the 
spectrum of vibrations. Sound may also be defined in terms of psychological 
phenomena, or human (subjective) reactions such as pitch, loudness, sound 
quality, and direction. This paper will review the "Ling Thing" in a 
combination of physical and psychological phenomena. The practical 
applications of the Ling Thing in audiology and · in the education of children 
with hearing loss will be identified. 

HISTORY 

In 1976 the book entitled Speech & the Hearing Impaired Child: Theory & 
Practice was published. The emphasis of the author, Dr. Ling, was that most 
children with hearing loss could learn to speak and understand spoken 
language given adequate opportunity to do so. This systematic approach was 
adopted by many educational programs throughout the world. The approach 
with its many facets and with its foundations in audition became known as the 
"Ling Thing". 



UNDERLYING PRINCIPLES 

The human ear is able to detect sounds from approximately 250 Hertz (Hz) 
through ultra high frequencies such as 10,000 Hz or greater. The knowledge 
of the importance of some frequencies is minimal. What is known is that the 
ear detects the frequencies of 250 Hz through 8000 Hz quite well and that the 
majority of English speech sounds fall within this range. The contribution of 
the various frequencies to the discrimination of speech and speech 
intelligibility hav·e been well documented. ( French & Steinberg, 194 7, Ling, 
D., 1976, Edwards, C., 1985). An interpretation of this information is presented 
here. 
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As seen on this overview, if one draws a line around the majority of speech 
sounds, a banana shape appears. This has been termed the speech banana and 
is a common tool for reference in audiology and in the field of education of 
children with hearing loss. 



Speech sounds may be seen as quite distinct. 
of intensity. duration, and frequency . 
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Relative lewis at ,._:Ia IOIUids· u bearct by tbe ear. 
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These levels are the averap of two measures- tbe relative 
levels u measured with respect 10 dle threshold of audibility 
and the relarive levels measured witb respect to that levelll 
which the sound is just recognizable. 
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Speech sounds may also be seen to correspond to the puretones, narrowband 
noise (NBN), and warbled tones presented by an audiometer. Given this 
correspondence, a simple, informal test was devised by Dr. Ling. The distinct 
acoustic patterns initially chosen_ for this test were /u/, Ia!, /~/, I J /, and Is/. 
These sounds were representative of all speech sounds Within the speech 
banana. 
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An addition of the lml sound occurred in regards to the detection of nasality 
cues in those with hearing loss. A further adaptation was made for use with 
the Australian population. The Ling Sound Test with its practical acoustic basis 
become the foundation for several applications generally known as the "Ling 
Thing". These applications include the following: 

a. Development of speech intelligibility in children with hearing loss. 

b. EARSHOT: Practical check of aided responses in real life situations. 

c. Guide to the selection and verification of the fitting of amplification. 

d. Listening check of amplification devices and other assistive listening 
devices 

e. Hearing test for infants 

f. Screening test for infants greater than 6 months of age. 



BASIS FOR DEVELOPING SPEECH INTELLIGIBILITY 

One of the most effective ways for developing speech, and intelligible speech, 
is through the exploitation of residual hearing. The understanding of speech 
information requires levels of auditory skill development. These have been 
defined by Erber, 1982) as the following: 

Detection - the ability to determine the presence or absence of 
sound 

Disc rim in at ion - the ability to perceive differences between 
sounds; that is, differences in acoustic qualities, intensities, 
durations, and/or pitches. 

Identification - the ability to label or name what has been heard. 
by repeating, pointing to, or writing the word, sentence or 
environmental sound perceived. 

Com prehension - the ability to understand the meaning of 
acoustic messages by reference to his/her knowledge of language. 
The response differs in content form the stimulus, but is closely 
associated in some way (i.e.: answering questions about a story, 
paraphrasing a story, giving the opposite of the word, etc ..... 

These levels of auditory skill development are the basis of auditory learning 
and are critical in the development of intelligible speech for children with 
hearing loss. The use of audition is the most effective way for developing 
speech. Determining the child's ability to detect all aspects of speech and the 
ability to perceive differences allows more effective use of strategies in the 
development of speech. The contribution of the various frequencies are listed 
below in regards to the aspects of speech development. 



Speech Information Available at -
250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 
4000Hz 

At 250 Hz. plus or minus 1!2 octave. the following speech informaJion is available: 
I st formant of vowels /u/ and /i/ · 
The fundamental frequency of females' and children's voices 
Nasal munnur associated with the phonemes /m/, /n/, and /ngj 
Male voice harmonics 
Voicing cues 
Suprasegmental patterns (stress. rate, inflection, intonation) 

At 500Hz. plus or minus 1/2 octave. the following speech infomuuion is available: 
I st formants of most of the vowels 
Harmonics of all voices (male, female, child) 
Voicing cues 
Nasality cues 
Supraseamentals 
Some plosive bursts associated with /b/ and /d/ 

At 1000Hz. plus or minus 1/2 octave. the following spe«h infomuuion is available: 
2nd formants of back and central vowels 
lmponant CV and VC transition information 
Nasa!ity cues 
Some pJosive bunts 
Voicing cues 
Supraseamentals 
The imponant acoustic: cues for manur of anic:ulation are available at 1000Hz. 

At 2000 Hz. plus or minus 112 octave. the following SPftCh infomrtllion is available: 
THIS IS THE KEY FREQUENCY FOR INTELUGIBIUTY OF SPEECH 

2nd and 3rd formant information for vowels 
CV and VC transition information 
Acoustic: information for the liquids /r/ and /1/ 
Plosive bursts 
Atrric:ate bursts 
Fricative turbulence 
The imponant acoustic: cues for PUCE of articulation are available at 2000 Hz. 

At 4000Hz. phu or mimLS 1/2 octave. the following SPftCh in/omJQlion is available: 
This is the key freqUCDC)' for /S/ and /Z/ morpheme audibility. The /S/ and /Z/ phonemes 
are c:ritic:aJ for 1aquqe aro.ina because they siaDal: 

plurals idioms possessives 
3rd person questions copulas 

auxiliaries 
past perfect 

Adapted from Lin& D .• Foundations of Spoken Lanaua&e for Hearina-lmpaired Children. 
Washinaton. OC: The Alexander Graham Bell Association for the Deaf ( 1989). 

In essence, if the child is able to hear the various characteristics of speech 
~ounds, he/she will be able to produce that information intelligibly. with 
Informal or formal training . If a child is unable to hear various 
characteristics, other strategies (visual & tactile) would be considered. 



EARSHOT 

EARSHOT may simply be defined as the distance over which the Ling sounds 
may be heard. The clarity of the message may be influenced by the distance 
from the speaker, the background noise present (the signal to noise ratio), and 
the reverberation characteristics of the environment. Further, the variables 
regarding the speaker (clarity of speech, voice pitch, intensity, etc .... ) as well 
as the variables involving the listener must be taken in to account. Listener 
variables may included the severity of the loss, the language basis of the 
listener, the amplification worn, etc .... ). EARSHOT distances may be determined 
in a small amount of time and may be described in terms of detection or in 
terms of discrimination. 
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EARSHOT distances may be determined in any situation. EARSHOT distances will 
help determine what a child or an adult with a hearing loss may hear and 
overhear in conversation. 



GUIDE TO SELECTION & VERIFICATION OF 
AMPLIFICATION SELECTIONS 

When identifying a hearing loss, typically an audiogram 1s obtained for 
unaided thresholds. This information is utilised in a variety of fashions to 
determine electroacoustic settings for amplification devices . Usually these 
characteristics involve gain and frequency response outputs. Once a hearing 
aid is selected and fit to the individual, an aided audiogram is obtained to show 
the amount of improvement in thresholds, termed functional gain. These 
responses are plotted onto an audiogram and indicate a gross representation of 
hearing aid benefit. This information tells little about the reception of · speech 
information speech. This point may be emphasised in the following figure. 
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The Ling Sound Test may be used to judge the quality of the fitting. It may also 
be used to verify whether the aided audiogram is accurate. For infants this is 
an ideal method for determining the accuracy of functional gain on the 
audiogram. Speech signals are much more interesting than other signals 
(NBN & warbled tones) to the paediatric population. The benefits of earmould 
modifications or changes in hearing aid settings may be determined with the 
various sounds. 



LISTENING CHECKS 

An important concept in the use of amplification devices is the maintenance 
of the device itself. Devices are assessed using electroacoustic hearing aid 
analysers during clinical visits. An analysis of the hearing aid response 
characteristics are graphed and compared to a standard reference. The 
hearing aid either meets specifications or is referred for repair. Another 
application of the Ling sound Test has been the informal and indirect check of 
the frequency response of the hearing aid. This check is recommended to be 
completed daily to insure that the device is at its optimal performance. 

For a quick listening check, the parent, teacher, or other, connects a stethoset 
or earmould to the hearing device via the ear hook or through the armould 
itself. While listening to the aid the Ling sounds are repeated. The vowel 
sounds and consonants should appear audible and clearly reproduced. If the 
sounds appear distorted, unnatural, or inaudible, the hearing aid may be 
malfunctioning and in need of repair. A check of acoustic feedback (turning 
the hearing aid on and listening for a whistling sound is an incomplete test. 
The same may be said for the use of 1,2,3, or lba/, !bal. /bal. The entire 
frequency range of the aid has not really been assessed. Further the 
difficulties with distortion often are initially indicated in the higher 
frequency sound spectrum. 

HEARING TEST FOR INFANTS 

Hearing evaluations for the paediatric population require highly skilled 
testers. These evaluations may include electrophysiologic measures such as an 
auditory brainstem test (ABR). otoacoustic emissions (OAE's), 
electrocochleography (ECoG), and an immitance test battery. Behavioural 
tests may also used. These include those with and without reinforcement to an 
acoustic presentation. These evaluations will indicate whether a hearing loss 
is present and may define the type and degree of loss. 

These tests allow specific identification of a portion of hearing. However they 
give little information regarding the infant or child's ability to use the most 
significant acoustic stimulus - speech. As another application, the Ling sound 
Test has been used as an informal measure to assess behavioural threshold. 

It has also been used to provide initial information on the child's ability to 
detect sound and begin to develop higher levels of auditory language such as 
discrimination, identification and comprehension. 



SCREENING TEST 

It is a well identified scenario that parents, usually the mother, suspect a 
hearing loss long before the formal identification has been made. The first 
fear is that the child is intellectually handicapped. Eventually a hearing loss 
is suspected. At home the parents, inexperienced testers, try a variety of 
methods to determine how well the child hears. The results are usually 
inconclusive. At some point the child is taken to the nursing sister or GP. 
Eventually a referral is made to an audiologist. 

Given these difficult populations to test, several tests have been devised by 
audiologists for use in the paediatric populations. These usually include 
calibrated noise makers or toys with a distracter. The distracter is used to keep 
the child's attention while the various noise makers are presented behind the 
child toward individual ears. The test are screening tests for hearing. 
However, the tests usually have a cost attached and also give little information 
about the child's response to speech stimuli. An additional application of the 
Ling Sound Test has been that of a screening test. At a normal conversational 
level, the sounds are presented behind the child and a response or non­
response is rioted. Failure to hear or detect any of the sounds would · indicate a 
referral for a more thorough hearing evaluation by a paediatric audiologist 

SUMMARY 

As briefly described in this paper, the Ling Thing is a practical application of 
both the physical and psychological aspects of acoustics. The Ling Sound Test 
as the foundation of the Ling Thing has gained support and recognition 
around the world. Its ease of use and the minimal amou~t of time requirement 
is a strong advantage in assessing the paediatric · population. These applied 
concepts of acoustics are standard elements in the training courses for 
teachers of the hearing impaired and deaf. The application to speech 
intelligibility is also well regarded in the field of education. Its many uses in 
informal assessments of audition and levels of hearing ability have made this a 
recommended method in the . field of audiology. 
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